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Urban search and rescue (USR) refers to operations conducted 

in collapsed man-made structures. It has been recognized as a 
useful domain for studying human-AI interaction [2]. Human-AI 
teaming in the domain of USR is a widely researched area [1], due 
in part to the complications that arise out of introducing AI into an 
unpredictable environment such as a collapsed building. A 
simulated task environment (STE) is one where real-world tasks 
and cognitive decision-making can be performed and evaluated 
with a certain degree of precision and the results gathered have a 
strong correlation with operations in the real world [3]. STEs are 
ideally suited for USR tasks due to the difficulty and high cost of 
developing hands-on training exercises. There is potential to further 
improve the performance of STEs by including AI agents that can 
assist the human performers within the task. In this study, we 
present the design of an AI agent that aims to assist three-person 
human teams and helps improve their task performance during 
USR missions. Specifically, we are investigating the use of 
different communication styles for the AI agent and its effect on 
human teams. The project was divided into two phases, a Wizard 
of Oz (WoZ) design phase where researchers playing the role of an 
AI advisor, gave guidance to a team of participants during the 
experiment. Data collected from this phase was used to develop a 
rule-based AI agent and further data was collected on how varying 
communication styles performed with human participants under 
two distinct conditions: 1) push (where the AI agent provided 
distinct guidance to each team member) and 2) pull (where the AI 
agent provided guidance when requested by the team member). 
Figure 1 shows the major components of the STE, to the right we 
have the Minecraft game environment, to the top-left we have the 
top-down view of the map of the collapsed building, and to the 
bottom-left we have the communication interface for the AI.

While the objective of the experiment for the participants was 
to save as many trapped victims as possible in the 15-minute 
missions, this end goal while important is not the focus of the study. 
Instead, we will evaluate teams by how often they adhered to the 
advisor’s guidance, disregarded the guidance, and asked for further 
information from the advisor. In a recent study [4], USR missions 
were shown to be a useful experiment for looking at exploration 
(the guidance cannot be explicitly stated) vs. exploitation (where 
the guidance is explicit) behaviors in teams because both are 
required to achieve success as a team, although the correct balance 
between the behaviors can be hard to find or negotiate between 
teammates. As a result, the guidance provided by the AI tries to 
keep a balance between exploration and exploitation tasks 
necessary to complete the missions. 

2
The study required three-person teams to enter a Minecraft 

simulation of a USR scenario with the goal of saving as many 
victims as possible in 15 minutes. Teams played two missions on 
the same map, designed to simulate a collapsed office building. 
Experienced video game players were chosen as participants to 
ensure they would be able to understand and perform the task. 

Participants were able to select between three roles, each having 
one unique tool. The three roles were 1.) medical specialist with the 
ability to save victims, 2.) hammer specialist, a slow player with 
the ability to break through rubble-blocking areas of the map, and 
3.) search specialist, a speedy player with the ability to pick up and 
place victims. Participants could select any combination of these 
roles, and during the mission, could also switch roles by returning 
to a starting area on the map. The unique abilities possessed by the 
roles allowed for teams to respond to the changing environment of
the map by changing the composition of roles on their team. Prior 
to each mission, participants engaged in a 3-minute preplanning 
session in which they would be shown a top-down view of the map 
in Zoom and would be given the opportunity to discuss their 
strategy for the upcoming mission. Participants were prompted to 
discuss what roles they would begin with, where they would go on 
the map, and how they would work together as a team.

2.1 WoZ Guidance
Data was gathered from 54 participants (48 Men, 8 Women) 

separated into 18 teams. 85% of the participants were regular video 
game players, and 71% of participants were Minecraft players 
specifically. Prior to participating in the experiment, all participants 
were briefed on the objectives and rules of the experiment with a 
video presentation. Following this, all participants engaged in an 
in-game tutorial allowing them to become familiar with the tools 
used in the experiment. Zoom was used to conduct the experiment 
remotely and to allow the participants to interact with each other. 
Later, the Zoom recording of the Minecraft environment and audio 
transcripts were used to determine adherence to the advisor’s 
guidance. Data on participant adherence to advice was gathered 
through Zoom transcripts and video recordings of the Minecraft 
experiment. Any time a participant tried to follow the advisor’s 
guidance; it was counted as adherence. Due to the changing 
requirements of this mission, there were several instances in which 
a participant intended to follow the advisor’s guidance initially but 
had to change their plans en route. Instances in which participants 
disregard or fail to adhere to the guidance were noted as “failed to 
adhere”, and instances in which the guidance led to a discussion 
amongst two or more teammates were noted as “prompted 
discussion.” Information-shaping guidance appears to be 
associated with the highest rates of compliance in participants. This 
relationship calls for further research, considering there are a few 
reasons that participants could have preferred information shaping 
over explicit guidance. It is possible that participants didn’t have 
enough trust in the advisor to follow commands from them, but they 
may have been more likely to accept that the advisor had 
information about the state of the map. There is also a difference 
between being told what to do and being told why you might want 
to do something. It is worth mentioning that many of the 
participants in this usability study were experienced Minecraft 
players. While they weren’t familiar with the specific experiment 
they were participating in, it is possible that they preferred to rely 
on their own expertise as opposed to following explicit instructions.
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2.2 Rule Based Guidance
In the next step, we designed an experiment to identify the 

effects of how guidance from an AI agent is communicated; 
impacts compliance and team performance with within-subjects 
(repeated measures) design; with communication style (push or 
pull) as the independent variable and compliance; performance 
(number of victims saved and time); map exploration as a 
dependent variable. We hypothesize that there would be a 
difference in the compliance of the teams between AI 
communication methods. The communication methods were 
defined as “push” or “pull”. The push condition had the agent send 
out guidance to a team member when that team member and the 
environment satisfied certain conditions. The pull condition had the 
agent only send guidance to a team member when guidance was 
asked for. There were no modifiers for asked for guidance in that 
the team member would simply indicate that they would like any 
guidance available from the agent. Four teams of three players 
participated in two sessions per week of three games over 4 weeks 
for 24 game plays. The order of manipulation of the role of the AI 
agent was counterbalanced within and between groups. The 
manipulation mode switched halfway through the experiment at the 
end of week 2. Initially, participants completed a survey for 
demographic information, plus additional questions about how 
often and what kinds of video games they played as well as their 
general feeling towards AI agents. After each session, participants 
completed an additional survey to gauge their feelings about their 
team’s performance, their individual performance, and how the AI 
agent impacted their team. 

We examined the differences between the push and pull 
conditions. Outcomes examined across these differences included 
the number of victims saved in each trial, the number of guidance 
messages given by the agent, and the proportion of guidance 
followed. As expected, we found significantly more guidance 
messages given in the push condition per trial (M = 26.43, SD = 
5.00) than in the pull condition (M = 6.84, SD = 4.03). However, 
there was no difference in the proportion of guidance followed, 
even though as expected more guidance was followed when more 
guidance was given.
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