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Cross-Modality and Equity-Aware Graph Pooling
Fusion: A Bike Mobility Prediction Study

XiYang" Suining He'T Kang G. Shin Mahan Tabatabaie Jing (David) Dai

Abstract—We propose an equity-aware GRAph-fusion differentiable Pooling neural network to accurately predict the spatio-temporal
urban mobility (e.g., station-level bike usage in terms of departures and arrivals) with Equity (GRAPE). GRAPE consists of two
independent hierarchical graph neural networks for two mobility systems — one as a target graph (i.e., a bike sharing system) and the
other as an auxiliary graph (e.g., a taxi system). We have designed a convolutional fusion mechanism to jointly fuse the target and
auxiliary graph embeddings and extract the shared spatial and temporal mobility patterns within the embeddings to enhance prediction
accuracy. To further improve the equity of bike sharing systems for diverse communities, we focus on the bike resource allocation and
model prediction performance, and propose to regularize the predicted bike resource as well as the accuracy across advantaged and
disadvantaged communities, and thus mitigate the potential unfairness in the predicted bike sharing usage. Our evaluation of over 23
million bike rides and 100 million taxi trips in New York City and Chicago has demonstrated GRAPE to outperform all of the baseline
approaches in terms of prediction accuracy (by 15.80% for NYC and 50.55% for Chicago on average) and social equity awareness (by
32.44% and 24.43% in terms of resource fairness for NYC and Chicago, and 13.36% and 16.52% in terms of performance fairness).

Index Terms—Bike sharing, equity awareness, usage prediction, target and auxiliary graphs, differentiable pooling.
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1 INTRODUCTION

The operation efficiency and profitability of urban mobil-
ity systems (e.g., bike and ride sharing, and other public
transportation systems) depends heavily on the mobility
modeling for accurate prediction of mobility resource usage,
which is key to distributing mobility resources (e.g., re-
balancing bike demands and supplies), meeting the mobility
needs, and enhancing communities” access to life-essential
resources (e.g., grocery, employment opportunities) in the
city.

In this paper, we address the following two important
questions with the focus on station-based bike sharing as
a representative case study to re-imagine the predictive
usage modeling and accessibility implications regarding this
popular first- and last-mile connectivity (say, between the
riders’” home locations and the bus stops, or between the
metro stations and their employment locations).

(a) How to capture and exploit cross-modality mo-
bility patterns? Existing bike sharing modeling techniques
largely consider single modality (i.e., the bike sharing sys-
tem itself), and focus on engineering and integrating of
various exogenous features [1]-[5] for accurate prediction.
Different mobility systems or modalities, such as taxi, bus,
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and subway, in the transportation network in a city might
share similar mobility patterns due to the people’s commute
and travel preferences. Despite these modalities” seemingly
heterogeneous data representations [6]-[8], accounting in-
dependently for their mobility patterns will likely discard
the essentially useful mobility patterns shared across these
platforms, leading to degraded prediction accuracy. Fur-
thermore, existing studies [9], [10] largely focus on hand-
crafted feature engineering to integrate the patterns. Such
approaches cannot fully extract the complex latent corre-
lations across these modalities. In fact, these mobility sys-
tems may be represented or described in terms of network
graphs, with their mobility trips, such as bike and taxi rides,
connecting different city regions — for instance, bike stations
and taxi pick-up/drop-off zones. Such a representation pro-
vides excellent feature interpretation regarding the spatial
connectivity, and the latent correlations across these graphs
of different modalities, may bring complementary knowl-
edge beyond the engineering of single-modality features.
However, how to design an effective way to fuse these
graphs for the model predictability enhancement remains
largely under-explored.

(b) How to account for the equity-aware prediction
modeling? We focus on bike sharing as it has great potential
for serving the broader communities due mainly to its ease
of use and low cost, particularly providing disadvantaged
communities accessibility at low cost. However, the recent
publications and various field studies [11], [12] have re-
vealed that regions with more economic activities (e.g., cen-
tral business area, tourism zones) exhibit more bike usage
(i.e., departures and arrivals). These regions may often be
predominated by historically advantaged communities (e.g.,
in terms of ethnicity, education, and income levels) who
may therefore be allocated with more bike resources and
infrastructures, if based on the historical fulfilled mobility
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between different mobility systems from our analysis. Such
spatio-temporal correlations motivate our cross-modality
graph fusion in GRAPE beyond a single-modality setting. We
have also conducted an extensive bike station analysis with
the socioeconomic data of NYC and Chicago. We derive
their social equity implications in relation to the different
modality systems. We observe the unbalanced distribu-
tions of bike resources across regions with different socioe-
conomic features (e.g., ethnicity, education, and income),
which motivate our equity-aware prediction modeling.

(ii) Predicting Bike Usage with Cross-modality Graph-
Fusion Differentiable Pooling (Secs. 3 and 4): To achieve
the cross-modality prediction for the heterogeneous sys-
tem of target (bike) and auxiliary (taxi) networks, we
have designed within GRAPE a novel graph-fusion differen-
tiable pooling framework where the cross-modality spatio-
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temporal features of the above two systems are combined
throughout the hierarchical space with the shared graph
structures. The framework incorporates the hierarchical fea-
tures of the auxiliary graph into the target graph via a novel
convolutional fusion design which captures the spatio-
temporal correlations between the target and auxiliary sys-
tems. We further augment a spatial attention mechanism
with a long short-term memory (LSTM) network to capture
the spatio-temporal correlations from the fused hierarchical
features, yielding high prediction accuracy.

(iii) Designing Resource and Performance Fairness
Metrics for Station-based Bike Sharing Learning (Sec. 5):
GRAPE accounts for the socioeconomic information and
integrates the fairness metrics with the model regulariza-
tion to generate equity-aware prediction across the entire
bike sharing network. Specifically, we consider fairness in
the bike-resource distribution and in the model prediction
performance. As for resource, we mitigate the difference in
per capita demands across the stations in the advantaged
and disadvantaged regions. This way, the predictions can
help the bike sharing service providers to adjust future
resource allocation equitably and mitigate the unfairness
across communities. As to performance, we aim to reduce
the prediction-error difference weighted by the populations
at the bike sharing stations within advantaged and disad-
vantaged communities. This way, GRAPE can balance the
quality of bike sharing service, say, in terms of prediction
accuracy, experienced by the different communities.

(iv) Extensive Experimental Studies (Sec. 6): We have
conducted extensive experimental studies upon over 23
million of bike trips and 100 million of taxi trips in total
from NYC and Chicago. Our current experimental studies
have demonstrated that our proposed model outperforms
the other approaches in bike usage prediction, on average
by 15.80% for NYC and 50.55% for Chicago in terms of Mean
Squared Error and R? on average. Furthermore, GRAPE
improves the social equity of the bike sharing systems, on
average by 32.44% and 24.43% in terms of resource fairness
for NYC and Chicago, and 13.36% and 16.52% in terms of
performance fairness.

e System Overview. Fig. 2 provides an overview of
GRAPE’s system framework. We first harvest the mobility
data from the target and auxiliary modalities, i.e., the bike
and taxi systems in our studies. Then, GRAPE processes and
extracts the graph features from the target and auxiliary
graphs, and fuses the hierarchical graphs. The embedded
spatial features are then integrated for the temporal feature
extraction. Finally, GRAPE leverages the socioeconomic data
from the U.S. Census for the equity-aware regularization
upon the model in order to mitigate the unfairness in
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resource prediction and model performance.

e Societal Implications. As illustrated in Fig. 1(b), our
model output can be fed to the government web portals,
enabling responsible city planning [17], digital governance,
and civic community engagement. Above and beyond the
theoretical analysis and data-driven studies, the insights
gained from GRAPE may benefit the following three stake-
holder groups: (1) government and city planners in inte-
grating the mobility equity insights to plan bike sharing
station distributions; (2) diverse urban communities in ben-
efiting from more inclusive deployment of bike sharing
resources/services; and (3) urban computing practitioners
and bike sharing service providers in enhancing bike-usage
prediction through cross-modality graph-fusion pooling de-
signs. Using our results, the related stakeholders can take
various measures, including user survey, feedback crowd-
sourcing [18], and public hearings to further investigate
the usage and socioeconomic distributions in digital city
planning/governance and civic community engagement, as
illustrated in Fig. 1(b).

The rest of the paper is organized as follows. We first
present the mobility and socioeconomic data analysis in
Sec. 2. Given the derived features, we then present the
problem definition and the model overview in Sec. 3. We
then present the core model of GRAPE in Sec. 4, and designs
of the fairness metrics in Sec. 5. We provide the performance
evaluations in Sec. 6. We discuss the deployment of GRAPE
in Sec. 7, followed by the review of the related work in Sec. 8.
We finally conclude the paper in Sec. 9.

2 MOBILITY & SOCIOECONOMIC DATA ANALYSIS

We first detail our real-world datasets of bike sharing, taxi
systems, and socioeconomic datasets in Sec. 2.1. We then
present the data analysis of the shared spatio-temporal
features in Sec. 2.2. After that, we study the distributions of
bike resources regarding the socioeconomic characteristics
in Sec. 2.3, which further motivates the needs for equity-
aware learning and model designs.

2.1 Dataset Overview

To explore the spatio-temporal correlations between bike
and taxi systems, we utilize the real-world user trip data
of bike sharing platforms of NYC and Chicago. To analyze
the socioeconomic features of bike resource distribution, we
take into account the socioeconomic data from the U.S. Cen-
sus Bureau. Each of these datasets is detailed below.

1) User Trip Data of Bike Sharing Systems: The bike
trip dataset describes every single trip including
the trip’s start/end time, start/end stations, and
their longitudes/latitudes. We have collected a total
of 23,665,647 trips from two cities: 20,551,697 trips
from Citi Bike [19] in NYC during 2019/01/01-
2019/12/31 and 3,113,950 trips of Divvy Bike [20]
in Chicago during 2019/01/01-2019/09/30.

2)  User Trip Data of Taxi Systems: In this prototype, we
use the taxi data as auxiliary information to enhance
bike-usage prediction. Similar to bike trip data, the
taxi trip dataset describes every single trip including
the trip’s start/end time, start/end regions (e.g.,

community areas, taxi zones), and the GPS coordi-
nates of the regions’ boundaries. We have extracted
a total of 100,876,384 trips from the two cities in
2019: 84,399,019 trips from the Yellow Cab in NYC
[21] and 16,477,365 trips in Chicago [22].

3) Socioeconomic Data: To analyze the social equity of
bike sharing systems, we have extracted socioeco-
nomic data per census block group for the two cities.
We retrieve the social ethnicity distribution, per
capita income, and population holding bachelor’s
degrees in 2018 from U.S. Census Bureau [23]. The
dataset contains socioeconomic information in each
of the 6,493 census block groups in NYC (i.e., Bronx,
Kings, New York, Queens, and Richmond counties)
and the 3,993 census block groups in Chicago (Cook
county).

We note that all the datasets we studied are open-
sourced and all sensitive user information has been sani-
tized before release by the government portals and service
providers, and hence no institutional review board approval
is required.

2.2 Shared Spatio-Temporal Mobility Patterns
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Fig. 3: Pick-up demand heatmaps of bike sharing and taxi
systems of NYC on Monday 01-21-2019 from 8:00 to 9:00am.
The warmer colors indicate higher demands.

e Spatial Correlations between Bike Sharing and Taxi
Systems. We first show the similar spatial usage patterns of
two mobility systems in NYC in Fig. 3 (with the spatial de-
mand distributions in terms of bike stations and taxi zones
that are pre-defined by the service operators). Fig. 3a shows
that the bike sharing stations at the center of Manhattan,
NYC have higher bike demands than the rest of the city.
The taxi system demonstrates spatial distributions similar
to the bike sharing system, as illustrated in Fig. 3b. Despite
the potentially different commute purposes and mobility
preferences of the two mobility systems, such a spatial
correlation should be carefully taken into account in our
cross-modality modeling.

To further quantify the spatial correlations between the
two systems, we divide the city map of NYC into a grid
map, each of which is of the size of 1.0 x 1.0km?. We
aggregate the total departures or arrivals of each day in all
bike stations or taxi regions in each grid. We then flatten the
generated grid data into a vector and compute the Pearson’s
correlation coefficient [24] between the usage vectors of the
bike and taxi systems. We can see from the results that
the spatial correlation coefficients are mostly around 0.6
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Fig. 4: PDFs of spatial correlations of daily
bike and taxi pick-ups/drop-offs in 2019.

(i.e., 0.614£0.03 and 0.60+0.03 for pick-ups and drop-offs,
respectively). We have empirically studied different spatial
discretization levels, and observed the similar probability
density functions (PDFs). Such a shared spatial distribution
motivates our designs to characterize the spatial correlations
across the modalities in GRAPE.

e Temporal Correlations between Bike Sharing and
Taxi Systems. Our extensive data analysis also reveals the
temporal correlations between bike sharing and taxi sys-
tems. Taking NYC as an example, we aggregate the hourly
bike/taxi usage of all the stations/regions to generate the
hourly bike/taxi usage of the entire city. We first illustrate
in Fig. 5 the temporal patterns of city’s total bike and taxi
demands during a week. We can see that despite the scale
and value differences, there exist similar daily mobility pat-
terns of taxi and bike usages due to the repetitive daytime
commute. Furthermore, we also observe the similar weekly
mobility patterns for both systems; the weekday usage is
usually higher than that of the weekends.

In particular, we find the correlation coefficients between
the hourly departures/arrivals of the bike and taxi systems
in NYC for each week of 2019. We then plot in Fig. 6
the PDFs of the Pearson’s correlation coefficients. We can
observe generally high temporal correlations between the
two systems (i.e., 0.7340.11 and 0.74+0.10 for pick-ups and
drop-offs, respectively). This motivates our cross-modality
model designs in GRAPE to capture the temporal correla-
tions of the two systems.

2.3 Analysis of Station-based Bike-Usage Fairness

o Advantaged and Disadvantaged Communities. In addi-
tion to the cross-modality feature fusion, our work aims
at enhancing the fairness in the deployment of mobility
systems, particularly focusing on bike sharing. As discussed
in Sec. 2.1, we have collected the raw demographic data per
census block group. Based on these census tract data, we
first define the binary social groups for fairness evaluation
following the practices in prior transportation mobility fair-
ness studies [25], [26].

Specifically, we define the advantaged and disadvan-
taged communities based on socioeconomic attributes in the
U.S. Census Tract datasets, and our study focuses on the
following three attributes:

(a) Social Ethnicity: We consider the geographic regions
where the major population is from the social ethnicity other

Day Index

Fig. 5: Hourly bike/taxi departures from
01-08-2019 to 01-14-2019 in NYC.

04 06
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Fig. 6: PDFs of daily temporal correla-
tions in 2019.

than Caucasians as the disadvantaged communities, and the
regions where the Caucasian population exceeds 50% of the
total as the advantaged communities.

(b) Income Level: Taking NYC as an example, we illustrate
in Fig. 7a the normalized per capita income, which shows
the spatial variations of the income levels of different neigh-
borhoods. In this study, we take into account the regions
where the per capita/median household annual income is
lower than the 30" percentile of that of the city as the
disadvantaged communities.

(c) Education Level: Our formulation takes in the regions
with less than 30% of population holding bachelor’s degrees
as the disadvantaged communities.

Note that despite our focus upon the above three at-
tributes in this prototype study, GRAPE is general enough
to be extended to other socioeconomic attributes [23].

e Socioeconomic Features & Unbalanced Station Dis-
tributions. Figs. 7b-7d further illustrate the spatial distri-
butions of bike stations located in advantaged and disad-
vantaged communities in terms of social ethnicity, income,
and education. From Figs. 7b-7d, we can see that stations
with mostly the advantaged communities (labeled with blue
dots) residing nearby are often distributed at the center of
Manhattan and the east of Brooklyn. We note that Fig. 3a
shows that the major bike resources (stations) are allocated
to the mobility demands at the center of Manhattan in
NYC. Combining Fig. 3a and Figs. 7b-7d, we can infer
that the potential social inequity of deployed bike resources
across different communities, where the stations with high
demand and, therefore, more bike resources are usually sit-
uated in the city regions close to advantaged communities.

Given the above settings and conditions, a conventional
deep learning model [2], [27] trained with unbalanced
station distributions and historical bike usage may create
biased bike-usage prediction favoring these regions with
advantaged communities. The prior practices might escalate
the divergence in the future resource allocation as well as
service quality. This motivates our designs in the fairness
metrics regarding bike resources and prediction errors as
regularizers in our cross-modality model.

3 PROBLEM & MODEL OVERVIEW

Given the above data analysis, we first define and formalize
the core problem in Sec. 3.1, and overview our GRAPE design
in Sec. 3.2.
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Fig. 7: (a) Normalized per capita income. (b)-(d) Bike station distributions of NYC. The blue dots represent the stations located in
the areas where the advantaged community predominates, and the red dots otherwise.
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o Bike Sharing Usage Prediction. Considering a bike shar- Nt (N7) is the ‘total number of stations with ma-
ing network of N stations as the target sd;stem deno(te)d as jor advantaged (disadvantaged) communities nearby
“tar”, each station i has two features, z,,/,[i] and z,/, [i], (Nt + N~ = N), and D;+ and D,- denote their
i.e.,, the aggregate numbers of departures (d) and arrivals (r) respective ratios of the population of the census block
from/at station ¢ within a time interval k. Taking in a time group to the total population of the city where the
window of T such intervals, GRAPE forms stations it and i~ are located.

Zt(ar) _ {Zt(;i)[ ], . _’Zt(;ir) [ N]} 7 o DPerformance Fairness: To evaluate the performance

fairness, our regularization reduces the difference in

and mean squared errors (MSEs) of predictions which
Zgr) = [Zt(ar) [1],.. t(:r) [N ﬂ ) are weighted by the populations of advantaged and

disadvantaged communities, D;+ and D;-, where

where Zt(ar)[] _ Zt(:r)t ol Zt(:lr)t 7 iolil, - .7zt(i),tm] and the stations i+ and. i~ are locatec.l. Here we incor-
) () (r) " 1. porate the population as the weights in order to
Zoy 1] = |:ztar =741l 2 Ziar,t—T tolil ooy Ztar,t[l]} for i € ensure a reasonable model prediction accuracy (and

[1,..., N], representing the T hlstorlcal bike sha -
tures or pick-ups, and arrivals or drop-offs from
1 by the present time interval ¢.

Similarly to zt(jr), zt(;) € RV*7, taking into «
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taxi system as the auxiliary system, denoted as = e (Input Level .1t R
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Ziar Ziar 14115 Zear,t 4210 s Diar (4 F i _Spatiallearning |

at each station ¢ with the horizon of future F tim_ _____. ___. Fig. 8: Overview of the core structure of GRAPE.
e Bike Sharing System Equity. To further achieve the
equity-aware prediction, we will take into account resource

distribution and model performance in regularizing the
GRAPE model: e Model Overview. To jointly approach the prediction and

equity problems, we have designed GRAPE, an equity-aware
o Resource Fairness: For resource distribution, our reg-  bike-usage prediction system, and its core structure is illus-
ularization mitigates the unbalanced bike resource trated in Fig. 8.

3.2 Overview of Core Model and Hierarchical Graphs

distribution between stations in the advantaged and Specifically, we first formulate the bike sharing network
disadvantaged communities to reduce the unfairness as a target graph, Gy, and the taxi system as an auxiliary
of resource allocation of the bike sharing system. graph, G,ux, where Gy, and Gy have different numbers

Specifically, we reduce the difference of the per capita of nodes. Given the thus-constructed target and auxiliary
demand predictions between the stations that are graphs from the input level, we then extract their hierarchi-
near the advantaged communities i+ € [1,...,NT| cal spatial features using the separate differential pooling
and those near the disadvantaged communities, i~ € mechanisms (see Sec. 4.1) from the levels 1 to P. This way,
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at each hierarchical level (level p) the nodes in the target
and auxiliary graphs are assigned, respectively, to the same
number of nodes, enabling fusion of hierarchical spatial
features of the auxiliary graph into those of target graph.

The extracted features of the auxiliary graph are then
incorporated into the target graph at hierarchical levels
via a convolutional fusion mechanism (see Sec. 4.1) in a
backward direction from the level P to the input level.
We further leverage temporal and spatial learning module,
which consists of temporal sequence learning and spatial
attention (see Sec. 4.2), to capture the temporal and spatial
features of the updated embeddings of the target graph.

To mitigate the social inequity of the target (bike) sys-
tems in terms of resource and performance, we have de-
signed two fairness metrics (Sec. 5), i.e., fairness in resource
allocation and model performance, as additional objective
functions for GRAPE, leading to equity-aware prediction.

e Target and Auxiliary Graphs. For the target graph,
G'ar, €ach node represents a bike station with bike dep:
and arrival volumes as its two features, and there are ¢
of N nodes considering a system with N bike station
consider an edge between any two nodes representiny
users can commute between any two stations in the
We note that in our experimental studies, as the pi
and drop-off locations of the NYC taxis are provid
the zone or region level instead of fine-grained coordi
We formulate the bike station network as a graph a1
each node in the graph represent such a region inch
taxi departure and arrival volumes as its two fea
For a taxi system with N’ taxi zones or community .
the auxiliary graph, denoted as G, contains N’ n
Similarly, we construct an edge between any two noc
Gaux to represent the commutes between any two regic
the city.

The weight of each edge in Gir or Guux represents the
correlation between two city locations. In this work, we
adopt the inverse of geo-distances between locations as their
correlations to formalize each element inside the adjacency
matrix of the constructed graph. The adjacency matrix at the

input level for Gy,,, denoted as At(alr) € RVXN is formulated
as
1
A(alr) i’ | = A(alr) ‘37: = ) 3
t: [ .]} t [j } gtar(za]) ( )

where g (4, ) denotes the geo-distance (in km) between
two locations ¢ and j. Similarly we can find the weight
in the auxiliary graph Al [i, 7] based on g.ux(%,J), where
Ag& € RV XN We set the diagonal elements of the adja-
cency matrix At(alr) [i,4] = 0 and Al [i,4] = 0. In practice, for
the taxi graph, the regions of departures/arrivals are usually
in polygons. For simplicity, we use the center points of their
bounding boxes to calculate the geo-distances between each
two regions as their correlations.

4 CORE MODEL DESIGN

We present in the following the core model designs of
GRAPE, i.e., the hierarchical graph learning design in Sec.
4.1, and temporal and spatial learning design in Sec. 4.2.

4.1 Hierarchical Graph Learning Designs

Our hierarchical graph learning for cross-modality fusion
includes the following two major components, i.e., (1) the
graph differentiable pooling, and (2) the convolutional fu-
sion of graph embeddings, which will be discussed in
details below.

(1) Graph Differentiable Pooling. From Sec. 2.2, we
learn that the mobility patterns of the target and auxiliary
systems have latent spatio-temporal characteristics shared at
the city regions. The graph differentiable pooling design of
GRAPE aims to merge the knowledge of the auxiliary system
into the target system at the hierarchical level to improve the
target graph representation and the subsequent prediction
accuracy. Specifically, we first design the hierarchical graph
embedding to achieve such knowledge fusion across the
target and auxiliary mobility systems, via a graph differ-
entiable pooling mechanism [28]. Taking the target graph as

IR TV 50 N

Level p

A ( p) / »| Assignment

tar I N

GCON () tar,k
i = tar,k

(p) J assi

Htar,k GCN ﬁ(p) » Assignment (p+l)
N®nodes tar,k oo tar,k

Fig. 9: An example of graph differentiable pooling mechanism
at the p-th hierarchical level of the target graph.

(a) Graph Convolution. As illustrated in Fig. 9, for each
level, p, we form a total of N?) nodes by assigning the
N®=1 nodes from the previous level p— 1. At each level for
the time interval k (k € {t—T +1,...,t}), we first perform a
GCN operation [29] on the input embeddings, Ht(fr) - and the
adjacency matrix At(apr) - assigned from the preceding level
p—1 to process and capture the spatial correlations between
N E”i nodes, and generate the GCN embeddings at this level,
H p

tar ks 1€

ﬁgr)k = GCN (Ag;),k’

H(p)

(P)  F(P)
tar,k) € RN S ’ (4)
where the superscript p denotes the p-th hierarchical level,
and féﬁ) represents the GCN embedding size. Note that level

p = 1 denotes the input level, and we let H(l) be the bike

tar,k
pick-ups/drop-offs at the time interval &, and Atalr,t—T 1=
= At(alr)k =...= Afalgt = At(alr) be the adjacency matrices

at the inpﬁt level (Eq. (3)).
Within the GCN(-) operation, each element of the adja-

cency matrix At(,fr) .4, j] is first normalized, i.e.,

AP, =D7# (AL, +1) D3, 5)

tar, tar,
(p)

where D € RN¥*N js the degree matrix of A", and
I € RV*¥ is an identity matrix. Then the convolutional
operation is given by

I:I(p)k — A® @ Wt(;f;)» 6)

tar, tar,k " tar,k
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where W) ¢ R < represe
ter.
(b) Node Assignment. We have

ages the 121 . and the adjacency

tar,

the transition matrix, Tt(fr) L € R?

matrix Tt(:r)k will be used for assi

the (p + 1)-th level, and the rest
again become the input of the st
Such node assignment mechanisr
spatio-temporal knowledge sharec
enabling the embedding fusion.

We detail our node assignment
ing. To assign the nodes at the p-t
(p+1)-th level, we generate the tr:
GCN. Specifically, the GCN takes in
for the time interval k:

T(p)k = softmax (GCN [

tar,

(p) N® y NP+ .
tar, e € R is t

the levels p to p+1, and At(:;) &

matrix at the p-th level. 7
We let the output dimension

the number of nodes at the (p + 1)-th level, N»TY. We

use the softmax function to normalize each row of the

transition matrix, and hence the transpose of the transition

T
matrix, (Tt(fr) L) €RVN P XN® represents the probability

of assigning the nodes at the p-th level to each one of the
nodes at the (p+ 1)-th level. This probability encodes which
target nodes in a graph belong to the same geospatial region
(a node at the next level) based on the spatial correlations
between the nodes (further visualization and interpretation
can be referred to Sec. 6.2).

Then, we obtain the input embeddings of the (p + 1)-th

level, i.e.,
HPTD _ (T(p)

tar,k tar,k

where T
ceR

)T H® @®)

tar, k>’

where Ht(;tgl) c RN®Hx pE represents the input embed-
dings of the GCN at the (p + 1)-th level, and ftg’;H) _—c

tar
Similarly, taking into account Tt(ﬁ . as the probability of

node assignment, the adjacency matrix at the (p+1)-th level

becomes .
1
AR = (T AL, T, )
where At(‘_ﬁil) e RVN"TXNTTY s the adjacency matrix at

the (p + 1)-th level.

Following the same manner, we feed A;ﬁi . and Hgﬁi &

to the graph differentiable pooling module of the auxiliary
graph, and obtain the T® HP™D and AP at the p-th

aux,k’ “raux,k 7 aux,k
hierarchical level of the auxiliary graph.

(2) Convolutional Fusion of Graph Embeddings. Given
the embeddings [30] of the target and auxiliary graphs

at each hierarchical level for the past 7 time intervals,

. (p) (p)
ie, HP ¢ RTINS _ Hg;;{t_m,...,ﬂg;{t} and

(P) « £(P)
HE) ¢ RTXNOxfD IHgg;t_m, N ¢ e T
represents the channel size for the auxiliary graph at the
level p), we fuse them in a backward manner from the levels

Ptol.

(p_l) (paLP)
Ttar Haux
| |
]
Conv2D
. (p,Lp) 1 ﬁ(p)Lp)
y(p—1,Lp 1 tar aux (P, Lyp)
Htar ! "‘@ @ Htar !
() (p-1)
Illaux’k Ttarl,k
v
Conv2D
(») l B (10)
i ey s A
L
k
tar,k £5 (13) Eq. 719 tar,

Fig. 10: Illustration of convolutional fusion mechanism across
the levels p and p — 1. The mechanism takes in the embeddings

of H{®) and A®), and the probability of assignment, T® and

tar 7 tar,k”/
returns I:It(:fkl) for the preceding layer. The operator || denotes
concatenation operation and x denotes matrix multiplication.

Specifically, as illustrated in Fig. 10, for historical em-

beddings at the p-th hierarchical level for auxiliary graph,
H(P) RT X N® x5

auk € , we adopt a 2-D convolutional neural
network (Conv2D) with zero padding to learn their weekly
patterns and obtain the updated embeddings of the auxil-

iary graph, i.e.,

H'®) = convap (H(p)> , (10)

aux aux
where H'(?) ¢ RT*N®x £
aux *

Then, we fuse the updated auxiliary embeddings with

the target embeddings, H?) ¢ R7*N x5’ at each hi-
erarchical level via the concatenation operation. We use
the concatenation operation instead of summation fusion
to increase the flexibility of the model as the summation
requires the same matrix dimension making the model less

robust. Specifically, at the level P (at the top of the hierar-

. s . p
chical structure), the updated auxiliary embeddings H’ gux)

are concatenated with the original target graph embeddings
Ht(: ) ie,

= (P) P
Htar = Ht(ar)

(11)

aux ?

‘ P

where HZ) € RN and Fio = fB 4 ft(a]rj)' We

tar tar

update the embeddings of the (P — 1)-th level by projecting
ﬁfﬁ ) back to the level (P —1) at each time interval [31], i.e.,
AP-D — pP-ngP) (12)

tar,k T ~tar,k tar, k>
(Pfl)} for all the

tar,t

and we have 1215571) = I:It(;j;_l)TH, L H

time intervals.

For the subsequent layers other than the P-th level, we
update embeddings of the target graph by the concatenating
the projection of the updated target graph embeddings at
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the level p for all time intervals, Hg’r), and the convolution
of the auxiliary graph embeddings at the level p, H’ (p)

aux’ 1e.,

H(Il

tar

H(p)

tar

’ H'e) (13)

Then we project Ht(ar) back to the level (p — 1) at each time
interval, i.e.,

tar, k tar k*

H(P 1)

tar,k

(14)

Following the above fusion and projection processes,
we obtain the updated embeddings of the target graph at

the input level, Ht(ar) € RT*N%7i’ which are fed into the
subsequent LSTM module for capturing the temporal and

sequential characteristics.

4.2 Temporal and Spatial Learning

We further design the temporal sequence learning and spa-
tial attention learning modules to extract the temporal and
spatial features from the generated graph embeddings.

e Temporal Sequence Learning. The updated embed-

dings of the station level, H( ) € RTxN x P

tar
into H’t(ar) € RT*N&’ and fed to an LSTM module. We

obtain the last hidden state (the present time interval ?)
h; = LsTM (H’t(ar)> where h; € R" and h is the number
of hidden states.

e Spatial Attention Learning. Our spatial attention fur-
ther captures the multi-level spatial correlations across the
time series of different bike stations. Specifically, we first
leverage a 1-D convolutional layer (Conv1D) with kernel
size T upon the time dimension (the first dimension of Ith(alr))
to encode the temporal patterns of each bike stations, i.e.,

(15)

, is reshaped

—=att

H =convlD (ﬁ(l)) ,

tar

where H'' € RNV*/™ represents the resulting station em-
beddings, and f2! is the channel size of Conv1D. This way,
we can directly achieve the internal representation of the
time series data.

Then, we multiply H" with the LSTM output hidden
state h; to compute attention scores for all stations, a =
[a1, .oy @y oy an], e,

a = softmax (ﬁattwattht) , (16)

where Watt € RF**" js a trainable parameter. We then sum

up the station embeddings based on their attention scores
. . att

and generate the attention hidden state, h,y € R/, ie,

N
hae = Z aiﬁatt (1]

Then, we update final hidden state by a linear (dense) layer
of the concatenation of h,; and hy, i.e.,

}_lt _ Whidden (haﬂ' ht) + bhidden

where Whidden ¢ ghx(f*+h) ang phidden ¢ R® are trainable
parameters.

A fully connected layer with a ReLu activation function
takes the updated last hidden state, hy, to generate predic-
tions of bike departures and arrivals simultaneously. The

17)

(18)

final prediction of the future F time intervals for all N bike
sharing stations, Z € R27N is formulated by

2z = ReLu (W*"h, + b*™) | (19)
where WUt € R2FNxh and bout € R?FN. We reshape 2 into

[ t(;lr), Zt(;)} (see Egs. (1) and (2)) as the final outputs.

5 EQuITY-AWARE OBJECTIVE DESIGNS

Based on the aforementioned model designs, we further
present in Sec. 5.1 the objective designs of GRAPE in predic-
tion accuracy, as well as the fairness metrics for the equity
in terms of resource allocation and performance in Sec. 5.2.

5.1

To train GRAPE for predicting the bike usage at different
stations, our objectives in terms of prediction accuracy are
two-fold.

o Prediction Accuracy. First, for usage prediction accuracy,
GRAPE minimizes the Mean Square Error (MSE), i.e.,

2
Lyvsg = 2Nf ;kgﬂ ( tar, k1] zt(;ir)k:[l])
N t+F

Fane > S (Al - i)

11kt1

Prediction Accuracy Metrics

(20)

. (d)

where Z, , and 2 zta 1, are the predicted and ground-truth

departures, while zt( r) A t(arr) X

ground-truth arrivals.

e Node Assignment. However, minimizing MSE does
not necessarily benefit the hierarchical graph learning due to
the non-convexity of the graph optimization [28]. To address
this issue, we introduce an auxiliary objective function, i.e.,
the node assignment loss. We leverage this loss to ensure that
the spatio-temporal embeddings of the auxiliary graph at
the hierarchical levels will be assigned to the correct nodes
inside the target graph. It is formally given by

and z are the predicted and

LA F HH(p T (Tffi)k)T H), H2
‘Ctra - 7 ’ —F
k;rl me[tgaux] le N@
t+F P
+ Z ZHAgrk AgﬁlkHF
k=t+1 p=2

21
The Frobenius norms in Eq. (21) help capture the differences
of the input embeddings (matrices) [32]. Specifically, the
first squared Frobenius norm, denoted as || - ||, captures
the difference between the original embeddings from the

target and auxiliary graphs, Htar) . and Hi(ml w» and the
embeddings after pooling and back projection for all levels
of the target/auxiliary graphs (p € {1,...,P — 1}). The
second Frobenius norm denotes the difference between the
adjacency matrices of the target and auxiliary graphs, A m
and Aguz(, at each hierarchical level.

In other words, Eq. (21) ensures that (i) the embeddings
after pooling and backward projection should be close to the
original input level; (ii) the adjacency matrices of the target
and auxiliary graphs, representing the node correlations,
should be enforced to be the same.

8
Authorized licensed use limited to: UNIVERSITY OF CONNECTICUT. Downloaded on June 26,2024 at 20:40:20 UTC from IEEE Xplore. Restrictions apply.

© 2024 |IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Big Data. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TBDATA.2024.3414280

5.2 Designs of Fairness Metrics

In order to reduce the social inequity of our target systems,
we propose two fairness metrics in our model studies, i.e.,
the fairness in resource distribution and the fairness in model
performance weighted by population.

e Resource Distribution Fairness. This metric is de-
signed to mitigate the difference between the resources
across the advantaged and the disadvantaged communi-
ties [33]. We define the fairness metrics in the bike station re-
source distribution as difference in the per capita predicted
demand (pick-up) between the stations in advantaged and
the disadvantaged communities (in terms of a certain so-
cioeconomic attribute such as social ethnicity). Specifically,
we have the loss as

1 t+F 1 *o(d) [i+] N~ ~(d)
Lyes =

Zi\‘(’ Ztar,k Zi_ Ztar,k[ii]
Z N (d) o

k 1 2 Zi\f D+ Zz]\i D;-

(22)
where iT € {1,..., N} is the index of a station in advan-
taged communities and i~ € {1,..., N~} represents that of
a station in disadvantaged communities. N* + N~ = N,
and D; is the ratio of the population of the census block
group where the station ¢ is located to the total population
of the city.

In other words, L,s decreases if the difference in the per
capita demand drops across the stations near the advan-
taged and the disadvantaged communities, introducing a
fairer distribution of bike mobility resources. As here we
focus on the station-based bike sharing, we leverage the
exact census block groups provided by U.S. Census Tract
where the stations are situated for population calculation
instead of spatial partitioning and estimation, which may
not necessarily reflect the populations served [33].

e Performance Fairness Adjusted with Population Ra-
tio. This metric is used to measure the difference of predic-
tion errors weighted by the populations for stations with the
major advantaged and disadvantaged communities nearby
(in terms of a certain socioeconomic attribute such as social
ethnicity). We first find the two MSEs of the stations where
the advantaged and disadvantaged communities predomi-
nate given the predictions of GRAPE, i.e,,

tark[]

t+F

Eper 2 [it] -

P 2]:N+ qe{zdr}; +] k%l( o
t+F

Eur i(qr) [Zi]

pe Q.FN qG%:T} ; i sz_:;'_l ( tar,k

(23)
where we adjust the population ratio, denoted as D;, by its
mean over all regions, denoted as E [D;], so that Eper+ and
Eperf are in the same magnitude of Lysg to mitigate the
impacts from the over-populated regions. Then, the fairness

score in the weighted MSE is given by
‘Cper = (“:per+ - gper* )2 . (24)
In other words, the decrease in L. results in a more
balanced performance of usage predictions between the
stations in the advantaged and the disadvantaged commu-
nities.
In summary, we jointly take in the prediction accuracy
(Egs. (20) and (21)) with the fairness metric (either Eq. (22) or

t(gr)k[iJr]) ’

2
2l ])

(24)) as the final loss function of GRAPE training. Specifically,
for GRAPE with resource fairness (GRAPE + R), the final loss
function is formally given by

ER = )\MSEﬂMSE + )\tra‘ctra + )\res‘cres7 (25)

and for GRAPE with performance fairness (GRAPE + P), the
final loss function is given by

EP = )\MSEﬁMSE + >\tra£tra + )\perﬁperu (26)

where (AMSE, Atra, Aress Aper) are the weights of different loss
perspectives. By minimizing Eq. (25) or Eq. (26) in addition
to Lysg and Ly, we are able to regularize the model to
maintain the system fairness in resource or performance. In
practice, the city planner or the bike service provider can
select the socioeconomic attribute as well as the fairness
metric to customize for specific urban planning purposes

,or scenarios.

6 EXPERIMENTAL EVALUATION

We first present the evaluation setup in Sec. 6.1, followed by
the experimental results in Sec. 6.2.

6.1 Evaluation Setup

e Schemes Compared. GRAPE is compared against the
following baselines and state-of-the-art spatio-temporal ap-
proaches:

1) HA (Historical Average) [34]: We calculate the future
bike usage based on the average of all historical data
at the same time interval of a day.

2) ARIMA (Auto Regressive Integrated Moving Aver-
age): regresses and predicts the bike usage at the
stations.

3) RNN (Recurrent Neural Network [14]), LSTM (Long
Short-Term Memory [35]), and GRU (Gated Recur-
rent Units [36]): We implement these classic deep
learning models for the bike usage time-series pre-
diction.

4) CNN-LSTM/CNN-GRU/CNN-RNN: With the spatial
bike usage in the heatmap representations, convo-
lutional neural network (CNN) is respectively com-
bined with LSTM/GRU/RNN to predict future bike
usage.

5) TPA-LSTM (Temporal Pattern Attention LSTM [37]:
leverages the correlations between LSTM modules
for learning multivariate time series.

6) LSINet (Long- and Short-term Time-series Net-
work [38]): combines CNN and RNN to extract
short- and long-term temporal patterns to predict
multivariate time series, and incorporates an au-
toregressive model to tackle the scale insensitivity
problem.

7) DeepsST: We divide the city maps into grid maps.
By using the aggregation of bike usage in each grid,
we leverage spatio-temporal ResNet [39] followed
by a fully connected layer to predict bike traffic at
the station level.

8) GCNN-DDGF (Graph Convolutional Neural Network
with Data-driven Graph Filter [1]): considers the
adjacency matrix as an adjustable variable.
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9) GCN-LSTM (Graph Convolutional Network (GCN)
combined with LSTM for spatial and temporal bike
usage chararcterization): The parameters of GCN and
LSTM are set exactly the same as GRAPE.

10) GAAN [40]: predicts the bike usage with a graph
neural network with an adjacency matrix attention
mechanism.

11) GraphWaveNet [41]: contains an adaptive depen-
dency matrix for spatial learning and a stacked
dilated 1D convolution component to conduct the
temporal learning.

12) FairST [25]: leverages the three-dimension bike
usage heatmaps, two-dimension spatial informa-
tion, and one-dimension external factors for equity-
aware predictions with consideration of resource
fairness.

13) Ada-STNet [42]: obtains an optimal graph adja-
cency matrix from both macro and micro perspec-
tives and learns spatial relationships and temporal
dependencies via a spatio-temporal convolution ar-
chitecture.

14) CrossFormer [43]: utilizes the dependency across
the bike stations for predicting the usage based on
the dimension-segment-wise embeddings and the
two-stage attention layers.

15) iTransformer [44]: leverages the transformer
blocks for the bike usage prediction.

16) Informer [45]: adopts the efficient transformer de-
signs for long time-series prediction.

17) Autoformer [46]: uses the decomposition trans-
formers based on auto-correlations.

18) FEDFormer [47]: predicts the time series with the
frequency enhanced decomposed transformer.

19) Reformer [48]: leverages an efficient transformer
for the time series prediction (bike usage in our
case).

e Evaluation Metrics. We evaluate the model prediction
accuracy using MSE (Eq. (20)) and Coefficient of Determi-
nation (R?). A higher R? implies a better performance [24].

We leverage Eq. (24) to evaluate the model performance
fairness. To evaluate the resource fairness, we adjust Eq. (22)
with the standardized prediction results without dividing
by the ground-truth values, i.e.,

+ () ;. = A(d) .
R DS (2SI DA

it Ziar k1 i~ Zar, k!
L= — Z ¢ : - : (27)
NT N- ’
F k=t+1 Zi+ D;+ Zi— D;-
where we standardize the predictions Zgir) L lt] to get Zt(adr) w14

by the mean and the standard deviation of the prediction

for the entire testing set. Note that if the prediction it(jr) L]
significantly underestimates the ground-truth, we will gét a
small £/, but it does not reflect the decrease of the resource
unfairness. Therefore, by standardization we can reduce
the impact of prediction accuracy on the fairness metric.
The decrease in Eqs. (24) and (27) indicates a reduction of
unfairness of the bike sharing system.

e Evaluation Settings. We evaluate GRAPE and the re-
lated schemes with the datasets presented in Sec. 2.1. We
take into account the taxi systems as an auxiliary system. For
all the schemes evaluated, we leverage the historical data

of the past 24 hours to predict that of the next following

hour. Our bike sharing studies focus on a total of 454
stations in NYC that have bike usage every day and have
not been relocated or removed throughout the year of 2019,
and a total of 417 stations in Chicago that have bike usage
every week and have not been relocated or removed during
2019/01 - 2019/09. We consider 50% of the user trip data for
the model training and the rest half for the model testing. To
construct the auxiliary graph nodes of the taxi systems, we
select those regions that have their bounding boxes overlap
with a 500mx500m grid area around each bike station. We
note that the zones or areas are processed by the city data
portal for the local planning and the analytics purposes, and
the taxi pick-ups and drop-offs from the non-fixed regions
are not available. Despite this, our approach and framework
design is general enough to be extended to the actual GPS
coordinates when the relevant data becomes available.

Our model is built and evaluated on TensorFlow 2.4.0
with CUDA 11.1. All experimental evaluations are con-
ducted upon a server with Ryzen Threadripper 3960X
24-Core CPU and four Nvidia GeForce RTX3090 24GB
GDDR6X GPUs. It takes about 20min and 10min to train
GRAPE for NYC and Chicago, respectively.

e Parameter Settings. Unless otherwise stated, we use
the following parameters by default. The embedding size
of output embeddings (Eq. (8)) at each hierarchical level
is set to ft(azi) = a(ffg = 1. We use two-level hierarchical
graphs for representation learning of both bike graph and
taxi graph, i.e., P = 2, and set the number of nodes at the
second level to be 7 for NYC and 4 for Chicago, respectively.
For NYC, we use 3 x 1 kernel filters with 3 channels for the
convolutional fusion component (Sec. 4) where 3 x 1 denotes
3 time intervals and 1 node. For Chicago, we use 2 x 1 kernel
filters with 2 channels. For the spatial attention mechanism
(Sec. 4), we set the channel size of the Conv1D as 516 for
NYC and 254 for Chicago.

We empirically set the coefficients Avsg = 1 and Ay, =
0.01 for the two prediction accuracy metrics in Eqgs. (20)
and (21). As Egs. (22) and (23) have different magnitudes,
we adapt Ares and A, in order to obtain the similar scales in
Egs. (25) and (26). For resource fairness, we set Ares = 0.015
for NYC and Ays = 0.001 for Chicago regarding all three
socioeconomic attributes. For performance fairness with
respect to social ethnicity, income, and education, Ape: is
(0.015, 0.018, 0.018) in NYC, and (0.075, 0.075, 0.16) in
Chicago. We set the size of hidden states of LSTM, h, as 64 for
NYC and 32 for Chicago. GRAPE is trained with a learning
rate of 0.005 and a batch size of 64 by the Adam optimizer
for 5,000 iterations.

6.2 Experimental Results

e Overall Model Performance. We first demonstrate the
overall prediction performance in the two cities in Table 1.
We can observe that GRAPE substantially outperforms the
baseline models in the prediction accuracy. Existing ap-
proaches like HA, RNN, GRU, and LSTM can only capture
temporal characteristics of bike usage. CNN only encodes
the bike usage sequence rather than geographic information,
and hence CNN and its combinations with the RNN, GRU, and
LSTM may not fully capture the spatial correlations across
stations and thus perform poorly in our settings.
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TABLE 1: Performance on NYC and Chicago Datasets.

Schemes NYC Chicago
MSE R? MSE R?
ARIMA 18.387 0.518 10.103 0.239
HA 17.866 0.533 11.547 | 0.051
RNN 12.847 0.664 5.741 0.606
GRU 12.380 0.676 5.726 0.607
LSTM 12.135 0.682 5.627 0.614
CNN-RNN 9.324 0.756 5.230 0.641
CNN-LSTM 10.503 0.725 5.646 0.613
CNN-GRU 9.968 0.739 6.491 0.555
TPA-LSTM 10.334 0.729 6.586 0.548
GCNN-DDGF 10.261 0.729 5.238 0.638
GCN-LSTM 9.857 0.742 4.775 0.673
DeepST 9.478 0.752 5.114 0.649
LSTNet 9.102 0.762 5.259 0.642
GAAN 8.877 0.769 4.973 0.659
GraphWaveNet 9.456 0.752 4.838 0.668
FairST 9.787 0.744 4.822 0.669
Ada-STNet 8.000 0.790 5.000 0.656
CrossFormer 12.294 0.637 4.542 0.539
iTransformer 10.924 | 0.700 4.353 0.612
Informer 9.771 0.790 4.694 0.678
Autoformer 10.389 0.777 4.198 0.712
FEDFormer 10.266 0.779 4.128 0.716
Reformer 10.410 0.776 4.133 0.716
GRAPE w/o0 fairness 7.898 0.793 4.090 0.720
GRAPE + Roguilethmay || 8121 | 0787 || 4.286 | 0.706
GRAPE + Pacialethmiciy || 8214 | 0.785 || 4477 | 0.693
GRAPE + Rincome 8.110 0.788 4.272 0.707
GRAPE + Pincome 8.229 0.784 4.388 0.699
GRAPE + Reducation 8464 | 0778 || 4422 | 0.697
GRAPE + Peducation 8406 | 0.780 || 4524 | 0.690
GRAPE + Pay 8.272 0.783 4.547 0.688
GRAPE + R 8.184 0.786 4.349 0.702
We have also demonstrated that our proposed

GRAPE outperformed the other state-of-the-art spatio-
temporal prediction approaches. In particular, while
TPA-LSTM, GCNN-DDGF, GCN-LSTM, DeepST, LSTNet,
GAAN, GraphWaveNet, FairST, Ada-STNet, and other
transformer-based approaches (such as CrossFormer and
iTransformer) capture the spatio-temporal characteris-
tics, they formulate the bike usage prediction as a single-
modality problem. In addition, while FairST takes into
account the system equity, it may underestimate the station
correlations as it leverages the heatmaps as inputs, each
entry of which is aggregation of total bike usage in a region.
Therefore, FairST yields the lower accuracy for station-
based bike usage predictions than our proposed approach.

GRAPE captures the spatial and temporal characteristics
via the combination of GCN and LSTM, while the taxi sys-
tem as an auxiliary graph provides additional spatial and
temporal knowledge for the target graph. Such comprehen-
sive spatio-temporal knowledge introduced by the auxiliary
graph improves the accuracy of mobility prediction for the
target (bike) system in our studies.

In addition to each individual attribute, i.e., social eth-
nicity, income, and education, we have also shown the per-
formance combining all the three socioeconomic attributes,
denoted as “all”, in Eq. (25) or Eq. (26). The accuracy of
our GRAPE with fairness regularization, denoted as “GRAPE
w/o fairness”, outperforms all the baselines, despite the
negligible accuracy degradation compared with the one
without regularization, i.e., on average 2.81% lower in NYC
and 5.49% lower in Chicago.

The performance of the models varies across the two
cities, likely due to their large difference in the total num-
ber of bike usage and resultant bike mobility patterns as
discussed in Sec. 2.1. Despite this variation, GRAPE can still
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Fig. 11: Hourly bike-usage (departures and arrivals) prediction
from July 8" to July 14" for a station at Manhattan, NYC.
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TABLE 2: Values of L;.s with 3 socioeconomic attributes.

Attributes [[ Models | NYC [ Chicago
Social w/0R 311.802 | 190.260
Ethnicity w/ R 142.788 128.630
Income w/oR 302.246 | 212.045
w/ R 229.720 163.882

Education w/oR 425.122 | 291.925
w/ R 343.866 | 238.784

TABLE 3: Values of Lper with 3 socioeconomic attributes.

Attributes [| Models [ NYC [ Chicago
Social w/o P 143.232 22917
Ethnicity w/ P 137.039 17.758
Income w/o P 153.545 47.608
w/ P 134.756 39.597
. w/o P 172.491 53.047
Education |07 5 ——131 956 175621

achieve excellent accuracy for both cities. Fig. 11 also shows
GRAPE’s accurate hourly bike-usage predictions at a station
at Manhattan, NYC during a week.

e Fairness Evaluation. We further evaluate fairness in
resources and model performance by Eqs. (27) and (24)
regarding each of the three socioeconomic attributes consid-
ered. This way, we can specifically evaluate the interaction
of the model with each socioeconomic attribute. The results
are shown in Tables 2 and 3. GRAPE with resource fairness
("“w/ R”) and the GRAPE with performance fairness (“w/
P”) are compared with GRAPE without consideration of
fairness (denoted as “w/o R” and “w/o P”, respectively).
Combined with Table 1, we can see that GRAPE reduces the
inequity in resources and model performance of the systems
while maintaining the prediction accuracy for all the three
socioeconomic attributes in NYC and Chicago.

The difference of the same fairness metric between
the attributes may result from the diverse socioeconomic
characteristics of bike stations. For example, as we recall
from Fig. 7, some stations are overlapped by disadvantaged
communities in terms of education and the advantaged
communities in terms of income. Comparing the fairness
performance of GRAPE between the two cities, we find
that all metrics of Chicago are smaller than that of NYC.
This is likely due to the overall much lower bike usage
in Chicago than in NYC. With lower bike usage, we see
that the (un)fairness metrics of resources (based on Egs. (23)
and (27)) as well as the performance in Chicago are overall
smaller than in NYC.

We further compare the fairness metrics, L) and
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Eper, of GRAPE with the four state-of-the-art baselines,
GraphWaveNet, DeepST, GAAN, and LSTNet, for social
ethnicity in NYC as an example which is illustrated in
Fig. 12. We can see that GRAPE obtains a significant im-
provement of equity of social ethnicity in the city compared
to other traditional models which fail to consider system
fairness and, therefore, generate biased predictions. The
results demonstrate the effectiveness of GRAPE’s equity-
aware designs.

L Loer
350 e 250 ?
321 319 325 227
8 300 6 213 214
IS 3z 200 193
=250 =
& ?
8 200 3
£ £150
$ 150 &

100 100
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Fig. 12: L. and Lper w.r.t. social ethnicity in NYC for (a) GRAPE,
(b) GraphWaveNet, (c) DeepST, (d) GAAN, and (e) LSTNet.
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Fig. 13: Ablation study of GRAPE.
e Ablation Study. We have further conducted ablation
studies by comparing GRAPE with complete modules (de-
noted as (a)) with the following two major variations:

o Without temporal and spatial learning (denoted as
(b)): We omit the temporal and spatial learning mod-
ule while keeping other parts of the model the same
as GRAPE.

o Without auxiliary system learning (denoted as (c)):
We remove the fusion of auxiliary (taxi) system
inputs based on graph differentiable pooling and
convolutional fusion.

We evaluate these variants of GRAPE for the datasets of NYC
and Chicago without considering fairness regularization.
Fig. 13 shows the MSEs of the studied schemes. From the
figure we observe a better performance of GRAPE than the
variants, demonstrating the effectiveness of the temporal
and spatial learning and the auxiliary system.

o Sensitivity Studies. We first demonstrate in Table 4
the performance of all the schemes during weekdays and
weekends without considering fairness for one week’s data
of Chicago. We note that the negative R? of weekend
prediction by ARIMA indicates its prediction does not reflect
the trend of the bike-usage patterns. We can observe that
GRAPE outperforms all baselines for usage predictions of
both weekdays and weekends, demonstrating the effective-
ness of our model designs in handling both weekday and
weekend dynamics. We also observe overall lower errors

TABLE 4: Weekday/Weekend performance (Chicago).

Schemes Weekdays Weekends
MSE | R MSE | R’

ARIMA 11.769 | 0.234 15.214 | -0.008
HA 7.452 0.330 14.581 0.034
RNN 4.795 0.605 5.729 0.620
GRU 4599 | 0.621 6.420 0.575
LSTM 4.746 0.609 6.027 0.601
CNN-RNN 4.633 0.618 4.689 0.689
CNN-LSTM 4.633 0.618 6.839 0.547
CNN-GRU 5.728 0.528 5.859 0.612
TPA-LSTM 4.888 0.597 7.736 0.487
GCNN-DDGF 4.880 | 0.598 5.862 0.612
GCN-LSTM 3.822 0.685 4.834 0.680
DeepST 5.081 0.574 5.269 0.693
LSTNet 4.899 0.677 7.000 0.536
GAAN 4.012 | 0.669 5.095 0.662
GraphWaveNet 4670 | 0.615 5.113 0.661
FairST 3.968 | 0.673 5.585 0.630
GRAPE [ 3614 ] 0702 || 4602 [ 0.695

for weekdays than weekends for all the schemes. This is
due mainly to the potentially higher complexity of human
mobility patterns during weekends (e.g., people may have
various travel or entertainment activities) than on weekdays
(e.g., major activities related to commute routines).

Fig. 14a further illustrates the impact of the length
of future time intervals 7 upon GRAPE (without fairness
metrics). From the figure, we can see that as the length of
predicted intervals increases, the overall prediction accuracy
decreases. This is because the correlations between the target
intervals in a far prediction horizon and the past ones in the
input are more complex than those between the intervals in
a near future. GRAPE can still achieve reasonable accuracy
for the far prediction horizon.

Using NYC as an example, we have conducted a sen-
sitivity study on MSE, L}, and Lyer with respect to their
coefficients in Eqs. (25) and (26). For resource fairness, we
study Chicago’s social ethnicity and vary A.s to be 0.0005,
0.001, 0.0015, 0.002, and 0.0025, with a default setting of Aper
as 0.015 (Sec. 6.1). For performance fairness, we study NYC’s
social ethnicity and vary )\per to be 0.01, 0.015, 0.02, 0.025,
and 0.03, with a default setting of Aws as 0.015 (Sec. 6.1).
Figs. 14b and 14c show that increasing the weight of re-
source or performance fairness loss reduces the correspond-
ing metric, with a slight increase in the prediction error.
For the performance fairness, we can observe an increase
of the metric as the coefficient increases, which is likely
due to large errors in model performance. Considering both
prediction accuracy and fairness metrics, we pick 0.001 for
Ares and 0.015 for A,er by default to maintain the accuracy of
prediction while improving the fairness.

e Result Visualization and Case Studies. We have
conducted the following studies to further understand the
model behaviors of GRAPE.

(a) Node Assignment. We visualize in Fig. 15 the transition
matrix at the input level, ie., Tt(alr) . in Eq. (7), to show
the probability values of assigning bike stations to two
hierarchical nodes. The darker color represents the higher
probability values that an input graph node to a node in
higher hierarchy. We can see that bike stations across NYC
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Fig. 14: The sensitivity studies of GRAPE: (a) length of future time intervals; (b) MSE and fairness vs. Aws; and (c) MSE and

fairness vs. Aper.

40.76

40.74 1

Latitude
B B
S & O
o °© N
o ~ N

40.66 =
-74.05

74
Longitude
(a)

-73.95

Latitude
IS
B o
SR
~ N

40.68

40.66 =
74.05

74
Longitude
(b)

-73.95

x1073

Fig. 15: Probability distribution of bike station assignment to
two different hierarchical nodes, i.e., the transition matrix at
the input level, T{), (Eq.7), on 12pm, 2019/09/01.

are grouped together into different regions, each of which is
represented by a hierarchical node. Such a node assignment
behavior help GRAPE capture the shared spatio-temporal
correlations among the bike sharing station nodes, yielding

overall trends of the ground-truth (in green dashed lines),
demonstrating the effectiveness of GRAPE in learning the
per capita demands.

Similarly, Fig. 16b illustrates MSEs weighted by popula-
tion over 12 hours of a day for a bike station near the disad-
vantaged communities in terms of education around Brook-

2
lyn, NYC, ie., mﬁﬁ qud,r (it(gr)k t(aqr)k[z_]) . One
can observe that the lower weighted MSEs of those stations
than the prediction without fairness regularization, leading
to an increase of model performance for those stations in the
disadvantaged community, demonstrating the effectiveness

of GRAPE in reducing the model performance unfairness.
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Fig. 17: Station-level resource unfairness reduction for stations
around disadvantaged communities in NYC. Each dot repre-
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Fig. 16: The interaction comparison of (a) forecasted per capita
demand (along with ground-truth) and (b) the prediction MSE
weighted by population as a function of time with and without
considering (a) resource fairness and (b) performance fairness
for two stations on 2019/07/12 (Friday) within the educational
disadvantaged communities in NYC.

(b) Equity-Awareness. Taking a station within an educa-
tional disadvantaged community in Manhattan, NYC as an
example, Fig. 16a illustrates its hourly per capita demand,

2 i)

= , over 12 hours of a day. We compare the per capita

demand calculated by GRAPE (in red solid lines) with that of
GRAPE without fairness consideration (in blue dashed lines).
Recall that the per capita demand of a station is used in
Eq. (27) to calculate the fairness metric. With the regularized
predictions, one may expect that more bike resources can be
allocated to these stations within disadvantaged communi-
ties (as illustrated in Fig. 7b) via the equity-aware city plan-
ning. Fig. 16a further shows a higher per capita demand with
the regularized predictions, corroborating the effectiveness
of GRAPE in improving the equity of resource distribution.
In addition, we can also observe that the predicted per
capita demand of GRAPE (in red solid lines) captures the

We finally visualize the reduction of resource unfairness
in Fig. 17 at those bike stations around the disadvantaged
communities in terms of education level (a) and social
ethnicity (b) in NYC. The warmer colors indicate a larger
reduction in the unfairness. We can observe the unfair-
ness reduction by introducing our fairness regularization,
demonstrating the spatial resource fairness improvements
in different communities.

7 DISCUSSION

o Integrating Other Mobility Modalities. In the current
prototype study, we only consider taxi as the auxiliary
systems and bike sharing as the target system for predicting
bike usage due to the lack of data of other transportation
platforms. As the transportation system of a city contains
many other platforms such as ride sharing and public
transits like bus and subway, other transportation systems
may also provide useful spatio-temporal information to the
target system and benefit the prediction tasks as well as
the entire city planning. The framework designs in GRAPE
can easily incorporate other types of transportation plat-
forms [49]-[53] into the target system for mobility prediction
tasks when available. Many cities like NYC and Chicago
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are embracing the open data initiatives to coordinate release
of multi-source mobility data (e.g., bike sharing and taxis).
Our research here can provide new insights when integrated
with these emerging efforts for greater good of the urban
transportation network.

e Inclusion of Additional Socioeconomic Attributes.
While our study focused on the three socioeconomic at-
tributes of social ethnicity, income, and education, our
model is general enough to be extended to other important
factors such as age and gender. In future, we would like to
further investigate the impacts of multiple socioeconomic
attributes for broader application scenarios.

8 RELATED WORK

o Bike Usage Prediction. Bike-usage prediction is essential
for the bike sharing system management [17], [18], [54].
However, the station-level prediction is challenging due
to the complex spatio-temporal characteristics at a large
number of stations in a city. Prior studies [1]-[4], [40],
[55]-[57] did not consider incorporation of the mobility
of other modalities of transportation. While information
retrieval and time series analysis based on multiple modal-
ities have been explored [58]-[65] through various learning
paradigms, how to realize the fine-grained station-based
bike usage prediction, particularly through a paradigm
of fusing the constructed graphs, remains largely under-
explored.

Different from these prior studies, our work here focuses
on a novel cross-modality graph fusion design that lever-
ages the spatio-temporal correlations between taxi and bike
sharing networks and constructs the auxiliary graph feature
to enhance the target bike sharing prediction at the finer
granularity, i.e., station level or hourly basis. Specifically,
we have designed a novel cross-modality graph fusion
mechanism with the target and auxiliary graphs, which
combines the graphs at the hierarchical levels, extracts their
mobility patterns by graph differentiable pooling [28], and
thus yields the high usage prediction accuracy.

e Mobility Fairness. Besides operational efficiency, the
fairness of the mobility systems such as bike sharing has
also become an important factor that many city planners
must consider. Like other applications such as classification,
fairness in machine learning has attracted significant atten-
tion recently [66]-[75], where the models were usually de-
veloped in a multi-task fashion to maintain the utility while
preventing discrimination [67] regarding sensitive socioe-
conomic attributes. Specifically, in spatio-temporal settings
such as dockless bike-usage prediction [25], [33], [76] and e-
scooter sharing [5] fairness is considered as the closeness of
the prediction results for the advantaged and disadvantaged
communities, and the variance in demand across the two
groups is considered to be the effect of social inequity.

However, these prior studies did not consider differenti-
ating the regional disparities in model performance based
on the population ratio to mitigate the potential biases
towards populated regions. Furthermore, how the fairness
metrics interact with the spatial and temporal dynamics of
mobility predictions, particularly in the station-based bike
sharing systems, remain largely unexplored [12], [13]. Our
studies here further fill the above-mentioned research gaps

by integrating the regional disparity with differentiation of
population ratio, as well as in-depth spatial and temporal
interaction analysis. Our experimental studies (Sec. 6) have
further corroborated the effectiveness and accuracy of our
proposed designs.

9 CONCLUSION

In this paper, we have proposed GRAPE, an equity-aware
graph-fusion differentiable pooling network, to jointly pre-
dict station-level bike usage and improve the bike sharing
system social equity. We have incorporated the taxi network
as an auxiliary system to the target bike sharing network
through a graph-fusion differentiable pooling algorithm,
where two hierarchical graph networks extract the spatial
characteristics of the target and the auxiliary graphs, and the
extracted embeddings are fused via a novel convolutional
fusion design. The temporal characteristics of the fused
embeddings are further captured by an LSTM network.
To mitigate the unfairness of the bike sharing networks,
we have proposed fairness metrics in terms of resources
and performance. Extensive experiments on the real-world
datasets from NYC and Chicago have shown that GRAPE
predicts the bike usage with high accuracy and substantially
improves the resource and performance fairness.
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