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Abstract

High order schemes are known to be unstable in the presence of shock discontinuities or under-
resolved solution features for nonlinear conservation laws. Entropy stable schemes address this
instability by ensuring that physically relevant solutions satisfy a semi-discrete entropy inequality
independently of discretization parameters. This work extends high order entropy stable schemes to
the quasi-1D shallow water equations and the quasi-1D compressible Euler equations, which model
one-dimensional flows through channels or nozzles with varying width.

We introduce new non-symmetric entropy conservative finite volume fluxes for both sets of quasi-
1D equations, as well as a generalization of the entropy conservation condition to non-symmetric
fluxes. When combined with an entropy stable interface flux, the resulting schemes are high or-
der accurate, conservative, and semi-discretely entropy stable. For the quasi-1D shallow water
equations, the resulting schemes are also well-balanced.

1. Introduction

Computational fluid dynamics simulations increasingly require higher resolutions for a variety
of applications [1]. For certain flows, high order accurate numerical methods are more accurate per
degree of freedom compared to low order methods, and provide one avenue towards high accuracy
while retaining reasonable efficiency [2]. In this work, we extend high order entropy stable numerical
schemes to the quasi-1D shallow water and the quasi-1D compressible Euler equations. An example
of a quasi-1D domain is illustrated in Fig. 1. Such systems are often used to model one-dimensional
flows in domains with varying width, such as channels [3] or nozzles [4, 5]. These systems have the
simplicity of 1D equations, but incorporate effects from spatially varying domain widths.

We first review relevant literature for each system of quasi-1D equations. For the quasi-1D
shallow water equations, early work focused on the well-balanced property [3, 7, 8] for the nonlinear
shallow water equations with general channel widths [9, 10, 11]. More recent work has introduced
high order accurate discretizations that preserve both well-balancedness and positivity [12, 13] for
open channels with variable widths. For the quasi-1D compressible Euler equations, theoretical
work includes studies on weak solutions and entropic properties [14, 15], while numerical schemes
for the quasi-1D compressible Euler equations have included well-balanced schemes [5, 15, 16] and
a variety of treatments of non-conservative source terms which arise during discretization [17, 18].

In this work, we consider schemes for the quasi-1D shallow water and compressible Euler equa-
tions which are entropy stable in addition to being high order accurate and well-balanced. These
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Figure 1: An example of a quasi-1D domain with spatially varying channel width a(z) from [6].

schemes are based on a “flux differencing” formulation [19, 20, 21, 22, 23] and satisfy a semi-discrete
dissipation of entropy independently of the approximation error. The main contributions of this
paper are the construction and analysis of new entropy conservative fluxes which lie at the heart
of “flux differencing” formulations. In particular, the derived fluxes include non-symmetric terms,
which correspond to non-conservative terms in the quasi-1D system of equations. For brevity, we
focus on 1D discretizations based on diagonal-norm summation-by-parts (SBP) operators [24, 25].
However, the main theoretical tool that we introduce (a non-symmetric generalization of Tadmor’s
entropy conservative flux condition [26]) is straightforward to extend to more general entropy stable
discretizations [27, 23] or multi-dimensional discretizations [28].

2. Entropy analysis for quasi-1D systems

In this work, we focus on two common quasi-1D systems: the quasi-1D shallow water equations
and the quasi-1D compressible Euler equations. These equations are commonly used to model
channel flow [10] and flow through a nozzle [15], respectively. For both quasi-1D systems, it is
possible to show that the entropy variables are the same as for the original 1D system, and that the
entropy inequality is simply the original entropy inequality scaled by the spatially varying channel
width.

2.1. The quasi-1D shallow water equations

First, we consider the 1D shallow water equations in symmetric open channels with varying
channel width and bathymetry. This type of domain leads to additional terms involving the gradient
of the width and the depth of the channel. The quasi-1D shallow water equations [13, 10] can be
written as follows:

0 | ah 0 | ahu 0

ot {ahu} + oz [ahu2] + {gah% (h+ b)} =0 (1)
Here, h is the water height, b is the bottom bathymetry, u is the water velocity, and a(z) denotes
the width of the channel at a point . We assume the channel width does not change over time,
such that %a =0.

These equations reduce to the standard 1D shallow water equations when a(z) is spatially
constant. However, the spatial dependence of the width a(z) requires the modification and redesign
of 1D entropy stable numerical fluxes for quasi-1D equations to achieve entropy conservation on
the discrete level. Furthermore, for the shallow water equations, our numerical schemes should
remain well-balanced, such that they preserve the steady state solution h + b = constant, v = 0 for
a non-flat bottom topography b.



2.2. The quasi-1D compressible Fuler equations
We will also consider the quasi-one-dimensional compressible Euler equations with symmetric
varying nozzle width as follows [29, 30, 15, 17]:

ap apu 0
% apu| + 82 apu? + aa2 p| =0. (2)
aF T au(E + p) 10

Here, p and p denote density and the pressure, respectively. The velocity in the x direction is
denoted by u. The total energy is denoted by E and satisfies the constitutive relation involving the
pressure p

1 P
E=_pu®+—— 3
2pu + T -1 (3)
where v = 1.4 is the ratio of specific heat of a diatomic gas. Again, we assume that the width,
a(z), does not change over time.

2.8. Continuous entropy analysis for quasi-1D systems

In this section, we introduce entropy-flux pairs for the quasi-1D shallow water and compressible
Euler equations. One can derive from the two-dimensional equations that the entropy, entropy
flux, and entropy potential for each quasi-1D system are the relevant quantities for the standard
1D system scaled by a(z). For example, let u = [ah, ahu]” denote the scaled conservative variables
for the shallow water equations. The entropy .S, entropy flux F', and entropy potential, ¢ are then
given as

1 1 1 1
S(u) = iahu2 + anhQ + gahb, F(u) = iahu2 + agh®u + gahbu, Y= §gah(h + b)u.

Similarly, for the compressible Euler equations, we define the scaled conservative variables u =

[ap, apu, aE])T. The entropy S, entropy flux F, and entropy potential v are:
S(u) = ;ipi, s = log <£) , F(u) = ;ai)uls’ ¥ = apu,

Note that S(u) are entropies for the original 1D shallow water and 1D compressible Euler equations
scaled by a. We first note that we can prove S(u) is a convex entropy with respect to w. Addi-
tionally, if the conservative variables and entropy are both scaled by a(x) for the quasi-1D shallow
water and compressible Euler equations, the entropy variables for the quasi-1D shallow water and
compressible Euler equations are the same as the entropy variables for the standard shallow water
and compressible Euler equations. This is a consequence of the following lemma:

Lemma 1. Let n(q) denote a differentiable convex entropy with respect to q. Let uw = aq, where
a(z) > 0 is some scalar function, and let S(u) = an(u/a). Then, S(u) is a differentiable convex
function with respect to u and % = g—Z.
Proof. The convexity of the quasi-1D definitions of S(u) is a consequence of the fact that n(q) is
convex with respect to g, which implies that n(aq) is convex with respect to u = ag since convexity
is preserved under affine mappings. The remainder of the proof follows by the chain rule:

0S(u) aan (u/a) _ On Ou/a onl _0On

ou ou “aq ou _aaqa_ﬁq'




This lemma implies that, if the quasi-1D entropy is simply the a-scaled entropy of the original
1D system, then the entropy variables for the quasi-1D version of a system of nonlinear conservation
laws are identical to the entropy variables of the original 1D system.

For these entropy flux pairs, solutions of the quasi-1D shallow water and compressible Euler
equations satisfy an entropy inequality (for appropriate boundary conditions) [31, 15]

28  OF
- 7< .
ot "oz =0

We provide derivations of entropy conservation for sufficiently regular solutions in Appendix A.

3. Entropy conservative numerical fluxes for quasi-1D systems

The main contribution of this work is the construction of numerical schemes which mimic the
entropy stability of the continuous system. Entropy conservative numerical fluxes in the sense of
Tadmor [26] are a key component of such schemes, and we derive new entropy conservative fluxes for
the quasi-1D shallow water and compressible Euler equations. However, because quasi-1D equations
are not conservative systems, the resulting fluxes are no longer symmetric. Motivated by this fact,
we introduce an alternative definition of an entropy conservative flux:

Assumption 1. Throughout this work, we will assume that the flur frpc satisfies an entropy
conservation condition:

vifeo(ur,ur) —vifec(ur,uL) = ¥(ur) — ¢(ug). (4)
We will refer to an entropy stable flux as any flux f* which satisfies an entropy dissipation condition:
vif*(ur,ur) = Vi (ur,ur) > ¢(ur) — ¢(ug). (5)

We do not assume that these fluxes satisfy consistency or symmetry conditions.

Note that (4) reduces to the standard Tadmor condition if the flux is symmetric [26]. It is also
possible to treat the quasi-1D equations as nonlinear hyperbolic systems in non-conservative form
using the framework of [31, 32, 33]. However, due to the simple structure of the non-conservative
terms in the quasi-1D shallow water and compressible Euler equations, we opt instead for a more
direct approach to proving consistency and entropy stability in this paper.

3.1. The quasi-1D shallow water equations

We propose the following numerical fluxes with bathymetry based on the entropy conservative
fluxes from [22]:

fn={ahu}

Fru = Tahu} ful + gaLhL(hR +br) | (6)

These fluxes provide consistent and symmetric approximations of all conservative terms in the shal-
low water equations, but also introduce non-symmetric terms which involve the width ay, (boxed).
Note that while entropy analysis for the shallow water equations typically requires special steps to



account for non-constant bathymetry [34, 35, 36], the non-symmetric Tadmor condition accounts
automatically for the presence of non-constant bathymetry b(x).

Recall that the components vy, v2 of the entropy variables v = [v1, v2] for the quasi-1D shallow
water equations are

1
vr =g(h+b)— §u2, vy = u,

with entropy potential ¢ = % gahu(h +b). We can prove the entropy conservation condition (4) by
exploiting symmetry of several flux terms

v foc(up,ur) —vhfec(ug,up) = |[g(h +b) — ;ﬁ]‘ {ahu} + [u] {ahu}} {u}

+ ULgaLhL(hR +br) — URgaRhR(hL +br).

Since {u} [u] = [3u?], we have that

Hg(h +b) - ;zﬂﬂ fahu} + [u] fahu} fu} = Hg(h £0)— s’ ;wﬂ fahu}

= [g(h + )] fahu} .

Then, we observe that v fpo(up,ug) — vk fec(ur, ur) reduces to

[g(h+b)] {ahu} +uL%aLhL(hR +bgr) — uRgaRhR(hL +br)
=g ({ahu} (hg + br) — {ahu}} (hr +01))

h h
+y (aLQLUL(hR +br) — %(h + bL))

:g (aRhRuR(hR + bR) — (thLuL(hL + bL)) = ¢(UL) — ’(/J(UR)

3.2. The quasi-1D compressible Euler equations

As with the shallow water equations, we will generalize an existing entropy conservative flux for
the compressible Euler equations to the quasi-1D setting. There are several fluxes which satisfy an
entropy conservation condition [37, 38, 39]; we will focus on the numerical fluxes from Ranocha [39].
In addition to being entropy conservative, these fluxes are the only entropy conservative numerical
flux which (for constant velocities) is also kinetic energy preserving, pressure equilibrium preserving,
and has a mass flux which is pressure-independent [40].

To account for spatially varying width a(z) in the quasi-1D Euler equations, we introduce a
quasi-1D generalization of Ranocha’s fluxes in [39] as follows:

fo = {0}y fou},
Fou = F}og faud fu +[as {0} (7)

fe = % {o}hog Lau} (u-w) + % {0 g £0/P}og Laud + (p - au)),



with logarithmic and product means

ULVR + URVL

,_ [r] _ PL — PR w-v) =
0hoe = Tiog o] = Tog(pr) —tlogton)’ (V) 2

Again, the non-symmetric part is boxed for ease of identification. For all numerical experiments,
we evaluate the logarithmic mean using the numerically stable method of Ismail and Roe [37]
as implemented in Trixi.jl [41, 42, 43]. Like the numerical fluxes for the quasi-1D shallow water
equations, the numerical fluxes for the quasi-1D compressible Euler equations are consistent but
not symmetric.

Recall that the components vy, vs, v3 of the entropy variables v for the quasi-1D compressible
Euler equations are

y—s pu’ pu —p
[ ’U2:7, ’U3:7.

y—1 2p’ p p

v =

where s = log (p%). We now show how to prove the non-symmetric Tadmor condition (4).
First, note that for symmetric flux terms, (4) reduces to the standard Tadmor condition involving
the jump of the entropy variables. We thus expand out v¥ frc(ur, ur)—vk fec(ug, ur) into several

terms:

vi fec(ur,ug) — Vi fec(ugr,ur) =

v—s5 pu?
o [[7—1_219” ®)

+, 4 | 2] )

+ar {p} 2 an o} (10)
+%fpuLuR H—Zﬂ (11)
el
+% (pLarur + prapur) H—Zﬂ ; (13)

where we have introduced f, = {p},,, {au} for brevity.
First, consider the sum of (8), (9), and (11). Straightforward computations show that the term

{u} [[%]] in (9) expands out to

w[F]-15] < [l

Thus, adding (8), (9), and (11) together yields

_ 2 3 T 1 B .
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where we have used that + is constant in the last step. Next, we consider (12) 7—; fo {{ % }} H—

- - [ )
Then, (12) reduces to
Lo - )]

Summing (8), (9), (11), and (12) and using that s = log (p%) then yields

(2 e 3)

ASHSY

]

=i os () o5 () + o (p) ~ o ()]

= =1l l0 =) og (5]
= fy log (p)] = fau} /1. (14)

where we have used the definition of f, = {p},, fau} = [p]/[log(p)] in the final step.
We now simplify (14), (10), and (13). The term (10) can be simplified to

U u 1
o 09} 2 — an ) P22 = (Lo + anprn 22— anpreun L ).
DL PR 2 PL PR

Similarly, we can simplify (13) to
1 el 1 PR PL
= (prarur +prapur) |—=| = 5 | —aLpLuL=— + GRPRUR= — PLARUR + pRALUL | .
2 pl 2 pL PR

Finally, we can simplify (14) to

([apu] + prarur — prarur) .

| —

{au} [p] = %(aLuL +arur)(pL — pr) =

Summing the simplified versions of (14), (10), and (13) together yields that vi fpc(ur,ugr) —
Vifec(ugr,ur) = [apu] = [¥(u)].

4. Entropy stable flux differencing schemes for quasi-1D systems

We wish to derive entropy conservative fluxes for the quasi-1D shallow water equations and for
the quasi-1D compressible Euler equations. We will then construct numerical fluxes and perform
an analysis based on an algebraic entropy stable formulation.



4.1. Notation

For the remainder of the paper, we use that o denotes the Hadamard product (e.g., the element-
wise product) of two vectors or matrices with the same dimensions.

We will also use {a}} = 1 (a; +ag) to denote the arithmetic mean between two states a,,ag.
This will also be used to denote the average of the solution at the ith node and the solution at the
jth node, e.g., {a} = 1(a; + a;), where i and j are indices which appear in the context of proofs
of entropy conservation. We will also use the jump [a] = ar, — ar to denote the difference between
two states ar,ar.

4.2. Algebraic formulation in terms of SBP operators

We analyze a one-dimensional flux differencing formulation written in terms of a summation-by-
parts (SBP) differentiation matrix Q, a boundary matrix B, and a diagonal reference mass matrix
M on a reference element [—1,1]. These matrices satisfy the following properties

M; >0, Q+Q"=B, Q1=0.

Suppose our domain €2 is now decomposed into multiple interval subdomains D¥, each of which has
some size ’Dk‘ = hy. Transforming the PDE to the reference interval allows us to define a local
formulation (similar to local formulations for discontinuous Galerkin (DG) methods [44]) over each
element:
M du T . o o
vt ((Q -Q ) o F) 1+Bf(uut) =0,  Fyj= fuo(ui,u;). (15)

where u™ denotes the “exterior” solution state at an element interface or domain boundary, and can
be used to weakly enforce either continuity between elements or appropriate boundary conditions.
We have also introduced the physical mass matrix My = h;pM, as well as the interface numerical
flux f* (to be specified later) and the flux matrix F whose entries correspond to evaluations of the
numerical flux freo(ur, ug).

Note that since the flux is non-symmetric, the order of the arguments for the boundary flux
is important. This general form will be used to analyze the entropy stability of multi-domain
summation-by-parts finite difference schemes, as well as discontinuous Galerkin methods.

Remark 1. Using the SBP property, we can rewrite (15) in “strong form”

Mki—?+2(QOF)1+B(fEC(u,u+)—fEc(u,u)) =0. (16)

This form is more convenient for analyzing conservation and high order accuracy.

4.8. Semi-discrete entropy analysis

We now show how to derive a semi-discrete entropy inequality from (15). We note that this
derivation assumes positivity of appropriate variables (e.g., h for the quasi-1D shallow water equa-
tions, density and pressure for the quasi-1D compressible Euler equations. We also note that the
formulations presented in this work do not guarantee positivity of such variables, and appropri-
ate fully-discrete limiting techniques must be used to enforce positivity [13, 45, 46, 47]. These
techniques fall outside the scope of this paper, and will be considered in future work.



If we multiply Eq. (15) by the entropy variables v’ we have

du
T T T * +) —
Mk—dt+v ((Q Q )oF)1+v Bf*(u,u™)=0. (17)
Because My, is diagonal, we have that

vl — e — iy 17
Mk sz k'm dt —ZMk’,m au““ dt —ZMk,zz dt =1 Mk ar

K2 K2

Thus, we have that a scheme is entropy conservative such that 17m di(tu) =0if
T (2QoF)1=0. (18)

Typical proofs of entropy conservation assume that fgco is symmetric [23]. However, these ap-
proaches cannot be directly applied to the quasi-1D equations because they cannot be written in
conservative form (due to the presence of non-symmetric terms involving a(x)). As a result, the
numerical fluxes frpc(ur,ugr) are no longer symmetric. However, the proof of entropy conservation
can be modified to account for asymmetry in the flux. Instead, we can derive that

(@ @)or) - X0 @

,J

_ZQUV .fEC uzauj ZQJ’LV fEC(uz7u])

,J 2%}

Exchanging indices in the second sum allows us to simplify this expression to
T((@-Q7) oF) 1=3"Qy (v] fuc(uiuy) = v] fuc(uj, ). (19)
(2%

If the non-symmetric entropy conservation condition (4) holds, then

v{ feo(ui,u;) — v feo(uj,u) = P(u;) — ¢(u;)) (20)
and (19) reduces to

"((@-Q")oF)1= > Qs (v frc(uiug) = v foc(u;, u)
= Z Q;; (Y(u;) — Y (uy))

=(u)'Q1 —17Qy(u) = ~1"By(u).

where we have used that Q1 = 0 and the SBP property in the final step. We summarize this in the
following theorem:

Theorem 1. Assume that the entropy conservative flux frc satisfies the non-symmetric Tadmor
condition (4). Then, (15) satisfies the following local statement of entropy conservation:

dS(u)

1"m,
dt

+178B (va*(u, ut) —¢(u)) =0.



We now treat interface terms, which involve the outward normals as encoded by the matrix
B. Suppose that f* is entropy stable, and consider a shared face between two elements D* and
DF*+. The outward normal for D** is the negation of the outward normal for D*  so summing
face contributions in Theorem 1 and using (5) yields

T
vIF (uu®) = (vh) T (ot u) > g(u) - y(u®).

Summing up interface contributions over all elements D¥, we observe that all instances of v(u)
cancel with each other. The only terms which remain after summation over all elements are the

terms corresponding to the global domain boundaries. We summarize this in the following theorem:

Theorem 2. If the entropy conservative flux frc is entropy conservative in the sense of (4) and
f* is entropy stable in the sense of (5), (15) satisfies the following statement of global entropy
dissipation:

(M) 4 hrwnady vt - (E wn)  v) <0 1)
k

where v, uy, and Vg, ur denote solution states at the left and right endpoint of the domain 2, and
+ 7t

u; ,uy denote exterior states used to impose boundary conditions.

Adding an entropy dissipative interface penalization or entropy dissipative physical diffusion
term produces an entropy stable discretization [48]. For example, an entropy dissipative scheme
can be constructed by adding a local Lax-Friedrichs penalty to the entropy conservative flux at
interfaces

f(uut) = fec(u,u™) — % [u] n, A>0 (22)

where we have introduced the jump [u] = u™ — u and the outward normal n + 1. Similarly, one
can also use a local Lax-Friedrichs flux, which is entropy stable if A is sufficiently large [49, 15].

Remark 2. The non-symmetric condition (4) results in a simpler semi-discrete entropy analysis
for the shallow water equations. For example, [50, 36] treat the bathymetry terms separately from
other symmetric flux terms, and [34] modifies the symmetric flux condition to explicitly account
for discontinuities in bathymetry. In contrast, the condition (4) allows the bathymetry terms to be
absorbed naturally into the definition of the fluz.

4.3.1. Wall boundary conditions

Finally, we discuss boundary conditions for which we can prove global entropy dissipation. For
periodic boundary conditions, u} = ug and u;g = uy, in (21), and Theorem 2 and (5) imply a global
statement of entropy dissipation:

dS(u)
1"mM,—=~ <.

From here onwards, we focus on reflective wall boundary conditions (e.g., the normal velocity
is zero). For the analysis of boundary conditions, we now restrict ourselves to the entropy stable
flux (22) constructed using a local Lax-Friedrichs penalization. For the quasi-1D shallow water

10



equations, we choose the exterior state u™ appropriately. For the quasi-1D shallow water equa-
tions, we set u™ = {ah, —ahu}. Under these “mirror state” boundary conditions, {ahu} = 0, so
vl f*(u,ut) —1)(u) reduces to

1
v (u,u™) — p(u) = gah(h + b)u + Aahu® — igah(h +b)u = Aahu®.

Theorem 2 then implies entropy stability if Aahu? > 0, which holds if ah > 0 and X > 0.

For the quasi-1D compressible Euler equations we impose reflective wall conditions through the
mirror states u™ = {ap, —apu,aE}. Under this assumption, p = p* and the boundary contributions
in (21) reduce to

T
U1 O )\ 0

VI (u,ut) —(u) = vy ap| - —2apu| | — apu,
U3 0 0

where we have used that (p - au)) = % (patut +ptau) = % (—pau + pau) = 0. Since vg = %, this

expression reduces to

T ) = () = Aaput = da pu)® }3

Theorem 2 implies entropy stability if Aa (pu)2 % is non-negative, which holds if @ > 0 and p > 0.

4.4. Conservation

Because quasi-1D systems are not in conservation form, the usual proofs of conservation do
not hold. However, we can still show conservation of mass for both quasi-1D shallow water and
compressible Euler, and we can show conservation of energy for the quasi-1D compressible Euler
equations. Moreover, the rate of change of the mean momentum mimics the continuous case.

Semi-discrete conservation is derived by multiplying by 17 and summing over all elements DF

Xk:lTMkf;; +17 ((Q — QT> o F) 1+1"Bf*(u,ut) = 0.

Let fec(ur,ur) = foym(ur,wr) + foonsym(vr, ur), where foym(ur,ur) denotes the symmetric
part of the flux and fuonsym(ur,ur) denotes the non-symmetric part. Then, F = Fgym + Frongym,
where Fyym, Fronsym denote flux matrices constructed foym and fuonsym, respectively. Then, because

(Q — QT) o Fyym is a skew-symmetric matrix, we can simplify the conservation expression to

17 ((@-Q") oF)1=1" ((@- Q") o Fropeym ) 1
= ]-T (2Q o Fnonsym) 1- ]-T (B o Fnonsym) 1
= 1T (2Q © Fnonsym) 1- ]-TB.fnonsym(uv u)~
where we have used the SBP property Q = B — Q" and the fact that B is diagonal in the last two
steps. Thus, we have that

d
1M, + 17 (2Q 0 Fuonsyn) 1+ 17B (£ (u,0™%) = Faoneym (u,u)) = 0. (23)

11



Because the entropy conservative fluxes (6) and (7) are symmetric for the mass equation and
(for the quasi-1D compressible Euler case) the energy equation, the components of fronsym(u,u)
corresponding to the mass and (if applicable) the energy equations are zero. This implies the usual
conservation condition (e.g., (77) in [23]) for mass and energy.

For the momentum equations, we seek to mimic the continuous conservation condition. Inte-
grating the momentum equation of the quasi-1D shallow water system (1) yields

Oahu / 0 9
+ [ gah— (h+ D —|—/ ahu‘n =0
o Ot o Oz ( ) By

where n = +1 denotes the outward normal on the domain boundary 0€). We will show that the
discrete statement of conservation (23) mimics these conservation conditions. We begin by simpli-
fying the volume term 17 (2Q o Fronsym) 1. Note that for the quasi-1D shallow water equations,
the non-symmetric part of the flux corresponds to %gaLhL(hR + br), such that

17 (2Q o Fronsym) 1 = 1"gaoho (Q (h + b)) ~ / gahg (h+b).

For the quasi-1D compressible Euler equations (2), integrating the momentum equation yields

OJapu Op / 2
+ | a—+ apun = 0.
Q ot Q ox a0

Similarly, the non-symmetric part corresponds to ay, {p}}, such that

17 (2Q 0 Fronsym) 1 = 1720 (Qp) = / a@.
X Dk al’
Finally, we note that
1B (£*(u,u™) — Faonsym(u, u)) (24)

is a consistent approximation to the boundary integral of conservative fluxes in each quasi-1D
system. For the quasi-1D shallow water equations, (24) corresponds to boundary contributions of

the form
0

P AT) = Fronm (U9) = | g0 huy ud + Sgaghs [h+5]) 3 luln (25)

such that 17B (f*(u,u™) — Snonsym (U, u)) ~ fasz ahu?. For the quasi-1D compressible Euler equa-
tions, (24) corresponds to boundary contributions of the form {p},., fau} {ul} + ars [p] = apu?.
Note that for both sets of equations, the presence of entropy dissipative jump penalization terms
in f* do not negatively impact consistency.

4.5. High order accuracy

It was shown in [51] that if M™'Q is a high order accurate nodal differentiation operator, that
M-t (QoF)1 yields a high order accurate approximation to L(m"). Unfortunately, the proof of
high order accuracy relies on the symmetry of the flux frc, and does not hold for a non-symmetric
flux. However, the structure of the fluxes frc for the quasi-1D shallow water and compressible
Euler equations allows for a straightforward proof of high order consistency.

12



Theorem 3. Assume that a and h (for the quasi-1D shallow water equations) or p,p (for the quasi-
1D compressible Euler equations) are sufficiently reqular and uniformly bounded away from zero.
Then, (15) is an O(h"N) accurate approximation of (1) and (2) under periodic or wall boundary
conditions.

Proof. We use the strong form of the discretization (16) to show O(h") accuracy. First, we note
that the symmetric terms in the entropy conservative flux fpc are consistent numerical fluxes for
conservative terms in (1) and (2). Since these flux terms are consistent and symmetric, the proof
of O(hV) accuracy of the flux differencing approximation in [51] holds for these conservative terms
(see also [19, 52]). All that remains is to show that the non-conservative terms in fgc induce a
high order accurate approximations to the non-conservative terms in (1) and (2).

Let Iy denote the degree N polynomial interpolation operator, and let F,. denote the flux
matrix corresponding to the scalar non-conservative terms in either the quasi-1D shallow water or
compressible Euler equations, and let D = M™'Q denotes the SBP differentiation matrix. For the
quasi-1D shallow water equations, the non-conservative terms in (1) are gah% (h +b). The corre-
sponding non-conservative flux terms are % garhr(hr+br), and following [21], the flux differencing
approximation reduces to

(M~ (2QoFy)1), =Y M;;'Qij9a:hi(h; + b)) = ga;h; > Dij(h; +by).
J J

This term corresponds to gaoho (D (h + b)), which in turn corresponds to Iy (gah(% (In(h+ b)))
For sufficiently regular a, h, b, this interpolant is an O(h”) approximation to gaha% (h+b).

For the quasi-1D compressible Euler equations, the non-conservative term is a(x)% and the
corresponding flux terms in frc are ar {p} = ar3(pr + pr). The flux differencing contribution

for this non-symmetric term is

(M~ (2QoF,) 1), = Z M;;'Qija:(p; + p;) = a; Z Dijp;,
J J

where we have used that . Q;; = 0 for any first order accurate differentiation matrix [21]. This

corresponds to a o (Dp), which in turn corresponds to Iy (aajgim(p)). For sufficiently regular a, p,

this interpolant is an O(h") approximation to a(x)%.

Finally, uniform boundedness away from zero implies that a > a9 > 0 and h > hy > 0 (for
the quasi-1D shallow water equations) or p,p > po,po > 0 (for the quasi-1D compressible Euler
equations). From the expressions (6), (7), uniform boundedness away from zero implies that fgc is a
uniformly continuous function such that || fgc(u,u™) — frc(u,u)| is proportional to [ju —u™|]. O

4.6. Well-balancedness for the quasi-1D shallow water equations

Next, we show that our numerical scheme (15) is well-balanced for the quasi-1D shallow water
equations. The “lake-at-rest” well-balanced property preserves steady states where u = 0 and
h + b = ¢, where ¢ is some constant.

We first analyze the case of continuous bathymetry under the flux (22). Since h + b is constant,
continuity of b implies continuity of h, such that the Lax-Friedrichs penalization terms vanish in
(25). Since u = 0, the entropy conservative part of (25) vanishes as well. We now show that the
volume terms also vanish. Since the semi-discrete solution satisfies ahu = 0, we immediately have
that the flux for the ah equation vanishes and thus %ah =0.

13



It remains to show that (Q o Fgp,)1 = 0, which would imply %ahu = 0. Let F,j,, denote the
flux matrix constructed from the flux for the ahu equation. Since {ahu}} {u} = 0, we have that

((Qo Fapy)l ZQ”< gaih;h; + gahb)

ga hi Z Qij(h; +b;) ga il Z Qije= (26)

This implies that our numerical scheme is well-balanced for the quasi-1D shallow water equations.

For discontinuous bathymetry profiles, [h] no longer vanishes and the scheme (15) with lo-
cal Lax-Friedrichs flux penalization (22) is no longer well-balanced. However, as noted in [34,
50], if the ﬂux penalization is defined in terms of the entropy variables, then because [v1] =
[9(h+b) — 2u*] = 0 and [vo] = [u] = 0 for h +b = c and u = 0, the interface term vanishes.
Thus, our scheme (15) is well-balanced for discontinuous bathymetry so long as the interface flux
is of the form

£ (' u) = fpe(u” u) - R[v(u)]n (27)

where v(u) denote the entropy variables and R is a positive-definite matrix which is single-valued
across the interface. In this work, we utilize the matrix

R_)\ ou ou 1 [(gh+u2) —u}
2 0V g,y ov  ah —u 1

which is the Jacobian matrix of the transformation between conservative and entropy variables,
evaluated using the average states at an interface. The flux penalty R [v(u)] then corresponds to
a Lax-Friedrichs flux penalization expressed using entropy variables. We note that the dissipation
matrices of [34, 50] will also preserve the lake-at-rest steady state.

Remark 3. There also exist well-balanced first and second order finite volume schemes for the
quasi-1D compressible Euler equations [5, 17]; however, the high order schemes presented in this
paper do not appear to preserve such steady states.

5. Numerical experiments

In this section, we verify the entropy conservation/stability and high order accuracy of the for-
mulation (15) constructed using the entropy conservative fluxes for the shallow water equations (6)
and the compressible Euler equations (7). We focus on high order discontinuous Galerkin spectral
element method (DGSEM) discretizations, for which the SBP matrices in (15) are constructed over
each element using (N + 1)-point Lobatto quadrature points [24].

For all convergence tests, we report the total L? error

Nvars

2
lullze = >
i

where Ny,ps denotes the number of conservative variables in the system. We divide by a(x) to
recover the error in the “standard” conservative variables (e.g., h, hu for shallow water and p, pu, E
for compressible Euler).

’l.l/i2

a

e’
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All numerical experiments are implemented using the Julia programming language [53], the
OrdinaryDiffEq.jl package [54], and routines from the Trixi.jl package [41, 43, 42]. Unless other-
wise specified, we utilize the 4th order adaptive Runge-Kutta method implemented in [54]. The
Julia codes used to generate the following numerical results are available at https://github.com/
raj-brown/quasi_1d_dgsem/.

5.1. Quasi-1D shallow water equations

We begin by examining the accuracy of the proposed numerical methods for the quasi-1D shallow
water equations with varying bathymetry and channel widths using the EC fluxes (6). We also
check that the proposed schemes are well-balanced for spatially varying (including discontinuous)
bathymetry and channel widths.

5.1.1. Convergence analysis

We first examine convergence for the quasi-1D shallow water equations by comparing solutions
on uniformly refined grids to a fine grid solution computed using 8000 elements of degree N = 3.
We follow [13] and utilize the following initial conditions:

a(x) = exp(sin(27x))
h(z,0) = 3 + exp(cos(2mx))

b(z) = sin® () (28)
u(z,0) = — sm(cos(27mc))

Table 1 shows the computed L? errors for degree N meshes of K elements. We observe that
the rate of convergence appears to approach O(hV*1) as the mesh is uniformly refined. Optimal
rates of convergence are also observed when testing with manufactured solution in Table 2 using
the following initial condition:

1 ;
h(z,t)=3+ E6005(27rw)e—t (29)
u(z,t)= sin(cos(2rz))e ™" (30)

Source terms are computed using forward mode automatic differentiation via ForwardDiff.jl [55].

N=1 N =2 N=3 N =4
K L? error Rate L? error Rate L? error Rate L? error Rate
2 1.43 - 1.22 - 7.05 x 1071 - 4.07 x 1071 -
4 1.26 0.19 | 3.0x107t | 2.05 | 1.18 x 107! | 2.61 | 3.28 x 1072 | 3.63
8 [ 514%x1071 | 1.29 | 1.00x 10~ | 1.56 | 1.48 x 1072 | 2.97 | 1.89 x 1073 | 4.12
16 | 2.01 x 10~* | 1.35 | 1.58 x 1072 | 2.67 | 6.90 x 10~* | 441 | 1.82 x 10~* | 3.37
32| 721 x1072 | 1.48 | 2.53x 1073 | 2.64 | 7.88 x 1075 | 3.12 | 6.98 x 1076 | 4.71

Table 1: L? error and convergence rates for the quasi-1D shallow water equations with a fine-grid reference solution.
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N=1 N=2 N=3

K L2 error Rate L2 error Rate L2 error Rate
16 | 4.80 x 1071 - 8.46 x 102 - 8.53 x 1073 -
32 | 1.30x 107t | 1.88 | 9.80 x 1073 | 3.10 | 4.73 x 10™* | 4.17
64 | 344 x 1072 | 1.92 | 1.23x 1073 | 3.00 | 2.96 x 10~° | 4.00
128 | 8.95x 1073 | 1.94 | 1.54 x 10~* | 2.99 | 1.87 x 1076 | 3.99
256 | 2.28 x 1073 | 1.97 | 1.93 x 107® | 3.00 | 1.17 x 107 | 4.00
N=14 N=5

K L2 error Rate L? error Rate
16 | 1.00 x 1073 - 1.39 x 10~ % -
32 | 3.45x107° | 4.86 | 1.82x107% | 6.25
64 | 1.09 x 1076 | 4.98 | 2.84 x 10~® | 6.00
128 | 3.39 x 108 | 5.01 | 4.48 x 10719 | 5.99
256 | 1.05 x 1072 | 5.01 | 7.04 x 10~'1 | 5.99

Table 2: L? error and convergence rates for the quasi-1D shallow water equations with a manufactured solution.

5.1.2. Verification of lake-at-rest well-balancedness

We now consider a test of well-balancedness. For this experiment, we utilize the well-balanced
Lax-Friedrichs penalization given by (27). We consider both continuous and discontinuous channel
widths and bottom topography in the domain [0,1]. The continuous bottom topography is given

by

) = 1 (1 +cos (107 (z — 3))), if0.4§xgo.6 (31)
0, otherwise
The channel with continuous varying width a(z) takes the form of
o(z) = 1—o09 (1 + cos (2WW)> , ifx € [z, ay) (32)
1, otherwise

where x; and x, are the left and right boundary of the contraction, and 1 — 2ay represents the
minimum width of the channel at the point (z; + x,.) /2. In this example, we choose

x; = 0.25, z, = 0.75, ag = 0.2.

The discontinuous channel width and bottom topography are given by

Tr—I

1,51
b(z) =4 2 2 , =1 ,
(=) {0 otherwise a(z) ifx > a,

1—o09 (1 + cos (QWM)) if z € [z, 2]

otherwise

= o)

)

For both continuous and discontinuous cases, the initial condition is the steady state lake-at-rest

solution
h+b=1, Q = ahu =0,

16



Case L' error L?— error L error

Continuous b and a 919 x 1071 [ 5.92 x 10711 [ 2.01 x 1013
Discontinuous b and a | 1.46 x 10~ [ 3.15 x 10~ % | 1.65 x 1016

Table 3: Computed errors for the well-balanced test

and periodic boundary conditions are used. We discretize the domain using 200 uniform cells of
degree N = 3 and evolve the solution to final time Tg,, = 1 using the 4-stage 4th order Runge-
Kutta method with sufficiently small time-step. Computed L', L?, and L* errors are shown in
Table 3, and we observe that each computed error is close to machine precision for both continuous
and discontinuous channel widths a and bottom bathymetry b.

5.1.3. Converging-diverging channel

We conclude with an experiment on steady transcritical flow in a converging-diverging channel
[56, 7, 13]. The domain is [0,500], the bottom bathymetry is flat with b = 0, and the converging-
diverging channel geometry is given by (33)!

a() = {5 07065 (1 + cos (27 25220)) | & € [100, 450) "

9, otherwise

The initial conditions are h = 2, ahu = 20, and boundary conditions are taken to be ahu = 20 at
the inflow £ = 0 and h = 1.85 at the outflow x = 500. The solutions are discretized using 200 and
400 uniform elements of degree N = 2. The water height h and computed Froude number |u|/c
where ¢ = \/gh are shown in Figure 2, along with reference solution values taken from [7]. The
solutions show some discrepancies at the shock, which may be due to the smoothing out of the
shock profile by the slope limiter along the upstream direction in [7].

5.2. Quasi-1D compressible Euler equations

In this section, we examine the behavior of high order entropy stable DGSEM schemes using
the EC fluxes (7) for the compressible Euler equations. For all problems, v = 1.4.

5.2.1. Entropy conservation verification

We first verify the entropy conservation of the proposed scheme by evolving a discontinuous
initial condition up to final time Tgpa = 2. The domain is [—1, 1] with periodic boundary conditions,
and the interface flux is taken to be the entropy conservative flux (7). Together, this yields an
entropy conservative high order scheme. The initial state is given by left and right data

(pr,ur,pr) = (3.4718,-2.5923,5.7118),  (pr,ur,pr) = (2,—3,2.639),

which lie on the left /right of a discontinuity at = 0 (as well as a discontinuity across the boundaries
since the domain is periodic). The nozzle width is also taken to be a discontinuous function

a(x):{l <0

1.5 >0

IThe formula for the channel geometry follows [7]; the expression in [13] appears to be slightly different.
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Figure 2: Water height and Froude number for the converging-diverging channel problem.

Figure 3 shows the evolution of the entropy residual ), vi'M k% for a degree N = 3 simulation on
a mesh of 64 elements. As expected, the residual remains between O(107!2) and O(10~1*) for the
duration of the simulation.

5.2.2. Convergence analysis

Next, we perform convergence tests for the compressible Euler equation using both a reference
solution on a highly refined grid and the method of manufactured solutions. We first examine
convergence against a fine grid solution on a degree N = 2 mesh of 24000 elements. The initial
condition for this method is given by a small smooth perturbation of a constant state

o= o )

u(z,0) =0, p(x,0) =p

The nozzle width a(z) is given by
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Figure 3: Entropy residual for an entropy conservative simulation of the quasi-1D compressible Euler equations.

N=1 N=2 N =3
K L2 error Rate L2 error Rate L2 error Rate
2 | 2.054 x1072 - 1.003 x 102 - 1.267 x 102 -
4 1 1.335x1072 | 0.62 | 1.055 x 1072 | -0.074 | 4.106 x 1073 | 1.63
8 | 8.004x107% | 0.74 | 3.672x 1073 | 1.52 | 5.704 x 10~* | 2.85
16 | 3.798 x 1073 | 1.08 | 6.631 x 10~* | 2.47 | 3.884 x 107 ° | 3.88
32 1.627x 1073 | 1.22 | 8.613 x107° | 2.94 | 2454 x 1076 | 3.98
N =4 N=5
L2 error Rate L2 error Rate
7.481 x 1073 5.173 x 1073

1.188 x 1073 | 2.66 | 3.524 x 10™* | 3.88
7.096 x 1075 | 4.06 | 9.723 x 1079 | 5.18
2.458 x 1076 | 4.85 | 1.594 x 10~7 | 5.93
8.218 x 1078 | 4.90 | 2.525 x 1079 | 5.98

85 0k R

Table 4: L2 errors and convergence rates for the quasi-1D compressible Euler equations relative to a fine-grid reference
solution.

We impose values of the analytical solution at domain boundaries. The solution is evolved until
final time Tgya = 1/10. Table 4 shows computed convergence rates, which approach the optimal
rate of h'V ! for N > 1. For N = 1, we observe a sub-optimal rate of convergence of 1.5.

We also verify high order rates of convergence for a non-uniform grid in Table 5. The vertex
locations of the non-uniform grid are constructed through a mapping of vertex coordinates x; of
a uniform grid on [—1,1] via x; — 0.3sin(7z;). We observe again that the errors converge at rates
approaching optimal rates of convergence for N > 1. For N = 1, the computed rate of convergence
again appears to be approaching 1.5, though at a slower rate than for uniform meshes.

19



N=1 N=2 N=3
L2 error Rate L2 error Rate L2 error Rate
2.054 x 10~2 - 1.003 x 102 - 1.267 x 10~2 -
1.335 x 1072 | 0.62 | 1.055 x 1072 | -0.074 | 4.106 x 103 | 1.63
8.004 x 1073 | 0.74 | 3.672x 1073 | 1.52 | 5.704 x 10~* | 2.85
3.798 x 1073 | 1.08 | 6.631 x 10~* | 2.47 | 3.884 x 107° | 3.88
1.627 x 1073 | 1.22 | 8.613 x 107> | 2.94 | 2.454 x 1076 | 3.98

N=4 N=5
K L? error Rate L? error Rate
4 | 7.481 x 1073 - 5.173 x 1073 -
8 | 1.188 x 1073 | 2.66 | 3.524 x 10~* | 3.88
16 | 7.096 x 1075 | 4.06 | 9.723 x 1079 | 5.18
32 | 2.458 x 1076 | 4.85 | 1.594 x 10~7 | 5.93
64 | 8.218 x 1078 | 4.90 | 2.525 x 1072 | 5.98

2R S o=

Table 5: L2 errors and convergence rates for the quasi-1D compressible Euler equations on a non-uniformly spaced
grid using a fine-grid reference solution.

We next examine convergence for the following manufactured solution:

1 1
plz,t) = <1 + 1 sin(27x) + 1 COS(27I’CE)> exp(—t),

w(a, ) = <1 + % sin(2mz) + % cos(27m:)> exp(—t), (35)
p(x,t) = (1 + %0 sin(27x) + 1—10 cos(27m:)) exp(—t),

The nozzle width a(z) is given by

=1 (1o (30 (o 2)

Source terms are computed using ForwardDiff.jl [55], and fine-grid solutions are interpolated using
Interpolations.jl [57]. Table 6 reports both L? errors and convergence rates for the manufactured
solution at final time Tg,, = 1/10. For odd orders, the computed rates of convergence approach
O(hN+1). However, for even orders, we appear to observe a suboptimal rate of convergence. This
will be analyzed and investigated in future work.

5.2.3. Convergent-divergent nozzle flow

Finally, we consider both a subsonic and transonic flow through a Laval (e.g., a convergent-
divergent) nozzle. Following [58, 59], we impose subsonic inflow boundary conditions on density
and pressure and subsonic outflow conditions on pressure only. Analytical expressions for steady
solutions are given in [60], and we take the initial condition to be a constant which satisfies exact
solution values at the inflow. The final time is taken to be Tfua = 5, such that the solution has
reached a steady state. For this problem, we utilize the 9-stage, fourth order low-storage adaptive
time-stepping scheme in [61].
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N=1 N =2 N=3

Nelem L? error Rate L? error Rate L? error Rate
5 8.514 x 1071 - 8.056 x 1071 - 3.518 x 1072 -
10 3.107 x 1071 | 1.45 | 2.354 x 10! | 2.844 | 2.307 x 1072 | 3.930
20 | 8.833x1072 | 1.81 | 3.277x 1072 | 2.731 | 3.843 x 10~* | 3.942
40 | 2.280x 1072 | 1.95 | 4.936 x 103 | 2.537 | 2.619 x 10~° | 3.715
80 | 5.712x 1073 | 1.97 | 8.505 x 107* | 2.392 | 7.910 x 107 | 3.853

N=4 N=5

Nelem L? error Rate L? error Rate
5 5.539 x 10~3 - 3.961 x 102 -
10 | 2.100 x 107 | 4.72 | 2.749 x 1073 | 5.64
20 | 1.029 x 107% | 4.35 | 5.790 x 10~° | 5.85
40 5.083 x 1077 | 4.34 | 1.169 x 1075 | 5.95
80 | 2.599 x 1078 | 4.29 | 1.981 x 10~% | 6.00

Table 6: L? errors and convergence rates for 1D quasi-Euler equation using a manufactured solution.

9.7505 10"
0.5 9500510 t
9.250510*
0.4 ‘
& o 9.000x10" F
=
8.750x 10%
03} \
8.500% 10° F
09 825010 |
0.0 25 5.0 7.5 10.0
x (m)

Figure 4: Mach number and pressure for subsonic flow through a nozzle.
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Figure 5: Mach number and pressure for transonic flow through a nozzle.

Figure 4 and 5 show results for subsonic and transonic settings, respectively. For subsonic flow
in Figure 4, we use degree a N = 3 approximation on a mesh of 16 uniform elements. The solution
does not contain shocks and is accurately approximated. For transonic flow in Figure 5, we use
a degree N = 3 approximation on a mesh of 64 uniform elements. Since the solution contains
a CY kink and a shock discontinuity, the solution contains oscillations, which can be removed by
postprocessing, shock capturing/limiting, or by adding physical viscosity.

6. Conclusion

In this work, we introduce entropy stable high order schemes based on flux differencing for the
quasi-1D shallow water and quasi-1D compressible Euler equations. Because these equations are not
in conservation form, the entropy conservative fluxes used to construct such schemes are no longer
symmetric. We introduce a new condition for entropy conservation/stability which accommodates
non-symmetric fluxes and simplifies the entropy analysis. We also theoretically justify the high
order accuracy, conservation, and well-balanced properties of the new schemes since existing proofs
of high order accuracy and conservation rely on symmetry of the fluxes. Future work will focus on
incorporating positivity preservation into the proposed schemes.
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Appendix A. Continuous entropy analysis for sufficiently regular solutions

Appendiz A.1. Quasi-1D shallow water

Under the assumption that % = 0, we can rewrite Eq. (1) as

9 [h n 9 hu n da hu Qa0 | _ 0 (A1)
“Br |hu| T Yo [hu? + gh?/2 dz |hu? + gh?/2 oz |gh?/2| — |—gahb,|" '
Define the following group variables
h hu 0 0
u = {hu] ’ f(u) - [huQ +gh2/2] ’ P = |:gh2/2] ’ S = |:—gh2bg;/2:| . (AQ)

Then, we have

0% a0l plw) ¢ %

5 p (f(u) — P)=aS. (A.3)

Let the entropy, S, and entropy flux, F' be defined for the standard 1D shallow water equations
with bathymetry b from [35]

1 1 1, .
S(u) = §hU2 + §gh2 + ghb, F(u) = §hu‘3 + ghu(h + b). (A.4)
The components of the entropy variables v are then
Ly
vy = gh — U + gb, vy = u. (A.5)

Multiplying by v” in Eq. (A.3), we have

o (B + P ) o St - P =0, (4.6)

We also have
o7 (F(u) — P) =(gh — %uQ + gb)(hu) + hu® = Fla).

Then, Eq. (A.6) can be written as

. <3S5(tu) N agg)) N % F(u) =0 (A7)

daS(u) aaF(u) + @F(u) -0 (A.8)
ot Ox Ox |

_, QaS(u) N 9al'(w) _ (A.9)

ot ox
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Appendiz A.2. Quasi-1D compressible Euler

We now perform a similar analysis for the quasi-1D compressible Euler equations. Assuming
that the width of the channel, a(x), does not change over the time, we can write Eq. (2) as

P pu pu 0
a% pu +a§ pu? +p +? pu? +p —% p| =0. (A.10)
E T u(E +p) T u(E +p) 10
Let
p pu 0
u=|pu|, flw)=|p+p|, P=|p|. (A11)
E u(E + p) 0
We have
ou 0 Oa
aa—&—a%f(u)—l—%(f(u)—P)—O. (A.12)

Let the entropy, S, and entropy flux, F' be defined for the standard 1D compressible Euler equations,
such that

_ —ps _ b _ —pus
S(u)—,y_l, slog<m), F(u) T (A.13)

The components of the entropy variables v are then

2
T—s pu pu p
U1 7_1 2pa V2 D ) U3 » ( )
Multiplying by v7 in Eq. (A.12), we have
9S(u)  OF(u) r0a
— —P)=0. Al
o (B + 20 o7 2 () - P) (A15)
We also have
2
T _py= (1= _rv pu oy P (L o P
o (#w - P = (155 = 50 o)+ o) - 2 (Gu L)
2,3 2,3 2.3
_apu _ pus _pud  ptet pwd o pu o (A16)
y-1 =1 2 p 2p vl
_apw  pus  pu puly—1) _ pus _ (A17)
y—1 ~v—-1 -1 v—1 v—1
Then, Eq. (A.15) can be written as
0S(u) OF(u) da
—F(u) = Al
a( % T ow ) o (u)=0 (A.18)
0aS(u) OF (u) Oa
—F =0. Al
o " or Toat =0 (A.19)
. daS(u) n OaF(u) _o. (A.20)

ot ox
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