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Secure Intelligent Reflecting Surface-Aided
Integrated Sensing and Communication
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Abstract— In this paper, an intelligent reflecting surface (IRS)
is leveraged to enhance the physical layer security of an inte-
grated sensing and communication (ISAC) system in which the
IRS is deployed to not only assist the downlink communication
for multiple users, but also create a virtual line-of-sight (LoS)
link for target sensing. In particular, we consider a challenging
scenario where the target may be a suspicious eavesdropper
that potentially intercepts the communication-user information
transmitted by the base station (BS). To ensure the sensing quality
while preventing the eavesdropping, dedicated sensing signals are
transmitted by the BS. We investigate the joint design of the
phase shifts at the IRS and the communication as well as radar
beamformers at the BS to maximize the sensing beampattern
gain towards the target, subject to the maximum information
leakage to the eavesdropping target and the minimum signal-
to-interference-plus-noise ratio (SINR) required by users. Based
on the availability of perfect channel state information (CSI)
of all involved user links and the potential target location of
interest at the BS, two scenarios are considered and two different
optimization algorithms are proposed. For the ideal scenario
where the CSI of the user links and the potential target location
are perfectly known at the BS, a penalty-based algorithm is
proposed to obtain a high-quality solution. In particular, the
beamformers are obtained with a semi-closed-form solution using
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Lagrange duality and the IRS phase shifts are solved for in closed
form by applying the majorization-minimization (MM) method.
On the other hand, for the more practical scenario where the
CSI is imperfect and the potential target location is uncertain in
a region of interest, a robust algorithm based on the S-procedure
and sign-definiteness approaches is proposed. Simulation results
demonstrate the effectiveness of the proposed scheme in achieving
a trade-off between the communication quality and the sensing
quality, and also show the tremendous potential of IRS for use
in sensing and improving the security of ISAC systems.

Index Terms— Intelligent reflecting surface, integrated sensing
and communication, physical layer security.

I. INTRODUCTION

RIVEN by emerging applications for high-accuracy sens-

ing services such as autonomous driving, robot naviga-
tion, and intelligent traffic monitoring, etc., a new paradigm is
required to shift from communication-based network designs
to networks with sensing-communication integration [1]. The
research on the integration of sensing and communication
networks has recently attracted significant attention along the
following two directions: radar-communication coexistence
[2] and integrated sensing and communication (ISAC) [3].
In the former, the radar transceiver and the communication
transmitter are geographically separated, which usually results
in strong co-channel interference and requires prohibitive
feedback overhead to exchange information for coordination
between two systems. For the latter, the radar and communica-
tion functionalities share a common hardware platform, which
leads to both integration and coordination gains.

Recently, we are witnessing a booming interest from both
academia and industry on ISAC systems due to the additional
integration gain and coordination gain brought compared to the
radar-communication coexistence systems [4], [5]. Based on
design priorities and underlying requirements, ISAC systems
can be classified into three categories: communication-centric
(C&C) designs [6], radar-centric (R&C) designs [7], and
joint waveform designs [8], [9], [10]. For C&C design, the
sensing functionality is integrated into the existing commu-
nication platform, where the communication performance has
the highest priority. The objective of this type of design is
to exploit the communication waveform to implement the
sensing functionality while satisfying the quality-of-service
(QoS) of the communication users. In contrast to the C&C
design, sensing has the highest priority in R&C designs. The
objective of this approach is to modulate the information into

1536-1276 © 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Access paid by The UC Irvine Libraries. Downloaded on June 26,2024 at 21:50:43 UTC from IEEE Xplore. Restrictions apply.



576 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 23, NO. 1, JANUARY 2024

the sensing waveform to realize the communication func-
tionality without significantly degrading the sensing perfor-
mance. The performance of the two types of designs above is
fundamentally limited by the hardware platforms and signal
processing algorithms and fails to achieve a scalable tradeoff
between sensing and communication. The last category, i.e.,
joint waveform design, creates new waveforms instead of
relying on existing communication or radar waveforms, and
provides additional degrees of freedom (DoFs) to support high
data rates and to improve sensing quality. As an example of
the joint design approach, the authors in [8] revealed that
communication-only waveform design is inferior to the joint
design of communication and radar waveforms in terms of
beampattern synthesis, especially when the number of com-
munication users is less than the number of targets. However,
the ISAC system performance is significantly deteriorated by
unfavorable propagation environments with signal blockages,
especially for target sensing. In general, only the reflected echo
signals that pass through line-of-sight (LoS) links are treated
as useful information for sensing while non-LoS (NLoS) links
are treated as harmful interference or clutter. Unmanned aerial
vehicles (UAVs) have been leveraged to assist ISAC systems
since the UAV can establish strong LoS links between the UAV
and users/targets by adjusting its trajectory or deployment [11],
[12], [13], [14]. However, the UAV-enabled ISAC is not
suitable for providing long-term coverage due to the inherently
limited battery capacity available on a UAV. This raises a
new open question: How to provide long-term and ubiquitous
sensing coverage in harsh environments where the channel
links are blocked in the ISAC system?

Recently, intelligent reflecting surface (IRS) technology has
attracted significant attention and is regarded as a promis-
ing technology towards for beyond-fifth-generation (B5G)
and sixth-generation (6G) systems, due to its capability of
manipulating the wireless propagation environment with low
power consumption and hardware cost [15], [16]. Specifically,
an IRS is a two-dimensional planar array comprising a large
number of sub-wavelength metallic units, each of which is
able to independently control the phases and/or amplitudes of
impinging signals. Due to the small size of each reflecting
unit, a reasonably-sized IRS can be constructed with a large
number of reflecting elements and can provide significant
beamforming gains to compensate for signal attenuation over
long distances [17]. Motivated by this, IRS technology has
been extensively investigated in the literature for various
applications such as mobile edge computing (MEC) [18],
[19], [20], wireless power transfer [21], [22], [23], [24],
and multi-cell cooperation [25], [26], [27]. The use of IRS
is very appealing for ISAC [28]. Specifically, the IRS is
able to create virtual LoS links for both communication and
sensing as well as introduce additional degrees of freedom
for optimization. By carefully deploying IRS and adjusting
its phase shifts, the IRS can boost the desired target returns
and suppress interference by manipulating the propagation
environment. Therefore, the IRS will not only enhances the
sensing performance for targets that already enjoys LoS prop-
agation, but also allows the radar to sense targets in shadowed
areas that would normally be invisible to the radar. Some

representative works, see e.g., [29], [30], [31], have studied
the use of IRS for sensing and verified their potential for
enhancing target sensing. A handful of related works have
been conducted on IRS-aided ISAC in the literature, see [32],
[33], [34], [35], and [36], via jointly optimizing IRS phase
shifts and transmit beamformers to increase the sensing quality
while satisfying communication QoS of the users. However,
the above works assume that the targets are not attempting
to intercept the transmitted signals. In ISAC systems, the
transmitted signals may not only contain sensing signals but
also communication signals, and these signals could be readily
intercepted by malicious targets. The problem of maintaining
the communication QoS and the target sensing performance
while also ensuring that information is not leaked to the targets
has received very little attention. Although works [37], [38]
studied secure transmission designs for ISAC system, the role
of IRS for sensing and communication was not unveiled and
the previous transceiver design was also no longer applicable.
Motivated by the above issues, in this paper we study a
secure IRS-aided ISAC system where the IRS is leveraged to
not only assist the downlink communication from the base
station (BS) to multiple legitimate users, but to also create a
virtual LoS link for target sensing. In addition, we consider a
challenging scenario where the target may be an eavesdropper
that desires to intercept information transmitted by the BS. The
main contributions of this paper are summarized as follows:

o We study an IRS-aided ISAC system for enhancing the
physical layer security and realizing both communica-
tion and sensing. To ensure the sensing quality while
preventing eavesdropping, dedicated sensing signals are
transmitted at the BS. Our objective is to maximize the
sensing beampattern gain by jointly optimizing the com-
munication beamformers, radar beamformers, and IRS
phase shifts, subject to the maximum tolerable informa-
tion leakage to the eavesdropping target and the minimum
signal-to-interference-plus-noise ratio (SINR) required by
the users. Based on whether or not perfect channel state
information (CSI) and potential target location of interest
are known by BS, two different optimization problems are
formulated. Subsequently, two different algorithms are
proposed, i.e., a penalty-based algorithm and a robust
algorithm.

o For the ideal scenario where the CSI of the user links and
the potential target location of interest are known at the
BS, the resulting optimization problem is non-convex due
to the presence of coupled optimization variables in both
the objective function and constraints. In addition, the
unit-modulus constraint imposed on each IRS phase shift
renders the formulated problem more difficult to solve.
To address this difficulty, a penalty-based algorithm is
proposed in which the beamformers are obtained with a
semi-closed-form solution using Lagrange duality and the
IRS phase shifts are obtained with a closed-form solution
by applying majorization-minimization (MM), both of
which significantly reduce the computational complexity
of the penalty-based algorithm.

o For the more practical scenario where perfect CSI of
communication channels and the potential target location
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in a region of interest are not known at the BS, we design
a robust transmission strategy. The resulting optimization
problem involving an infinite number of constraints is
more challenging to solve than the former one, and the
previous penalty-based algorithm is no longer applicable.
To solve this optimization problem, the S-procedure
and sign-definiteness approaches are applied to transform
the infinite number of inequalities into a finite number
of linear matrix inequalities (LMIs). Then, an efficient
alternating optimization (AO) algorithm is proposed that
toggles between optimizing the transmit beamformers and
IRS phase shifts.

o Our simulation results verify the effectiveness of the
proposed scheme in achieving a flexible trade-off between
the communication quality and the target sensing qual-
ity and validate the tremendous potential of IRS to
achieve significant beampattern gains and guarantee [SAC
system security. Our results also show that dedicated
sensing signals are required to further improve the system
performance.

The rest of the paper is organized as follows. Section II
introduces the system model and problem formulations for
the considered IRS-aided secure ISAC system. In Section III,
a penalty-based algorithm is proposed to solve the perfect CSI
and the known-target location case. In Section IV, a robust
design algorithm is proposed to solve the case with imperfect
CSI and uncertain target location. Numerical results are pro-
vided in Section V and the paper is concluded in Section VI.

Notations: Boldface upper-case and lower-case letters
denote matrices and vectors, respectively. C% > %2 stands for
the set of complex d; x do matrices. For a complex-valued
vector X, ||x|| represents the Euclidean norm of x, arg(x)
denotes a vector containing the phase of the elements of x, and
diag(x) denotes a diagonal matrix whose diagonal elements
are given by the elements of x. (-)”,(-)*, and (-)"" stand
for the transpose operator, conjugate operator, and conjugate
transpose operator, respectively. || X|| » and rank (X) represent
the Frobenius norm and rank of X, respectively, and X = 0
indicates that matrix X is positive semi-definite. A circularly
symmetric complex Gaussian random variable  with mean p
and variance o is denoted by x ~ CN (u,0?). ® denotes
the Kronecker product operator and O (-) indicates the big-O
computational complexity.

II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model

We consider a secure IRS-aided ISAC system that comprises
a dual-function BS, an IRS,! one target of interest,> and
K single-antenna users, as shown in Fig. 1. The BS is
equipped with a uniform linear array with N transmit antennas
(N > K), and the IRS is a uniform planar array with M

! Although the system considers a single IRS, the algorithms proposed
for the single-IRS case are applicable to the multi-IRS case without any
modifications.

2Although we consider a single target in this paper, our problem can
be readily extended to the case with multiple targets. In addition, our
proposed algorithm is also applicable to the multiple targets case with slight
modifications.
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Fig. 1. An IRS-aided secure ISAC system.

reflecting elements. For convenience, we denote the sets of
users, BS transmit antennas, and IRS reflecting elements as
K, N, and M, respectively. The transmission protocol for
the IRS-aided ISAC system can be described by following
steps: 1) the downlink (DL) channel state information (CSI)
of communication links can be obtained at the BS via sending
the pilot signals by users (We assume that the uplink (UL)
and DL channels are reciprocal so that the DL CSI can be
obtained via the UL channel estimation) [39]. In addition,
the target information can be obtained via analyzing the echo
signals reflected by the target [40] or we can assume that the
target is located in the certain region we are interested in.
2) The resource allocation and IRS phase shifts are computed
at the BS by applying the proposed algorithms in this paper.
3) The BS sends the optimized phase shifts to the IRS
controller to adjust the IRS phase shifts, and then the BS and
the IRS start to transmit signals to communicate users and
sense target.

We assume that both information signals and radar signals
are simultaneously transmitted for communication and sensing
by the shared antennas.’> As such, the transmitted signals at
the BS can be expressed as

K N
s = E We ke k + § Wi nTrmn, (1)
k=1 n=1

where z.. ;, denotes the information signal for user & assumed
to satisfy z. ~ CN(0,1) and w.r € CN*! represents
its corresponding communication beamformer. Similarly, z;. ,
denotes the nth radar signal satisfying E{z,,} = 0 and
E{fopnl’
sponding radar beamformer. We assume that communication
and radar signals are statistically independent and uncorre-

lated, i.e., E {znalh } =0, vk, n.
1) Communication Model: We consider quasi-static block-
fading channels and focus on a given fading block dur-

ing which all the channels involved are assumed to remain
unchanged. Let G € CM*N denote the complex equivalent

} =1, and w,,, € CN*1 represents the corre-

3The shared antenna deployment strategy is superior than the separated
antenna deployment strategy in terms of sensing quality and communication
quality [41].
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baseband channel from the BS to the IRS, hfk e CxM
denote that from the IRS to user k, and hg{ , € CY*N denote
that from the BS to user k, £ € K. We assume that the CSI
of all involved channels, i.e., G, diag (hfk) G, and hfl{k,
is available at the BS by applying the state-of-the-art two-
timescale channel estimation method [42]. Note that the CSI
of the BS-IRS link, i.e., G, is required in this paper for target
sensing, which will be shown later. The signal received at user
k is given by

yp = (W, ©G +hl,)s+np, ke, )

where ® = diag (vy,...,vp) represents the IRS reflection
phase shift matrix and ny ~ CN (0,0,%) denotes the noise
received at user k. Accordingly, the received SINR at user k
is given by

hfw, |
T =% 2‘ kzc’k’ . , keKk,
;C|h,’jwc,i| +nZl|thWm| + o},
; -
3)

where b/ = h!!, @G +hl,.

2) Radar Sensing and Interception Model: We consider
the scenario where the direct link between the BS and the
potential target location is not available due to the blockages.
To tackle this issue, the IRS is leveraged to create a virtual
LoS link between the IRS and the target, thereby establishing
an effective BS-IRS-target link for sensing. Let 6 and ¢ denote
the azimuth and elevation angle-of-departure (AoD) from the
IRS to the target, respectively. Accordingly, the steering vector
from the IRS to the target at direction (6, ) can be expressed
as

_c2m(Mgp—1)d
X

H __ —5274 5in  cos 7 sin 0 cos
g, —ar[l,e X “o...e ¥

2w (My—1)d
X

® |:1,€7j¥ sin@sirup7 e sin@sintp} , (4)

where M, and M, denote the numbers of reflecting ele-
ments along z-axis and z-axis, respectively, a,. represents the
large-scale fading coefficient, A denotes the wavelength, and d
denotes the spacing between two adjacent reflecting elements.
The received signal at the target is given by

K N
Yt = gleG (Z We kZe,k + Zwr,nxr,n> + ny, (5)

k=1 n=1

where n; ~ CN (0, Uf) represents the noise received at the
target. As a result, the beampattern gain towards the target is
given by

K N
P=E gH (Z We, kT k + Zwr,nxr,n>
k=1 n=1
K N
=gt (Z wc,kwfk + Z wmwfn> g, (6)
k=1 n=1

where g = g7@G.

2

Since the target is a potential eavesdropper, it tries to decode
information from its received signals. The SINR received at
the target for intercepting user k’s information is given by*

’gHWc,k|2

Yek = , kek.

N
_#Zk |gHWC,i|2 + Zl |gHWnn|2 + Ut2
3 n=
(7

B. Problem Formulation

The objective of this paper is to maximize the beampattern
gain at the target by jointly optimizing the transmit beam-
formers and IRS phase shifts, subject to the minimum SINR
required by users and the maximum tolerable information
leakage to the target. Depending on whether perfect CSI of the
communication channels and the target location are available
at the BS, we consider two scenarios elaborated as below.

1) Perfect CSI and Known Target Location Scenario: In
this scenario, perfect CSI of the communication channels and
the potential target location of interest are known at the BS.
Accordingly, the problem is formulated as

K N
g (Z N wr,nwfn) . Go
k=1 n=1

max
{Wc,k SWirn 7'U7n}

s.t. v > Tk, th ke K:, (8b)
Ve, k < Te,k,th, ke IC; (80)
K N
Z ||Wc,k:||2 + Z ||Wr,n||2 S PmaX7 (8d)
k=1 n=1
lvm| =1, me M, (8e)

where 75, in (8b) denotes the minimum SINR required
by user k, 7. i n in (8c) represents the maximum tolerable
leakage of user £’s information to the target, Pp,x in (8d)
stands for the maximum allowed transmit power at the BS, and
constraint (8e) denotes the unit-modulus constraint imposed
on each IRS phase shift. Note that with constraints (8b) and
(8c), the level of physical layer security of the ISAC system
is guaranteed [43], such that the system secrecy rate of user
k is bounded by logy (1 + 74 tn) — 1ogy (1 4 Te ks th)-

2) Imperfect CSI and Uncertain Target Location Scenario:
In this scenario, perfect CSI of the communication channels is
not available at the BS, and the potential target location in a
region of interest is unknown, i.e., &, = [0 — Af,0 + Ab]
and ®, = [p— Ap, o+ Ag| are known, where Af and
Ay represent the azimuth and vertical sensing range, respec-
tively. Defining Fj= diag (hfk) G and F,= diag (g,l,{) G,
we can rewrite th = hkaG + hg{k:VHFk + hé{,k and
gl = gf®G = vIF,, where v = [vy,...,v5]. The
bounded CSI error models for channels Fy, F,., and hg ; are
respectively given by [44]°

F = F), + AFy, with F, = {AF : [|AF:| » < ek}, 9)

4If the true target locates elsewhere, we can directly impose the physical
layer security constraint on it if we know its location and increase the sensing
region to cover the potential target if the location of the true target is unknown.

5The bounded CSI error models for F,. and G are equivalent since gfl is
a deterministic LoS channel. For notational simplicity, we use the bounded
CSI error model for F, in the sequel.
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F, = F, + AF,, with 7, = {AF, : |AF, |, <&},
(10)
hy, = fld,k + Ahg j, with
Har = {Ahgy : [[Ahgi| <eqr},k € K, (11
where G represents the estimated channel for the BS-IRS
hnk Fk denotes the estimated cascaded channel for user k,

F,.= diag (gr ) G stands for the estimated cascaded channel
for the target. Accordingly, the problem is formulated as®

K N
§ : H E H
WC,ch,k + Wr,nwr’n g
k=1 n=1

max min g
{We ke, Wy nOm} OnEPH,
L ED,
(12a)
st vk > reen,  Ahgr € Haw, AF, € Fi, k€K,
(12b)
Yek S Tekith, On € Py,
= o, AF, < F keKk, (12¢)
Z\Iwckll +Z 1w l* < Panax (12d)
k=1
[Um| =1, me./\/l (12e)

The above two problems (8) and (12) are both non-convex due
to the fact that the IRS reflection coefficients are constrained
to be unit modulus, and because the optimization variables
are coupled in both the objective functions and constraints.
In general, there are no standard methods for solving such
non-convex optimization problems optimally. In particular,
(12b) and (12c) involve an infinite number of inequalities,
which makes problem (12) even more difficult to address.
In the following, we first propose a penalty-based algorithm
for solving problem (8) in Section III and then propose an
AO algorithm based on the S-procedure and sign-definiteness
approaches for solving problem (12) in Section IV.

III. PROPOSED SOLUTION FOR PERFECT CSI AND KNOWN
TARGET LOCATION

In this section, we consider the case where perfect CSI
and the potential target location of interest are known at the
BS, which provides a performance upper bound for the case
with imperfect CSI and uncertain target location. To obtain a
high-quality solution for problem (8), a penalty-based algo-
rithm is proposed to decouple constraint coupling between
the optimization variables in different blocks. Define aux-
iliary variables {Yc k, Yrn, Ze ki 2rkn, i € K,k € K,n € N'}
and let gHWc,k:yc,kngwr,n = yr,nyhgwqi = Zc,kyis and
thWnn = Zqk,n. Problem (8) can be equivalently trans-
formed as

N
2yl (13a)
n=1
2
|2¢, 1,k
K 9 N 5 )
Yo lzekil” + X zrknl” +on
i#k n=1
kelk,

max
{wc,k}v{wr,n}v{vm}vﬂ k=1

s.t.

> Tk,th)

(13b)

OIn this scenario, we drop the direction indices, i.e., 85 and ¢,, and use
the notation g to represent g (6}, ) for the brevity.

579
|yc,k|2
K N S Te,k,th,
Z |yC7i|2 + Z |yr,n|2 + U1£2
i#k n=1
kelx, (13¢)
gHWc,k: = Yc,k>» ger,n = Yrn,

o
hy We = 2e ki

hkwrn Zr.k,ns ie,c, k'EK:, ’I’LE./\/'7
(13d)
(8d), (8e), (13e)
where Q@ = {yer:Yrn, Zekis Zrknf. We then reformulate

(13d) as penalty terms that are added to the objective function
(13a) yielding the following optimization problem

Zk 1 |yc k| +Z
X (Zszl ’gHWch - yc,k‘2

N

T Zn:l
K K
+ Z Z hilwe; — Zc,k,i‘Q

klil

+ZZ|hk Wron — Zrkn|> (14a)

=1n=1

s.t. (8d), (8e), (13b), (13c),

el — 5
Yrn 2p

{WC k}’w’!‘ n 1U‘VY]} Q

‘gHWr,n ~Yrn ’2

(14b)

where p > 0 represents the parameter that penalizes the
violations of the equality constraints in (13d). To address
problem (14), a penalty-based algorithm comprising two layers
is proposed, where in the outer layer, we gradually update
the penalty parameter, while in the inner loop, we alternately
optimize the variables in different blocks.

A. Inner Layer Optimization

In the inner layer, we divide all the optimization variables
into three blocks: 1) auxiliary variable set 2, 2) transmit
beamformers {w¢ x, W, ,}, and 3) IRS phase shifts {v,,}.

1) Optimizing Q for Given {w¢, W} and {v,,}: This
subproblem can be written as

K 1
mgxzkzl |yc,k|2+z ‘yrn|

2p
K

. (Z“ P S
2 KX 2
+ ZZ |hk Wei Zc,k,z‘| +ZZ |h£wr7n— Zr,k,n| >

k=1i=1 k=1n=1
(15a)

(15b)

2
n y7',n|

s.t. (13b), (13c).

Since the optimization variables with respect to (w.r.t.) dif-
ferent blocks {yc.x,Yrn,Vk,Vn} and {zc k., 2rkn, Vi, Vn}
for k € IC are separable in both the objective function and
constraints, we can independently solve K + 1 subproblems
in parallel. Specifically, the subproblem corresponding to the
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kth block {zc ki, 2 k.n, Vi, Vn} is given by

min Z’hkwcz ch:z| +Z‘hkwrn Z’r‘kn’
{z:i;}z 1 n=1

(16a)

2.0l

> Th.th- (16b)

2 2
+ oy

It is not difficult to see that problem (16) is a quadratically
constrained quadratic program (QCQP) with a convex objec-
tive function and non-convex constraint (16b). Fortunately,
it was shown in [45, Appendix B.1] that strong duality holds
for any optimization problem with a quadratic objective and
one quadratic inequality constraint, provided that the Slater’s
condition holds. Therefore, we can solve problem (16) by
solving its dual problem. Specifically, by introducing dual vari-
able p11 > 0 associated with constraint (16b), the Lagrangian
function of problem (16) is given by

Ly (Zc,kt,’i7 Zr.k,ns ,ul)

N
= Z ‘thWc,k - Zc,k,i’z + Z ‘thW,,"n — Z’r‘,k,n’2 + Jo5

1=1 n=1
K
2
X | Tk,th Z _|Zc,k,k|
i#k n=1
(17)

Accordingly, the corresponding dual function is given by
min L1 (Zc.k,i, Zr kns p1)- It can be readily checked that

Ze,kyisErk,mn
to make the dual function bounded, we must have 0 < p; < 1.

Taking the first-order derivative of L1 (2¢ ki, Zr kns 1) W.IL
Ze,k,i and z, 1, , and setting both to zero, we obtain the optimal
solution as

hH (X3
HLz £kiek,
opt H1Tk th
ckz(lu’l) hH ' (18)
EWek g
I—m
hfw
opt k n
Zkn —Fk 0P neN. (19)
k, () = L+ pirien

If constraint (16b) is not met with equality at the optimal
solution, i.e. qut = 0, then the optimal solutions to problem
(16) are given by z?‘,’jz (0) and zﬁ‘?n (0). Otherwise, the
optimal 1$P" is a positive value (0 < uom < 1) that satisfies

the equality constraint (16b), i.e.,

K
Tk, th Z + Z

i#k

opt opt

opt opt
c k,i /’61

2
rkn H’l +Uk

=0.

(20)

2
SII): k (/‘(l)pt)

2
Z?%tl(/,l,l)’ for i # k

and zr k " (/41) are both monotonically decreasing with 1,

It can be readily verified that

while zcyk,,€ (1) is monotonically increasing with g for

0 < g1 < 1. As such, the optimal $P" can be obtained by
applying a simple bisection search method between O and 1.

The subproblem corresponding to block {yc i, Yrn, Vk, ¥n}
is given by

K N
max Z |yc,k|2+z |yr,n|27 ?
= n=1

{yc,k‘7y7',n =1

N
+ Zn:l |ger,n - yr,n|2>

s.t. (13c¢).

ot 2
Z ’gHWc,k — Ye,k |
=1

(21a)
21b)

It is observed that the objective function (21a) is a difference
of two convex (DC) functions, which is non-convex. To solve
it, the successive convex approximation (SCA) technique is
applied. Specifically, for any given points y;, and y,,,
we have 7

|yc,k|2 > *|yg,k|2 + 2Re {y({{ky:k} 2 fib (yc,k)a vk,
(22)
|yr,n|2 Z ’yrn’ +2Re {yr nyr n} y’f ’ﬂ) ’ vn.
(23)
As a result, problem (21) can be approximated as
1
e T P 0e) + o B ) =g
K
< Zk:l |gHWCvk B yc,k|2 + Zn:l |gHWr,n - yr,n|2
(24a)

K N
s.t. |yc,k|2 S 7ﬂe,k,th Z f}b (yc,i)‘i’z f%b(yr,n)‘i“ 0'152 )
i#k
Vk. (24b)

n=1

It can be readily seen that problem (24) is a QCQP, which can
be optimally solved by the interior-point method [45].

2) Optimizing {Wj, W, n} for Given {v,,} and Q: This
subproblem is given by (dropping irrelevant constants w.r.t.
{We ks Wrn})

min

{ch}{w1n}z|g Wek = y“k|+z}g Wron — y7n|

+ ZZ ’thWc,i - Zc,k,i‘z + Z Z ‘thWr,n_ Zr,lc,n|2

k=1i=1 k=1n=1
(25a)

s.t. (8d). (25b)
Note that problem (25) is also a QCQP, which can be solved
by the interior point method but with a high computational
complexity [45]. To reduce the computational complexity,
we obtain a semi-closed-form yet optimal solution for the
transmit beamformers by using the Lagrange duality method.
By introducing the dual variable po > 0 associated with
constraint (8d), the Lagrangian function of problem (25) is
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given by
Lo (Wc ks Wron, H2)

_Z|g ch_yck’ +Z|g Wy — yrn’

n=1

+ ZZ 0 we; — zepi|” + ZZ Wy — 2|

k=1li=1 k=1n=1

( 2, Z v, — max) .

By taking the first-order derlvatlve of Lo (We kg, Wy, fl2) W.LL.
W, and w,.,, and setting both to zero, we obtain the optimal
solutions as

—1
wol (12) = (gg +Z hihfl+/~L2IN)

x (yc,kg S zkh> kel @D

1
K
p2) = (ggH + Zizl h;h{’ +M21N>
K
X(%mg+§:,zmnz>n€A[ (28)

Note that the optimal solution must be satisfied with the
following complementary slackness condition [45]

T (P (137") = Panac) =0,

= 3 [ ) [+ it 7))

We first check whether 5P = 0 is the optimal solution or not.
If P(0) — Ppax <0, it means that the optimal dual variable
usP" equals 0; otherwise, the optimal z5°" is a positive value

that satisfies P (ugpt) — Poax = 0, and can be obtained as

(26)

Wil (

(29)

where P (u5™")

K K
follows. Let S = gg’ + 3" h;h#, t.p = yerg+ >, zcixhi,
=1 i=1

K
= Yrn&+ Y. Zrinh;, which implies

=1
L tr ((S + MQIN)72tc,kt£Ik') ;
((S + uzIN) tH ) :

Since S is a positive semi-definite matrix, its eigendecompo-
sition can be expressed as S = UXU¥. Substituting it into
(30) yields

and t, ,,

opt (

| )

opt

||W7",n (/LQ) ||2 (30)

g (o (Fet Frn)o),

P (X + ,u2)

€2V

It can be readily seen that P (u2) is monotonically decreasing

w.r.t. pe, which motivates us to apply the bisection method

to search for o satisfying P (1u5"") = Prax. To reduce the

search space, an upper bound of u5 can be derived as py” =
N

\/Z< (Ztckt +Ztm )U)M/Pmax by

i=1
setting X; ; in (31) to zero.

3) Optimizing {vy,} for Given {w¢, W, ,} and Q: This
subproblem is given by (ignoring the constant terms w.r.t.

{vm}

{Iillliz’g ch—yck| +Z|g Wrn_y7n|

+ZZ’hk Wei — chcz‘ +ZZ|hk Wirn — Zr,k,n|2

k=1i=1 k=1n=1
(32a)

s.t. (8e). (32b)

Although the objective function (32a) is a quadratic func-
tion of v, the unit-modulus constraint imposed on each IRS
phase shift in (8e) is non-convex. Here, we construct an
upper-bounded convex surrogate function for (32a) by apply-
ing the MM algorithm [46], based on which a closed-form
solution for the IRS phase shifts is derived. Specifically, the
surrogate function at any given point v”, denoted by @ (v|v"),
for a quadratic function v Av can be expressed as

w(vlvh) = Amax Vv — 2Re {VH
=+ vr,H

(AmaxIM - A) VT}

(Anlax]:]\/f - A) Vrv (33)

where A € CM*M jg positive semi-definite, and A,ay is the
maximum eigenvalue of A. As a result, based on vy = M,
we can solve the following approximate optimization problem
(ignoring constant terms w.r.t. {v,,})
max Re {v"q"} (34a)
Um,

s.t. (8e), (34b)

where " S (()\maX,LkIM —Yrer) vV +
ykorwc,k) + s (gl = Trpn) v+
yEnFrWr,n) + Zf:l Zszl ( (Amax skl — T Q) V=

\Ilc,k,i)"_sz:l Zgzl (()\max,él,k,nllbf - Tr k n v — \I}r n k)

— H H
We ki = Frwei (wohar — 2000 ) Yrngk
H H H
kar,n (Wr,nhd,k - ZT,k,n)’ Tr,c,k FTWC,kWC7kFr s
_ H H _ HywH
Tr,r,n - Frwr,nwr’nFr B Tc,k,i — kac,iwc,iF .0

_ H pH
Tr,k,n - kar,nwr,nF B and )\max,l,ks )\maX,Q,n’ >\max,3,k,i,
and Apmax 4k, represent the maximum eigenvalues of Y, . 1,
Yyrn, Yeri and Yoy, respectively. The optimal solution
v to problem (34) is then given by

. .
vOPt — pdarg(a’)

(35)

B. Outer Layer Optimization
In the outer layer, the penalty parameter in the rth iteration

is updated as follows

pPr=cp" T 0<e<, (36)

where c is a constant scaling factor that is used to control the
convergence behavior.
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Algorithm Solving
Problem (8)

1: Initialize v, {w 1, Wy}, {Uc ks Yrn }s G s Ein, and Eqys.

1 Penalty-Based Algorithm for

2: repeat: outer layer
3:  repeat: inner layer

4: Update auxiliary variables {z. i, 2y k. } by solving
problem (16).

5: Update auxiliary variables {yc i, ¥ n} by solving
problem (24).

6: Update transmit beamformers {w¢ , W, ,,} by

solving problem (25).
: Update IRS phase shifts {v,,} based on (35).
8:  until the fractional increase of the objective value of
(14)
is below a threshold &y,,.
9:  Update penalty parameter p based on (36).
10: until termination indicator ¢ defined in (37) is below a
threshold e4.t.

C. Overall Algorithm and Computational Complexity

The termination indicator for the penalty-based algorithm is
given by

2a |gHWr,n - yr,n‘2a

H
¢ = max {!g Wek — Yok

2
)

‘thWc,i — Ze,kyi thWr,n - an,nf} . (37)
If ¢ is smaller than a predefined value, constraint (13d) is
considered to be met with equality for a given accuracy. The
proposed algorithm is summarized in Algorithm 1.

In Algorithm 1, each block in the inner layer is locally
and/or optimally solved and the objective value of prob-
lem (14) is thus non-decreasing over iterations in each
inner layer. In addition, the optimal objective value of
problem (8) is upper-bounded by a finite value due to
the limited transmit power. Following [47, Theorem 4.1],
the solution obtained by Algorithm 1 is guaranteed to
converge to a stationary point. In additin, the computa-
tional complexity is given by O (Ioulin (Klogy (2) N3+
log, (“?;p) N3 + (K +N)*° + M")) where ¢ represents

the iteration accuracy, and [j, and I, denote the numbers
of iterations required for reaching convergence in the inner
layer and outer layer, respectively.

IV. PROPOSED SOLUTION FOR IMPERFECT CSI AND
UNCERTAIN TARGET LOCATION

In this section, we consider the case with imperfect CSI
and uncertain target location. Since problem (12) involves an
infinite number of inequalities in constraints (12b) and (12c),
the previous penalty-based algorithm is no longer applicable
for solving problem (12), which thus calls for new algorithm
design. By introducing auxiliary variables {35 > 0} satis-

: (R 2 N 2 2
fying B = Y |bffwes|” + 3 |hifwen|” +0f,k € K,
i#£k n=1

constraint (12b) can be equivalently transformed as

b w, |’
> BekThin, Ahgp € Hap, AF, € Fi, ke K,
(38)
K N
S fwe Y W w,|” + o
i#k n=1
< Be.k Ahd7k € Haxk, AF, € Fi, ke K. 39)

Although the left-hand side of (38) is convex w.r.t v (recall
that th = viF, + hgl )> the resulting set is not a convex
set since the superlevel set of a convex quadratic function is
not convex in general. To address this non-convex constraint,
. 2
we take the first-order Taylor expansion of |hffw. | at any
given feasible point v" to obtain the following lower bound
2
|h£wcyk|
A 2
> f]lcb (v) = —|vr,HkaZ,k + hf’kwgyk| + 2Re{

H
(VHFkWCJC + hgkqu) (VT’HFkWQk + hgkwgk) },
(40)
which is linear and convex w.r.t. v. X
Substituting F=F + AF;, and hd,k = hd,k + Ahd’k into
2

term

r,H T H s : . :
A4 A hd7kwc7k‘ in (40), we can rewrite it as

|VT"HF;€WZ,,C + hg{kw;k |2
_ |2

2
~r H JH H
h, WZk‘ + ’VT AFpwy . + Ahy wi

. H
+ 2Re{ (hZ’HWQk> (VT’HAFkWQk + Ahgkwgk) }7
(41)

where BZH = vni Fk + ﬁ{fk Below, we rewrite terms in
(41) into a compact form that facilitates the algorithm design.

2
Specifically, we first expand |v"# AFywy , + Ahg KW k‘
as

2
= VT’HAF]CWZ ka’kHAFkHvT

H rH JH r,H
+ Ahdysz’k,w(:’k Ahd,k: —+ VT AFsz,kWC,k Ahng

+AhY, wi Wl ARV (42)
where
VT"HAF;QWZ’,CWZ:,?AF,CHVT'
= vec! (AF) (Wiwiitl) @ (viv'T) vee (AF}),
(43)
VT’HAFkWZ’kWZ:]?Ahd’k
— v (AF) ((wiewi) @ v') A, (44)
Ahgkw;ngkHAFkHvr
= Ah}, ((wzszkH) ® VT’T) vec (AF}). (45)
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2
Thus, we can rewrite |[v""7AF,w’, + Ahf, w", | in a

more compact form given by

H H 2 H
|VT AFsz’k + Ahd’sz’ﬂ - Ahk’eﬂ'H’g’kAhk’eﬁ',

(40)
where  Ah ;= [AhgkvecH (AF*)} . H, =
WZ kw:’g (wc kwc k ) ®vh !
’T " ’ _ v H S Then,
(wopwid) @ v (wiwlil) @ (vieveT)
. H
(h;sz)k) (VT’HAFkWZ;k + Ahgkwgk) can be
expressed as
Cr H A H H
(hk’ WZ,]C) (\’T7 AFszk + Ahd,szk)
R H
= (hZ’HWZ,k) Ath,efth,kv 47)
r T T rH r
where h{ , = [Wc’k (w p @VvD )}

Based on (41), (46), and (47), we can compactly rewrite

2
rH r H T :
viiFwl . + hd’kwcyk‘ in (41) as

rH r H ro|2
’V Frwe + hd,ch,k’
H
= Ahk;,effHZ,kAhk,eff

N H . 2
+2Re{(thw;,§) Ath’ethk}+ by w?

Wc,k:

(48)

H
In addition, we can expand (vHFch’k—&—hgkwc,k) X

(v Fpw + bl wr ) in (40) as

(VHFch,k + hﬁkwc,k)H (VT’HFkWZ,k + hékaZ,k)
= Wfkflkflr’HWZ et Wkaler’HAFkWZ &
+w, khkAhd kW T W, kAFk vhk Wk
+w, H AFHvyv™ HAF]CW(, W A AFH VAhd EWek
AFkWQk
(49)

+wlhAhg by Wl b Wi Abg v
H H
+we g Ahg r Ahy Wi

where ﬁkH —vHE E+ flgl - Similarly, we can transform terms
in (49) as

Hy rH r
w.  h v AR w

T .
— vecH (AFY) (wg;{ ® vH) wi Ty, (50)
ngAFkHVBZ’HWZ,k
=hp'wl, (wh, @ v7T) vec (AF}), (51)

We, AR vV HAFkWZ,k
= vec!! (AF}) ((w;kwg{k)T ® (vv’“»H))Tvec (AF}),
(52)
wkaFvahf’kwgk

T
= Ahg{k ((Wz’kwfk)T ® V) vec (AF}). (33)

583
H H " H H
Thus, (v Frw. . + hd,ch,k) <VT7 kag,k + hd,sz,k>
can be written in a more compact form given by

(VHF]CWCJC + hgkwc,k)H (VT’HF;CWZ_JC + hgkwgk)

= Ahfl ¢H,  Ahyg og + Ahf ghl  wi by,

Cr, H H H 1 1r,H
+ hk W£7khc7kAhk7eff + Wc,k’hkhk W;,kv (54)
T
where h.; = [wgk (wch ® VH>:| and H.p, =
r H r H T
WerWek WepWep ) @V

T H ok,
( c, kwc k) ® v" Wc,kwc,k) ® (V v )

As a result, based on (40), (48), and (54), constraint (38)
can be approximated as

Ahf ¢ (H., +HY, —H,) Ahy eﬁ+2Re{ LN eﬁ}

+ et > BekThin Ahg g € Ha g, AFy € Fi k € K, (55)

where flfk = B]ijc,khzzkH + HZH th — hr H C’khZ:kH
2

and h.; = 2Re Wfkﬁkﬁ;’ngk} - ‘h; HWZ,k’ . We note
that (55) still involves an infinite number of inequality con-
straints. To circumvent this difficulty, we convert the infinite
number of constraints in (55) into an equivalent form with only
a finite number of LMIs by applying the following lemma.

Lemma 1 (General S-Procedure [48]): Let f;(z) =
2z A;jz+2Re {bfz} +¢;,i € {0,1,...,1}, where z € CV*!
and A; = A € CVN*N_ The condition {f; (z) > 0},_, =
fo(z) > 0 holds if and only if there exist \; > 0,i €
{1,...,1I} such that

I
A.O b() .AZ bz
& ]Sl Beo o

Before applying Lemma 1, we first re-express uncertainties
Ahd’k € Hd,k and AF, € F}, as

Ahg i € Ha
= Ahy g [ Iy ONxMN} Ahy e <54,k €K,
OrmNxN On N '
(57)
AF, € F;,
On ONxMmN 2
= Ah/ Ahy g <e2,k € K.
Feff |:0MN><N v } foefl = "k
(58)
Then, based on Lemma 1, (55) can be transformed as
AMrply  Onxun -
He, +HI —H +| e
o ok ok |:OMN><N )\Q,kIMN:| i
hgk Cl
= Ontun+1, kEK,  (59)

where ¢, = ilc7k — Be,kTh th — /\Lk&"z B )\Q,ké“i, A1k > 0and
A1r > 0 represents the auxiliary “variables corresponding
to (57) and (58), respectively. It can be observed that (59)
involves a finite number of LMIs, which thus can be handled
using convex optimization techniques.
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To tackle constraint (39), we first equivalently transform it
into LMIs based on the Schur’s complement given by

— o2 hfwW_
Be,k — o, by, k:|t0K+N,Ahd,k€Hd,k7

WH hy I 14n
AF, € Fi k€, (60)

where W_j = [Wei,. .0, Wek—1, We ki1, - We K, Wi,
.,W7-7N]. Substituting Fr=F; + AF;, and hd,k = hd,k +
Ahg j, into (60), this can then be expanded as

ﬁc,k - 013

(VHFk + hfi{k) W_, . [leN}
wH, (F,va + fld,k)

Ik-14+n
1 H
x Ah 1 0 _ + Ah
k| Ix(K—14+N) | [O(K—1+N)><1] d.k
0
X [Onx1 W_op] + {Vé,-xéﬁ AF{ [v Oprw(k—14n) ]

[0 v ]AFk[Ole W_ | = Oxn,
(K—14+N)xM

Ahd,k S Hd}k,AFk € Fr, ke K. 61)

To address the infinite number of LMIs in (61), we transform
(61) into an equivalent form with only a finite number of LMIs
by applying the following lemma:

Lemma 2 (General Sign-Definiteness [49]): Let

Q = Z (AFX;B; + BIXFA;) and |Xi|l, < e

where Q QX The condition {||X;|, < 51}1 1
I

Z (AFX;B; + BEXHA;) holds if and only if there exist

=1

= Q=

Ai > 0,4 € {1,...,1} such that
r _
Q-> \BiB —eAH —elAf
i=1
—ElAl )\11 0 t 0
—EIAI 0 S\II
(62)

Based on Lemma 2, (61) can be written as (63) (shown at
the bottom of the next page), where M & > 0 and )\2 >0
denote the corresponding auxiliary variables. To handle the
uncertainty AF,. € F,. in constraint (12¢), we introduce aux-

iliary variables {f3,, > 0} satisfying 8, = Y. |g” wm-|2 +
ik

N
> ‘g:r,var,n’2 + 02,k € K, and constraint (12¢) can be then
n=1

equivalently transformed as

" 2
g Wc,k‘ < BrkTek,th, O € Pp, 00 € Py,

AF,. e F., ke, (64)
K N
Z |gHWc,i’2 + Z |gHWr,n’2 + Utz > ﬂr,ka
i#k n=1

0 € @h,gov S (I)U,AFT e F..kelk. (65)

Similar to the constraint (39), we first transform the inequali-
ties in (64) into LMIs by applying Schur’s complement, which
yields

BrkTe,k th gHWc k
) eh ) -
|: ngg 1 - 0279h S (P}HQOU S ¢’U7

AF,. e F. . ke K. (66)

Recalling that g = vHF, and substituting FT:F,, + AF,
into (66), the following inequalities are obtained

vH
+ {leM} AF, [Onx1 Wey]

Hy

ﬂr,kre,k,th v Frwc,k
H 7wH

WCkF v 1

0
|0 | AR [V 0] = 001 s, €
c,k

AF, € F.. (67

Based on Lemma 2, constraint (67) involving an infinite
number of inequalities can be recast as a finite number of
LMIs given by

_ e
ﬁr,kre,k,th - )\k:M v Frwc,k 01><N

wi FHy 1 —&wl | = Onya,
Onx1 —&rWer  Apln

eh S (bhvspv € (I)vy ke ’C7 (68)

where )\, > 0 represents the corresponding auxiliary
variables.

Although constraint (65) is not convex w.r.t v, the left-hand
side of (65) is a quadratic function of v. Thus, we can obtain
the following lower bound for |g W), Z| ,p€{cer},ie KU

N at any point v"
—‘VT’HFTWEJ-

+2Re { (VHFer,i) " (v’“vHFTW;,i) } ’

&yl 2 i

(69)

o . . . 2
Substituting F,. = F,. + AF,. into ’v"HFTw;J- , we have

r, H r rH r
viiFw,  + VO AF,wy

T‘HF Wp

p;t

T T
+ vec!! (AF:)((w;,iw"’H) ®(v’°vTH)> vec (AF})

+2Re {VT’HFTWZJ (W;f{ ® VT’T) vec (AFi)} . (70)

In addition, F, + AF, into

substituting F, =
H
(VIF,wy,;)

(viHF,w} ;). we have
(VI w,) " (v TE W )
= W;IlF,{{VVT g, wy i+ w (AF;)
x (W), @v"") -‘rVTHFTW s (wilovT)
x vec (AF) + vect (AF?) ((W sz) ® (vi*vT))
x vec (AF}). (71)
Based on (69), (70), and (71), a lower bound for constraint
(65) is given by

s X FhyyecH

H (AF?) Hiempvec (AF})

ZCCZ+ZCTH

i#k
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+0? 4+ 2Re

chl+ZgT2 VeC AF*)

i#£k

> ﬂr,kveh € Op, 00 E(I)U’AFTef“ke,C’ (72)
where  H_j = Zf;k (Fe; +HI -H;)  +
Yooy (F, o+ HY, -H,) H, = (WP 1W£IZ> ®
(vrvTh), HY = (W Wy fl) ® (VTVTH)T’ S =

H rH r,T rHE r H T
v Frwp,i (Wp,i v ) + v HIRwr  (wll o vT)
- . rH -
V,’I-I:F,,‘VV7 . (W . ® th)’
. 2
H pH r,H rH r
2Re{ W, 7,F'r vv FrW } —|v"F,wy ;| . Thus, based

on Lemma 1, constraint (72) can be transformed to a finite
number of LMIs given by

and

Cp,i =

3

H
H—k: +)\'r‘ kIMN (Z'L;ﬁk‘ gcz +Zn 1gr ’L)

Z’L;ék‘ gc i T Z =1 gr i (Zi;ﬁk Cei t Zn:l Cﬂn) +Co.k
EOMN-i-lveh G(I)ha Do G(P’LM ke,ca (73)

where co = 07 — Brkx — ArieZ and A, > 0 denote the
corresponding auxiliary variables.
As a result, problem (12) can be recast as

max  _
{we kb AwWrn b {vm b A{Be,x b A {/\1 kA2, kAL k7/\2,k,)\r,k},x

s.t. gH (chkwck +Zwrnw >g>x,0h € oy,

x (74a)

v, € ®,,AF, € F,, (74b)
(12d), (12¢), (59), (63), (68), (73). (740)
Similarly, by applying Lemma 1, constraint (74b) can be recast
as
H
Ithemp + 5\'r:[MN (Z gc 7 + Z g, z)
K N
D&+ 8 Z%ﬁZCM XA
i=1 n=1 i#k
= 0MN+1,9h € Py, € Py, (75)
where  Hiemp = SR (H+ HY -H,) +
25:1 (H,,+H!, —H;,) and . is the auxiliary

variable. To solve problem (74), an AO algorithm is proposed
to alternatively optimize transformers and IRS phase shifts
until convergence is reached. Below, we elaborate on how to
solve these two subproblems.
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1) Optimizing BS Beamformers With Fixed IRS Phase
Shifts: This subproblem is given by

max X (76a)
{Wc,k;Wr',n;ﬂc,kvj\k7;\1,k75\2,k;>\17k7/\2,k7)\7‘,k})X
s.t. (12d), (59), (63), (68), (73), (75). (76b)

It can be readily verified that problem (76) is a semi-definite
program (SDP), which can be efficiently tackled by standard
convex optimization solvers.

2) Optimizing IRS Phase Shifts With Fixed BS Beamform-
ers: This subproblem is written as

~ . maX
{vmﬁc,k7z\k7/\1,k7z\2,k,)\1,k7/\2,k7/\7-,k},x

s.t. (12e), (59), (63), (68), (73), (75). (77b)

X (772)

It can be observed that all constraints are convex except
(12e) due to the unit-modulus constraint, which is in general
difficult to tackle. Fortunately, by applying the square penalty
approach [50], problem (77) is equivalent to

o omax x+alvl® (T8

{vmaBe kMM kA2, kAL A2 Ak FiX
st |um] <1,m e M, (78b)
(59), (63), (68), (73), (75), ~ (78¢)

where p represents a sufficiently large positive penalty param-
eter used to make constraint (78b) met with equality at the
optimal solution. Note that this equivalence does not require
gradually adjusting p as a large p suffices. The rigorous proof
can be found in [50, Theorem 1] for details. To tackle the
non-convex objective function in (78), a lower bound for [|v||*
is obtained by applying the SCA. Specifically, for any given
v", we have

vl > —[[v"|* + 2Re {v7v"}, (79)

which is linear w.r.t. v.
As a result, based on (79) and dropping irrelevant terms,
problem (78) can be approximated as

o l’an
{'U'nuﬁc,kﬂ\ka)\l,kﬂ\lk;)\1,k>>\2,k:7/\r,k}7X

s.t. (39), (63), (68), (73), (75), (78b), (80b)

x+2pRe {VHV7'} (80a)

which is convex and can be solved by convex optimization
solvers.

Finally, we alternately optimize the above two subproblems,
and the details are summarized in Algorithm 2. In Algorithm 2,
since problems (76) and (80) are convex, which are
solved with globally optimal solutions. As such, the
objective value of (12) is non-decreasing over iterations.
In addition, the maximum objective value of problem

Bek — 02 — A g — Ao M (VHFk + flé{k) W_; O1xn O1xnN
wWH, (FkHV + fld,k) Ik-14n —fd,kWIfk —exWH | Oxisn, keK, (63)
Onx1 —cak W_g Al Oy
Onx1 —,W_y, (N A2l
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Algorithm 2 The AO Algorithm for Solving Problem (12)
1: Initialize v,,, and ¢.
2: repeat
3 Update BS beamformers by solving problem (76).
4: Update IRS phase shifts by solving problem (80).
5: until the fractional increase of the objective value is less
than €.

(12) is wupper-bounded by a finite value due to the
limited BS transmit power. As such, Algorithm 2 is
guaranteed to converge. Since problems (76) and (80)
are SDPs, the total complexity of Algorithm 2 is given by

o (L (K ((N +MN + 1)6'5+(K+3N)6'5) + K(N +2)%°
+(K+1) (MN + 1)6'5)), where L stands for the number

of iterations required for reaching convergence and K denotes
the number of LMIs in (68) and (73).

V. NUMERICAL RESULTS

In this section, we provide numerical results to validate the
secure transmission performance in the IRS-aided ISAC sys-
tem. A three dimensional coordinate setup measured in meters
(m) is considered, where the BS is located at (0, 0,2.5) m and
the users are uniformly and randomly distributed in a circle
of a radius 2 m centered at (20,5,0) m, while the IRS is
deployed at (20,0,2.5) m. The distance-dependent path loss

A ~ —Q
model is given by L (d) =Cy (d/d0> , where ¢y = —30 dB

is the path loss at the reference distance dy = 1 m, d is the
link distance, and & is the path loss exponent. The target is
located at azimuth direction # = —30° and elevation direction
@ = 40°. We assume that the distance between the IRS and the
target is 10 m with a path loss exponent of 2, and assume that
the BS-IRS link and the IRS-user link follow Rician fading
with a Rician factor of 3 dB and a path loss exponent of
2.2, while the BS-user link follows Rayleigh fading with a
path loss exponent of 3.6 due to the assumption of locally
rich scattering. The minimum communication SINR and the
maximum tolerable intercepting SINR are assumed to be the
same for all users, i.e., Tcth = Tk ths Teth=Te k,th, & € K.
Unless otherwise specified, we set N = 4, K = 3, 6 =
—30°, ¢ = 40°, a,%z —90 dBm, Vk, af: —90 dBm, p = 0.1,
c=0.85 e, = 1072, and € = oyt = 1072

A. Perfect CSI and Known Target Location

In this subsection, we consider the ideal case where
the CSI and the target location are known at the BS,
and the penalty-based algorithm, i.e., Algorithm 1, is
employed.

1) Convergence Behavior of Algorithm 1: We first study the
convergence behavior of Algorithm | for different numbers of
IRS reflecting elements, namely M = 50, M = 100, and
M = 150, as shown in Fig. 2. It is observed from Fig. 2(a)
that the constraint violation parameter & converges very rapidly
to a predefined accuracy 10~ after about 75-80 iterations for
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Fig. 2. Convergence behaviour of Algorithm | under Ppax = 40 dBm,
Teth = 10 dB, and 7¢ ¢, = 0 dB.

all values of M. Note that the predefined accuracy value of
10~* is sufficiently small for ensuring that constraint (13d)
is essentially met with equality at the optimal solution, since
we normalize the channel coefficients by the noise power so
that the auxiliary variables are inherently large to guarantee
sufficient numerical accuracy. To see it more clearly, we can
observe from Fig. 2(b) that the objective value of problem
(14) converges quickly for different M, which demonstrates
the efficiency of Algorithm 1.

To show the superiority of the proposed approach, we con-
sider the following approaches for comparison.

o Proposed approach: This is our proposed approach
described in Algorithm 1 in Section IIL

o Communication signal only: Similar to the proposed
approach, but without dedicated radar waveforms.

o Separate beamforming: This approach optimizes the
transmit beamformers and IRS phase shifts sepa-
rately. The algorithm first obtains the IRS phase-shift
matrix by maximizing the norm of the IRS’s cas-
caded channel towards the desired sensing target,
ie, mgx”gf@GH. Then, with the obtained O,

the transmit beamformers are obtained by solving
problem (8).

o Communication-based zero-forcing (ZF): The IRS
phase-shift matrix is obtained in the same way
as the separate beamforming approach, while the
communication beamformers, w.;,k € K, are forced
to lie in the null space of the target’s channel,
ie, gfw.r = 0,k € K. The communication
covariance matrices are given by VI\{ZQ;g =
(1 — g8 /lgl”) W (Ty — g”/llgl®) . where
rank (ch) = I,VAVC,;c > Op. Then, VAVQk and the
radar covariance matrices are jointly optimized by using
the AO algorithm.

o Sensing-based ZF: Similar to the communication-based
ZF approach, the radar beamformers, i.e., W, ,,n € N,
are forced to lie in the null space of the users’ channels
ie., hfw,, =0,k € K,n € N. The radar beamformers
are designed as W, = VW, where V represents the
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Fig. 3. Beampattern gain versus Pmax under M = 100, r. 1y = 10 dB,
and 7. ¢, = 0 dB.

last N — K right singular vectors of H = [hy, ... hg]”.
Then, the communication beamformers and WT are
jointly optimized by using the penalty-based algorithm.
o« Random phase: The IRS phase shifts are generated
randomly following a uniform distribution over [0, 27).

2) Beampattern Gain Versus Transmit Power: In Fig. 3,
we compare the beampattern gain of the above approaches
versus P a.x. We see that the beampattern gain for all meth-
ods increases monotonically with P,y since the co-channel
interference is suppressed and increasing the available power
improves the beampattern gain. In addition, we observe that
the proposed approach outperforms the “Communication sig-
nal only” case, which indicates the benefit of dedicated radar
signals. This can be explained as follows. The additional
radar signals provide more DoFs for algorithm optimization,
which improves the system performance, and to prevent the
eavesdropping by the target, more power must be allocated to
the radar signals and the beampattern gain is thus increased.
Moreover, we observe that the beampattern gain obtained by
the approaches without IRS phase shift optimization increases
marginally as P,y increases since the signals reflected by the
IRS in this case are propagated in many random directions,
thus results in a low received power level. Furthermore,
compared to the “Separate beamforming”, “Communication-
based ZF”, and “Sensing-based ZF” approaches, our proposed
approach achieves significant beampattern gains, which illus-
trates the benefit of joint design of the transmit beamformers
and IRS phase shifts.

3) Beampattern Gain Versus Number of IRS Reflecting
Elements: In Fig. 4, we compare the beampattern gain for
all approaches versus M. It is observed that the proposed
approach outperforms the “Random phase” approach, and the
system performance gap is more pronounced for a larger M.
This is because installing more passive reflecting elements pro-
vides more DoFs for resource allocation, which is beneficial
for achieving higher beamforming gain, thereby improving
the beampattern gain when the IRS phase shifts are well
adjusted. In addition, we again observe that our proposed
approach outperforms the use of only communication signals,
further amplifying the benefit of using dedicated radar sig-

587
5

5 x10 T T

= B = Proposed L7

=-A-= Communication signal only e
4 I| = * ~ Separate beamforming e .

Communication-based ZF M //

—k— Sensing-based ZF R e

5 | "¢ Random phase R &
4

Beampattern gain (W)
N

v v v v ad
50 100 150 200 250 300
Number of IRS reflecting elements, M

Fig. 4. Beampattern gain versus M under Pnax = 40 dBm, r. ¢, = 10dB,
and ¢ ¢, = 0 dB.

(4]
i
#-
3

o
i
-

= B = Proposed

==-A-= Communication signal only

=+ = Separate beamforming
Communication-based ZF

—k— Sensing-based ZF

['| =+ Random phase

O o
0 "4 2 &

-10 5 0 5 10 15
Communication SINR, Mo th (dB)

Beampattern gain (W)
1
+

N}
T

3
&

O
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nals. Moreover, the performance gap between our proposed
approach and the “Separate beamforming”, “Communication-
based ZF”, and “Sensing-based ZF” approaches is magnified
as M increases, which again demonstrates the benefit of
joint design of the transmit beamformers and IRS phase
shifts.

4) Beampattern Gain Versus Minimum SINR Required by
Communication Users: In Fig. 5, the achieved beampattern
gain is plotted versus the communication users’ SINR require-
ment 7. ¢,. As expected, a more stringent QoS requirement
for the users results in a lower beamforming gain to the
target, since the BS and IRS must focus more energy towards
the communication users. In addition, we observe that the
performance gap between our proposed approach and the
“Separate beamforming” approach becomes smaller as 7. ¢p
decreases. This is because in this case the SINR at the users
can be easily satisfied, and thus extra radar and communication
power can be used to improve the beampatter gain. Moreover,
we observe that the performance of the “Communication-
based ZF” approach degrades quickly as 7 ¢y, increases. This
is because communication signals are forced to lie in the
null space of target’s channel, which indicates that no user
information is leaked to the target and only the radar signals
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can be used to increase the beampattern gain. On the other
hand, increasing the radar power potentially degrades the user
SINR, which limits the improvement of beampattern gain.

5) Beampattern Gain Versus Maximum Information Leak-
age SINR to Target: We further study the beampattern gain
versus the leakage constraint 7., in Fig. 6. Interestingly,
we observe that the beampattern gain obtained by the proposed
approach remains nearly unchanged with 7. ¢,. To unveil the
reason behind this, the separate radar and communication

power contributions to the beampattern gain versus 7 ¢y,
2

are studied, ie., >N [wH g|* and 35, ‘wfkg , which
correspond to the “Proposed, radar beampattern gain” and
the “Proposed, information beampattern gain” approaches,
respectively. We see that as the requirement on signal leakage
to the target is made less stringent (i.e., 7 increases), less
transmit power is allocated to radar signals to deteriorate the
reception by the eavesdropping target, while more power is
allocated to the information signals to improve the commu-
nication QoS. In the end, these two trends offset each other,
and the sum of the two components results in a nearly constant
beampattern gain. In addition, we observe that the performance
gain obtained by the “Sensing-based ZF” approach increases
marginally as 7, (1, increases due to the limited DoFs available
for design of the radar beamformers.

B. Imperfect CSI and Uncertain Target Location

In this subsection, we consider the case with imperfect CSI
and unknown potential target location in a region of interest,
and we propose Algorithm 2 to address the resulting problem.
The azimuth and elevation target location ranges are set to
®;, = [-35°,—25°] and @, = [35°,45°], respectively. We
define the relative amount of CSI errors as &, = ¢,/ "ﬁr“ s

,Vk, respectively.

Ep = Ek/HFkHF, and g = €qk/ th,k’
For ease of exposition, we assume that all channels have the
same level of CSI errors, i.e., Eerror = ér = € = Eq 1, VE.

1) Convergence Behavior of Algorithm 2: In Fig. 7, the
convergence behaviour of Algorithm 2 for different M and
N under ecrror = 0.01, Ppax = 46 dBm, K = 2, 74, =
10 dB, and 7.4, = 5 dB is studied. It is observed that the
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Fig. 7. Convergence behaviour of Algorithm 2 for different M and N.
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obtained beampattern gain is monotonically increasing with
the number of iterations and ultimately converges. Even for
M = 20 and N = 6, the proposed algorithm converges in
about 20 iterations, which demonstrates the effectiveness of
Algorithm 2.

2) Beampattern Design: In Fig. 8, we study the normalized
3D beampattern obtained in the case with perfect CSI and the
known target location and with the case of imperfect CSI and
uncertain target location when M = 20, N = 3, c¢pror = 0.01,
Prax =46 dBm, K = 2, 7., = 10 dB, and 7., = 5 dB.
Both beampatterns are normalized by the maximum value
of these two beampatterns. It is observed that both of the
beampatterns obtained by our proposed algorithms correctly
focus their mainlobe towards the directions § = —30° and
¢ = 40°. In addition, we observe that both beampatterns have
sidelobe regions due to the imposed SINR constraints for the
users as well as the information leakage to the eavesdropping
target. Furthermore, we observe that the mainlobe in the
imperfect CSI case is more flatter and wider than that with
perfect CSI case. This is expected since although the exact
target location is unknown, its range of possible locations is
known, so that the probing power should uniformly cover this
area rather than focusing on a point in one direction. Moreover,
we observe that the peak beampattern gain of the imperfect
CSI case is lower than with in the perfect CSI case due to the
reduced available information.

3) Beampattern Gain Versus M: In Fig. 9, we study the
beampattern gain versus M for different N and eeppop under
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Prax = 46 dBm, K = 2, reyn = 5 dB, and 7¢n =
10 dB. A large e¢ppop indicates that the channel estimation
error is magnified and €40, = 0 corresponds to the perfect
CSI case. It is observed that the beampattern gain obtained
by different N and €0 monotonically increases with M.
This observation shows that by carefully designing the BS
beamformers and the IRS phase shifts, the system performance
can still be improved with imperfect CSI even with large
channel estimation errors, €.2., €oror = 0.05. Furthermore,
we observe that for a fixed M, the beampattern gain increases
with N. This is due to the fact that more DoFs can be exploited
for resource allocation to achieve higher array gain.

VI. CONCLUSION

In this paper, we proposed the use of IRS to achieve simul-
taneous secure communication and sensing in the presence
of an eavesdropping target and multiple communication users.
The communication beamformers, the radar beamformers, and
the IRS phase shifts were jointly optimized to maximize the
sensing beampattern gain while satisfying the minimum SINR
required by the users and secrecy constraint for the eaves-
dropping target. For the first scenario where the CSI of the
user links and the target location are known, a penalty-based
algorithm was proposed to solve the formulated non-convex
optimization problem. In particular, the beamformers were
obtained via a semi-closed-form solution using the Lagrange
duality method and the IRS phase shifts were obtained in
closed-form by applying the MM method. For the second
scenario where the CSI and the target location are imprecisely
unknown, an efficient AO algorithm based on the S-procedure
and sign-definiteness approaches was proposed. Simulation
results verified the effectiveness of the proposed scheme in
achieving a flexible trade-off between the communication
quality and the target sensing quality and showed the capability
of the IRS for use in sensing and improving the physical layer
security of ISAC systems. In addition, the simulation results
also illustrated the benefits of using dedicated sensing signals
to improve the sensing quality.
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