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Abstract—This paper investigates reconfigurable intelligent
surface (RIS)-assisted secure multiuser communication systems
in the presence of hardware impairments (HIs) at the RIS and the
transceivers. We jointly optimize the beamforming vectors at the
base station (BS) and the phase shifts of the reflecting elements at
the RIS so as to maximize the weighted minimum approximate
ergodic secrecy rate (WMAESR), subject to the transmission
power constraints at the BS and unit-modulus constraints at
the RIS. To solve the formulated optimization problem, we first
decouple it into two tractable subproblems and then use the
block coordinate descent (BCD) method to alternately optimize
the subproblems. Two different methods are proposed to solve
the two obtained subproblems. The first method transforms each
subproblem into a second order cone programming (SOCP)
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problem by invoking the penalty convex—concave procedure
(CCP) method and the closed-form fractional programming (FP)
criterion, and then directly solves them by using CVX. The
second method leverages the minorization-maximization (MM)
algorithm. Specifically, we first derive a concave approximation
function, which is a lower bound of the original objective
function, and then the two subproblems are transformed into
two simple surrogate problems that admit closed-form solutions.
Simulation results verify the performance gains of the proposed
robust transmission methods over existing non-robust designs.
In addition, the MM algorithm is shown to have much lower
complexity than the SOCP-based algorithm.

Index Terms— Intelligent reflecting surface (IRS), reconfig-
urable intelligent surface (RIS), hardware impairments (HIs),
physical layer security (PLS).

I. INTRODUCTION

HANKS to the growing popularization of mobile devices,

the global wireless network capacity is expected to
increase 100-fold by 2030 [1]. Furthermore, emerging appli-
cations, such as the industrial Internet of things, virtual reality
(VR) and augmented reality (AR) [2], have high quality of ser-
vice (QoS) requirements, such as ultra-low latency, ultra-high
reliability and extremely high data rates [3]. Some promising
technologies, such as massive multiple-input multiple-output
(m-MIMO) systems, millimeter wave (mmWave) and terahertz
(THz) communications [4], have been proposed to meet these
demanding requirements. However, these technologies usually
result in increasing the cost of network deployment and the
network power consumption [5].

Another emerging technology for fulfilling the high QoS
requirements of future networks [6], [7] is the use of recon-
figurable intelligent surfaces (RISs). RIS is a thin metamaterial
layer that is composed of an array of low cost reflecting ele-
ments integrated with low power and controllable electronics
[8]. Due to the absence of power amplifiers, digital signal
processing units, and multiple radio frequency chains, the main
features of an RIS include a low implementation cost, a low
power consumption, and an easy deployment, as well as the
capability of reconfiguring the wireless environment [9], [10].
Broadly speaking, an RIS is a dynamic metasurface whose
electromagnetic characteristics can be dynamically adjusted
through control signals. For example, the electromagnetic
waves that impinge upon an RIS can be steered towards
different directions, by simply optimizing the phase response
of each of its constituent scattering elements [11]. An RIS can
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be utilized to enhance the desired signal power, to mitigate the
network interference, and to reduce the electromagnetic pollu-
tion since no additional signals are generated [12]. Compared
with traditional active antenna arrays that are equipped with
multiple active radio frequency transceivers, an RIS reradiates
the incident signals by simply adjusting the amplitude and the
phase shift of the reflecting elements, which can be realized
by controlling the junction voltage of PIN diodes or varactors
[13]. RISs can be deployed on, e.g., the facades of buildings,
the interior walls of offices, and windows.

RISs can be utilized for enhancing the security of wireless
networks and have been recently amalgamated with physical
layer security (PLS) as well [14], [15]. Traditional wireless
security methods encrypt the data at the network layer. This
usually requires a high overhead due to the frequent distribu-
tion and management of secrecy keys [16], [17], [18]. PLS
is an alternative solution that makes use of the properties
of the wireless communication medium and the transceiver
hardware to enable secure communications. However, con-
ventional PLS techniques only focus on beamforming design
at the transceivers, and may not provide good performance
in some scenarios, e.g., when the legitimate user and the
eavesdropper have highly correlated channels (such as when
they are located in the same direction with respect to the
transmitter) [19]. Thanks to the capability of reconfiguring
the propagation environment in a desired manner, an RIS can
change the phase of each incident signal so as to enhance the
desired signal power at the legitimate users, while suppressing
the signal received by the eavesdroppers. RISs have several
applications in the context of PLS for improving the security
of wireless communication systems [20], [21], [22], [23].
For example, the authors of [20] studied the secrecy outage
probability of an RIS-assisted single-antenna system where
only one eavesdropper exist. In [21], the authors proposed
a robust algorithm to maximize the achievable secrecy rate
in a multi-user multiple-input single-output (MISO) system.
In [22], the authors proposed a deep reinforcement learning
(DRL)-based scheme to improve the security performance of
RIS-assisted MIMO systems. The authors of [23] analyzed
the security performance gains when deploying an RIS in
unmanned aerial vehicle (UAV)-assisted mmWave wireless
communication networks.

The existing contributions on RIS-assisted PLS assume that
the transceivers are constructed with ideal and perfect hard-
ware components. In practical communication systems, low-
cost hardware is often preferred even though such hardware
may be subject to hardware impairments (HIs), such as I/Q-
imbalances, amplifier non-linearities, quantization errors, and
phase noise [24]. If these hardware impairments are ignored
at the design stage, the performance usually degrades [25].
Recently, the impact of HIs on the security performance of
RIS-assisted single-user systems has been analyzed [26], [27].
Specifically, the authors of [26] proposed a robust algorithm
to maximize the secrecy rate in the presence of HIs. In [27],
the authors derived an approximated closed-form expression
for the secrecy outage probability and studied the impact of
HIs on the system performance.

In this paper, we investigate the security performance
of RIS-assisted multiuser MISO systems in the presence
of HIs. Unlike the single-user scenarios considered in [26]
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and [27], we assume a scenario with multiple legitimate users
whose information security is threatened by an eavesdropper.
By deploying an RIS, we aim to improve the security per-
formance under the premise of ensuring fairness among the
users. However, due to the considered complex scenario, the
resulting optimization problem cannot be directly solved by
using existing methods. Thus, we propose tractable algorithms
to tackle the formulated optimization problem. Specifically, the
main contributions of this paper are summarized as follows:

1) This work is the first to consider RIS-aided secure
communications in multiuser MISO systems, where the
base station (BS), the RIS and the legitimate users
are subject to HIs. By optimizing the BS precoding
matrix and the RIS reflection coefficients, we formu-
late a fairness-based joint optimization problem that
maximizes the weighted minimum approximate ergodic
secrecy rate (WMAESR), subject to transmit power and
unit modulus constraints.

2) To efficiently solve the non-convex problem, we pro-
pose a benchmark algorithm based on the block coor-
dinate descent (BCD) method. Specifically, we first
decouple the original problem into multiple tractable
subproblems by invoking the penalty convex-concave
procedure (CCP) and the closed-form fractional pro-
gramming (FP) criterion. The precoding and the reflec-
tion coefficient subproblems are transformed into second
order cone programming (SOCP) problems. Then, the
two obtained subproblems are alternately solved until
convergence.

3) Also, we propose a minorization-maximization (MM)
algorithm to reduce the computational complexity.
In particular, we first derive a concave smooth function
as a lower bound of the original non-differentiable
objective function. Then, we apply the MM algorithm
to obtain a surrogate function which has a closed-form
solution.

4) Finally, we present simulation results to verify the
effectiveness of the proposed schemes and the advan-
tages of the proposed robust transmission design for
secure communications. We demonstrate that deploying
an RIS can effectively improve the security performance
of multiuser wireless communication systems in the
presence of HIs. The convergence and effectiveness of
the proposed algorithm are verified as well.

The rest of this paper is organized as follows. Section II
introduces the RIS-assisted wireless communication system
model subject to HIs and formulates the WMAESR prob-
lem. Section III decouples the original problem into multiple
tractable sub-problems and proposes a benchmark optimiza-
tion algorithm based on the BCD method. In Section IV, a low-
complexity MM algorithm is introduced. Simulation results are
given in Section V, and Section VI concludes this paper.

Notations: Constants, column vectors and matrices are
denoted by italics, boldface lowercase letters and boldface
uppercase letters, respectively. Re {b}, |b| and £ (b) denote
the real part, modulus and angle of the complex number b,
respectively. [b] denotes max (b,0). ||b|, ||b]|, and |b]| -
denote the 1-norm, 2-norm and Frobenius-norm of vector b,
respectively. diag (-) and vec (-) represent the diagonalization
and vectorization operators, respectively. BT, B*, BH, Tr [B]
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Base Station

Eavesdropper

Fig. 1.  An RIS-assisted MISO downlink system with an N-antenna BS,
a single-antenna eavesdropper and K single-antenna users.

and ||B||, denote the transpose, conjugate, Hermitian, trace
and Frobenius norm of matrix B, respectively. The Hadamard
product and Kronecker product of two matrices B and C
are expressed as B ® C and B ® C, respectively. B = C
indicates that B — C is a positive semidefinite matrix. Ix
denotes the K x K identity matrix. C denotes the complex
field and j £ \/—1 is the imaginary unit.

II. SYSTEM MODEL
A. Signal Transmission Model

We consider an RIS-assisted MISO downlink system with a
BS, an eavesdropper and K legitimate users, as illustrated in
Fig. 1. The BS is equipped with N > 1 transmit antennas to
serve the legitimate users in the presence of the eavesdropper.
In addition, an RIS consisting of M reflecting elements is
deployed to ensure the secure transmission of data. The reflec-
tion coefficient of the m-th reflecting element of the RIS is
denoted by ¢,, = 7%, where 0,,, € [0, 27] is the phase shift.
The set of RIS reflection coefficients is collected in the diag-
onal matrix ® = diag (¢), where ¢ = [¢q, - ,QSM}T with
lom|® =1, me M, M 2 {1,2,...,M}. A = diag (¢) is
the random phase noise matrix, wherein ¢ = [¢)y, - - - ,1/)M}T
and 1, = e??m  The phase 1, is the m-th RIS element’s
phase noise caused by the presence of HIs at the RIS, which
is assumed uniformly distributed in [—7/2,7/2] [28]." The
direct channels from the BS to the legitimate user k& and from
the BS to the eavesdropper, the indirect channel from the BS
to the RIS, and the reflection channels from the RIS to the
legitimate user k£ and from the RIS to the eavesdropper, are
denoted by hBU,k S (CNXl, hgg € (CNXl, Hgr € (CMXN,
hry x € CM*! and hry € CM X1, respectively.

The signal transmitted by the BS is given by

K
A A
X:ZWkSkJrT]t:XJrT]t, (1)
k=1
where sj, is assumed to be an independent Gaussian ran-
dom variable with zero mean and variance E “skﬂ = 1

In addition, wy € CN*! is the corresponding beamforming
vector. Hence, the precoding matrix of the BS is defined as
W £ [wy,- -, wg] € CV*E_ which satisfies the constraint
Tr(WHW) < P, where P represents the maximum transmit
power. The additional distortion noise term 7, describes the

The analysis of reflection models with phase-dependent amplitude [29],
[30], [31] is postponed to a future research work.
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impact of the HIs at the transmitter. According to the model
in [32] and [33], the distortion noise is assumed to be
proportional to the signal power. In particular, the entries of 7,
are independent zero-mean Gaussian random variables whose
distribution is CA/(0, X ), where Y = rdiag (WWH) and
k¢ = 0 is the ratio between the transmit distorted noise power
and the transmit signal power.

The signal received at user k is given by

YU,k = h%,kx + ek + 10K = Uk + Dok 2)

where hgk £ th +APHpRr + thk and nyy is the
additive white Gaussian noise (AWGN) whose distribu-
tion is CN(0,62 ;). Also, 7, is an additional distortion
noise term that is independent of %y and whose distri-
bution is CAN(0, oy ), with o, ) being defined as o, =
E{nr,k 19U & \; , where k., > 0 is the ratio between the
distorted noise power and the undistorted received signal
power [26].

The achievable rate of user k in nat/second/Hertz (nat/s/Hz)
is given by

Ry =log (1 +yuk), 3)
where
A wilhy phj , wy
TUE= 5 .
_Zl wilhy phy , wi +hy)  Yohy g + ok + 65,
1=
ik

“4)
We consider the worst-case assumption that the eavesdrop-
per can eliminate most of the noise with the exception of
the distortion noise due to the hardware at the transmitter.
Also, we assume that the eavesdropper can decode and can-
cel the interference from other users [34]. In addition, the
eavesdropper is assumed to actively attack the communication
system. Specifically, by pretending to be a legitimate user
sending pilot signals to the BS during the channel estimation
phase [35], the eavesdropper can mislead the BS to send sig-
nals to the eavesdropper. Furthermore, low-complexity channel
estimation methods [36], [37] can be adopted to estimate
the RIS-user and RIS-eavesdropper channels. Then, the signal
received at the eavesdropper is given by

yp = hpx + ng, (&)
where hll £ hll. A®Hpg +hl} and ng is the AWGN whose
distribution is CA(0,62). Then, the achievable rate of the
eavesdropper associated with user & is

Hh hH
RE,kZIOg <1+ Wi g Wk >

kPR TR 6
hI Y hg + 63 ©

B. HIs Model

We focus on the ergodic secrecy rate that is defined as Rj, =
[E{Ru} —E{Rg:}]" and the expectation is taken over the
randomness of A. However, the expression of the exact Ry, is
difficult to compute, due to the expectation operator outside
the logarithmic symbol [38]. Hence, we utilize [39, Lemma
1] to obtain the approximate ergodic secrecy rate (AESR) of
user k as follows

Ry, ~ Ry — Rex, )
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where
Ry = log(1+90.k) ®)
_ wHE {hpht ) wy,
Rer 2 log |1+ k = . O
Bk =08 < Tr [X,E {hgh! }] + 62 ©

based on the definitions given in (10)—(12), shown at the
bottom of the page.
To apply the approximation, we need to calculate

Ey {w*wT and Ey, {¢"}. To this end, we denote §y =

¥;—v5,14,j € M. Since ¥; and ¥); are uniformly distributed in
[~7/2,7/2], their probability density function is f (9;) = *.

™
Hence, dy follows a triangular distribution in [—, 7], whose

probability density function is [28]

>

1 1
Loy + 1 5196[_77 0}
So) = & ™ ™’ L 13
[ (d9) {_7325194_71“ 0y € [0,7]. (13)
Therefore, we have Ej, {/%77%i} = Es, {e/%} =

ST f(69)e%?dsy = %, and Ey, i’l/}*’l/}T} can be formulated
as in (14), shown at the bottom of the page, where

0, P =7,
Gl = o (15)
(G, {;12, i
In addition, we have Ey, {efjﬁi} _
f_i f () (cos¥; — jsindd;) dv; = %, and we hence obtain
" 2
Ey {47} =1, (16)

where 1 represents the unit column vector with all elements
equal to one. By substituting (14) and (16) into (11), we have

E {hyh{ ; }
2

= 2Re {HER{)Hdiag (hru,k) 1th.k}
- :

+Hig @M diag (hgy ) (In + G) diag (th) i) ®Hpgr
+ hBU,thBIU,;c
= Hily ®"diag (hgy ) TT diag (hjly ;) ®Hpr
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where Hy j, = [ﬁU,k fIUJC], ﬁﬁ,k = %th7k¢HBR+th,k’
A, 2 Tdiag (hfl,,) ®Hpr and TTT £
diag ((1 — %) 11\4).
By definition, g, = E {F&r,k HgUng} Hence, o, , can be
rewritten as
o = Tr [ﬂr,k (WWH + rpdiag (WWH)) ﬁU,kﬁgk]

+ e k8 g (18)
and ]?U\k is given by
Ry =log (1 +70k), 19)
where )
qH
— A HHU’kaHQ
YU k=

K | _ 2 _ ’
> HH{{II@WI , T Tr {TtHU,ng,k} +ork + 0%
=1

ik
(20)
Similarly, by substituting (14) and (16) into (12), we have
— HITIII:]IW]CHQ
R =1 1+ _— 12 , 21
Bk =08 ( Tr [ X HHE] + 02 D

where [, {hEhE} = HzHYI Hp £ [flE ﬂE] , ﬂg £
TTdiag (th) PHpr and/l\lg £ %hEE‘I’HBR + th

Accordingly, the AESR Ry, of the legitimate user £ is given
by [38]

Ry £ |Rux — Rek (22)

me

C. Problem Formulation

To maximize the WMAESR while ensuring fairness,
we consider the weighted joint optimization of the precoding
matrix W and the reflection coefficient vector ¢. By denoting
the weighting factor of user k£ by wy, the WMAESR maxi-
mization problem is formulated as

s g 3,5 " peme {wh @)
+ (ZHE. ®"hpy o +h “hi  ®Hpr+h >
(77 BRTTRUK BU”“) (w RU.&Z2IBR BU”“) s.t. W € Sw, (23b)
= hyshy ;, + Hu o Hy , = Hu pHu g, (17) b €S, (23¢)
. W?E {hU,khg,k} Wi
Yok = : (10)
> wiE {bo bl fwi+ Tr [E {hoshll b + oo + 02
ik
E {hyih{ ,} = 2Re {Hpg ®"diag (hru ) Ey {*} hiy 1.} + heushiy .
+HH ®Hdiag (hpy ) By {w*q/;T} diag (¥, ;) ®Hgg. (11)
E {hghfl} = 2Re {H} ®"diag (hrg) Ey {¢*} hij} + hgehiig
+HH ®Hdiag (hpp) By {¢*¢T} diag (hlly) ®Hpg. (12)
1 Egﬁ {ejﬂz—jﬂl} L. Egﬂ ejﬂM—jﬂl
E519 {ejﬂl—ﬂ%} 1 L. E(S.g ej’ﬂM—jﬂz
Ey {49} =T + G = | . , (14)
E% {ejﬁlfjﬁM} Etso {ejﬁZ*]"l?M} L. 1
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where Sw £ {W|Tr(WHW) < P}, K £ {1,2,..., K},
M=E{1,2,..., M} and the set Sy £ {@||pm| =1,m € M}
accounts for the unit-modulus constraint on ¢. Compared to
the corresponding system model with no HIs, the objective
function of the problem in (23) is more complex. The analysis
of the AESR instead of the information rate further compli-
cates the objective function to the point that a direct solution
becomes intractable. To circumvent these issues, we propose
two efficient algorithms in the next sections.

III. BCD-SOCP ALGORITHM

In this section, we propose a BCD-SOCP algorithm to solve
the problem in (23). Specifically, we first decouple the problem
in (23) into two subproblems, each of which is converted into
an SOCP problem that can be efficiently solved. The two
subproblems are then alternately solved until convergence.

A. Problem Reformulation

To reduce the complexity of the objective function in (23),
we write I; as the sum of three parts, i.e.,

Riu(W, ¢)
= Ru (W, $)~Reu(W, ¢)
[Etwy |2 + Tr [Y HgHE] + 5]%3)
Tr [ X, HgHY] + 03

- ﬁ(w,@—log(

= fl,k(w7¢)+f2,k(wv¢)+f3(wv¢)7 (24)
where -
fl,k(Wa ¢) = RU,k’(Wv ¢)7 (25)
Bl w2 + Tr [ A HY]
f2,k(Wa ¢) 2 - IOg 1+ 2 52 )
E
(26)
7 irH
fs(W, ¢) = log (1 + W) : @7
E

In the following, we derive lower bounds for fi j, f2 5 and
f3, respectively.

As far as fyj is concerned, we derive a lower bound by
applying the closed-form FP approach [40]. First of all, fi j
can be tackled based on the following lemma.

Lemma I: Consider the function f (y) = log (1 + ) — 4y +

A+9T o any & > 0. Then, we have

1+x
log (1+2) = max f (), (28)
y=0

and the optimal solution is y = Z. |
The lemma provides a lower bound for log (1 + Z), which
is tight when y = Z. Hence, by introducing a set of auxiliary
variables V = {v; > 0,k € K}, we have
(14 vk) YUk

fl,k(W7¢7v) >1Og(]‘+vk‘)_vk+ —
L+7uk
The variables W, ¢,V are coupled together due to the term

% To tackle this coupling, we introduce a set of

. (29)
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auxiliary variables U = {u, € CM+D*1 | € K} and adopt
the quadratic transform [40]. Therefore, a lower bound for f; j,
can be expressed as

Fie(W,9,U.V)
= log (1 +vx) + 2¢/(1 + vx)Re {ugﬁ%ykwk}
—v, — (14 /fr,k)é%’kuguk — (1 + Krp) Uy,
Tr KWWH—Fmdiag (WWH)) ﬁu,kﬁg,k] . (30)
The relation between f; ; and fi ;, is
fie(W, 9) = max Le(W,o,U. V),

t

€1y

where the optimal u®" and v{*" are given in (32) and (33),

shown at the bottom of the page, respectively.
As far as fo ), is concerned, we introduce the following
lemma to obtain a lower bound.
Lemma 2 [41]: Consider the function f (y) = —yz+log g+
1 for any z > 0. Then, we have
oo — 7
ogZ = max f ),
and the optimal solution is y = % [ |
The lemma shows that f () is a lower bound of — logz,
and the bound is tight when § = L. Let us denote D =
ABlw, ||+ Te[ Y ApHE
{dr 2 0,k € K} anddeﬁnej::1+|| = kH2+52[ - E],
E_
9 = dj. Then, a lower bound for f, ;. is given by f5 1, which
is defined as

(34)

1]

f2,k(W7¢> = ngX fZ,k(W7¢>D)a (35)
where ,
~ Hiw, || +Te[r HeAY
FurW,6,D) = —dy (14 e i)
+logdy + 1, (36)
and the optimal solution for dj, is
—1
Fllw, |2 + Tr [Y HpHE
dzpt: 1+|| B k||2 = [ tEE E} (37)
E

Finally, to find a lower bound for f3 that is given
in a tractable analytical form, we utilize the following
lemma.

Lemma 3 [42]: Given the complex vector y, the function

f(7,%) = (||>_<||§ + 52> ||}7||§ — 2Re {y"x} + 1 satisfies
(52

113 + 62

and the optimal solution is ¥ =

= min f (¥,%), (38)
Yy

|
52 :

a W’ which
W. Then, let us introduce a new
variable w = vec(W), w € Sy £ {w|w'w < P}. Due
to the complexity of f3, we derive the corresponding lower
bounds for the following two cases: 1) Case A: Given the
other variables, w is the only variable to be optimized; 2)

Case B: Given the other variables, ¢ is the only variable to
be optimized.

The lemma provides an upper bound for
is tight when y =

opt V (1 + Uk)ﬁ{{Lka

uk -

opt = ——
UV = YUk

(L) (T [ (WWH o wydiag (WWH) ) B o B |42 )

(32)

(33)
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1) Case A: Given the other variables, W is the only
variable to be optimized. Based on Lemma 2 and Lemma 3,
a lower bound for f3(W) is obtained as stated in the following
lemma.

Lemma 4: Let us introduce the auxiliary variables p,, and
Qw- A lower bound for f5(W) is given by

Faw (%) = —WHCy % + 2Re {ngv"v} + 3w, (39)
where (~337W 2 py ||qw||§ LL", Bg’w £ pyLdy, 3w = —Dy
law 13 03 —pw+log pu+ 1. LLT £ 5, (I ® diag (ApFY)).

Additionally, the optimal solutions for p,, and qy, are given

by
Tr [Y HyHE

pSf’t<1+r[ e E]>, (40)

6E

LTw

aPt= (1)

ILTW |5 + o
Proof: See [43, Appendix Al. |

2) Case B: Given the other variables, ¢ is the only
variable to be optimized. Based on Lemma 1 and Lemma 2,
a lower bound for f3 (¢) is obtained as stated in the following
lemma.

Lemma 5: Let us introduce the auxiliary variables py and
Q. and denote §4 and Q¢ as Qg = [q¢ Q¢] . A lower bound
for f3(¢) is given by

foo @)= ~¢"Cao6+2Re {BY 0| +dss  @2)

where C3 o = £ —pg +logpy + 1 — py ||Q¢||F thJJThBE -
by ||Q¢||F6 + 2p¢Re {Tr [Jq¢hBE]} It £, Cd¢ =
Ps |Qsl Cs.6. bsg £ pyas , — ps |Qul7 bs.e and

Csg £ <<ﬂ_2hREhRE> ®© (HBRJJTHBR)T>
+ ( (diag (hgg) TT diag (th)>
T
© (HprdJ"HER) > ,
b, £ hil diag (HBRJJThBE> ,

2 . A .
agy 2 HWHBRJq¢h§E+HBRJQ¢TTd1ag (th)} .

1,1

T
2 . A .
{HBRJq¢hI§E+HBRJQ¢TTd1ag (th)] ] .
T M, M

Additionally, the optimal solutions for p, and Qg are given

by
Tr [Y Hp Y]
t E
Py = <1+5% , (43)
p— R (#4)
[ 9T H [} + 0
Proof: See [43, Appendix B]. |

Thus, by denoting P = {pw,ps}, Q =
bound for f3 is expressed as

r o~ A f3V~V(v‘(77¢7,P7Q)7
) apv = = ~
o(%0,%,2) {f3,¢<w,¢,7>, Q).

{aw, Qy}. a lower

Case A

. (45
Case B (43)
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AFinally, from (24), (30), (35) and (45), a lower bound for
Ry, can be formulated as

Riy= [Nl,k(wa U V)+ for(W,$,D)+ f3(W, ¢, P, Q)] ’

(46)
Eventually, the problem in (23) can be reformulated as
R } 47
wd)MVD'PQ};%l’rCI {wk k “72)
s.t. w € Sg, (47b)
¢ <S,. 47¢c)

To solve the problem in (47), we use the BCD method to
alternately optimize each variable in the objective function,
while keeping the other variables fixed. The optimal solutions
for U, V, D, P and Q are given in (32), (33), (37), (40),
(43), (41), and (44), respectively. On the other hand, the
optimization of the precoding vector w and the reflection
coefficient vector ¢ are addressed in the following sections.

B. Optimization of the Precoding Vector w

In this subsection, w is optimized under the assumption that
all the other variables are kept fixed. Since the lower bound
f3 w in (39) is a quadratic function in the optimization vari-
able, we rewrite fi , (W) and fa 1, (W) as quadratic functions
as well. R

1) Mathematical Derivation of f1 1 (W). Let us denote by
t), the vector whose single non-zero element is one at the k-th
position. Then, f1 (W) in (30) can be reformulated as

Fre (W)
= 2+/(1 +vx)Re {Tr [tkugﬁgykW]}
+e1wp — (L + e g) u?uk
xTr [WH (Hy Hy , +riediag (Hy  Hy 1)) W]
= 2Re {Tr By W]} — Tr [WHcl,W,kw] + Gk, (48)

where By & 2 /A4 tku,C H U e Clwk £
log(1+v,) — v — (L4 Frk) (5U yulu, and Cpyp £
(1 + Iﬁ:r’k) uguk(ﬁukﬁg’k + mdlag(HU kHU k))
Then, by using the identity Tr[ABC] =
(vec (AT)" (1@ B)vec(C) and Tr[ATD] -
(vec (A))" vec (D) [44], we have

Fuow (%) = 2Re { Bl oW } = WHC1 o + 1
(49)
where by, x £ vec (BII{W k) and Cy w1, 2 Ix @ Cy i
2) Mathematical Derivation of fo 1, (W). By using the iden-
tity Te[ABCD] = (vec (D))" (CT® A) vec(B) [44],
fa.r (W) in (36) can be reformulated as
Fo (%) = _5%: (Tr [ AW, e W]
+ 1y Tr [WHdiag (HgHp ) W)
+ logdy + 1 — dj
dp,

-7 (% (6ot @ (AsAE) ) w
B,k
+ mv~vH (IK ® diag (P_IEI:IE)) v~v)
+ logdy + 1 — dy,

= —WwICy kW + ot (50)
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where Cpyp 2 g—é((tktg)T ® (HgHY)) + ri(Ix ®
diag(ﬁEﬁg)) and Co v 1 élog di +1—d.

Substituting (39), (49) and (50) into (47), the subprob-
lem for w can be transformed into the following equivalent
problem

maxmin  {7wx (%)} (51a)
s.t. W € Sg, (51b)

P (W) = —WH @, oW + 2Re {Bg,kvv} +er (52)

and éw, ks f)ka and ¢, are defined, respectively, as follows

Cw,k £ Wk (él,w,k + é2,w,k + é3,w) ) (533-)
by 2 wi (Bl,w,k + Bg,w) , (53b)
Cwk = Wk (Crwk + Cowk + C3w) - (53¢)
Finally, by introducing the auxiliary variable dy,

the optimization problem in (51) can be reformulated
as

rp%x Ow (54a)
St Ty (W) = 0y, k € K, (54b)
w € S (54¢)

The obtained reformulation in (54) is an SOCP problem
whose globally optimum solution W can be obtained
by using standard numerical optimization methods,
such as CVX.

C. Optimization of the Reflection Coefficient Vector ¢

In this subsection, ¢ is optimized under the assumption that
all the other variables are kept fixed. The lower bound f3 4
in (42) is a quadratic function in the optimization variable.
Therefore, we rewrite fi1(¢) and fo (¢) as quadratic
functions. -

1) Mathematical Derivation of f1 (¢). First of all,
qu{IjI% Wk can be rewritten as

uop | Bty
uy | [fi%k] W
uj;,k%th’k@HBRW;C + u;kth,kwk
+u} , T diag (hgy ) PHerwy,

= <u§ikTTdiag (hily ;) diag (Hgrwy,)

HygH _ *
wp Hy pwy = [ug

+ u¢,k,;hEU7kd1ag (HBka)) o)

* H
+ ug hgy Wi

= aj'y 1@+ uj hpy Wi, (55)

where af! £ ull TTdiag (hgw) diag (Herwy) +
uz,k%th,kdiag (Hprwy).
Denoting (14 kg uI,;Iuk

Aigk £
(WWH—i-/itdiag (WWH)) and using the matrix identity
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in [44, Eq. (1.10.6)], we have
TI‘ [Hg,kALfﬁ,kHUJC]
=Tr [Al,as,kflu,k-flg,k + A17¢J€I:IUJ€I:II[§,I¢}

4
= ﬁﬁ [(I)HhRU7khIl%U}k(I)HBRAI,(z;,}cHgR]

+Tr [‘I*Hdiag (hgy k) TT" diag (hfiy ;)

(I:'HBRAL(WCHI];IR]

2
+ 2Re { ;hEU7k(I’HBRA1,¢,khBU,k }

+hijy 1 A1erhBU
= ¢"Cryx0 +2Re {bll, 0} + hfy A1 hpuk,
(56)

where

- 4
Cipr £ (ﬁhRU,kth,k) © (HprAy,4xHpg)"

+ (diag (hgy ) TT" diag(hiy ;)
© (HprA1,41Hpg)",
2 .
b11{,¢,k £ ;hEU,kdlag (HgrA1,¢,khpu k) -
Then, ka (¢) in (30) can be reformulated as
Jik (@)

=2 (1 + vk)Re {u?ﬁg,kwk}+ log (1 + Uk) — Uk
—Tr [AY pA1xHuk] = (1+ frk) 60,0y up

= 2Re {Blﬁ@kd)} — ¢Hé1,¢,k¢ + C1,¢,k> (57)
where
bigr 2 V(1 +vr)arsr — brgr,
Crox = log (1 +vk) — v — (1 + Krg) 5%7kufuk

—hiy pAgrhpuk
+2y/(1 + vr)Re {u, yhgy Wi } -
2) Mathematical Derivation of f27 k (@) Similarly, denoting

Aok £ wiwi + mdiag(WWH), Tr [ITIEAZWCHE] can
be rewritten as

Tr I:IjII}—EIA.Q,¢,kIjIE}
=Tr |:A2’¢’kflEﬁI];:I + A2’¢’kI:IEI"\Ig]
4
= 5T [®"hprphip PHprAS 4 cHig |

T [@Hdiag (hpg) TT diag (hy) Hpr A 4 1 HEL
2
+2Re {Wthq’HBRAQ,qb,khBE} + thA%ﬁ,khBE

= ¢""Cy 410 + 2Re {b5 410} + hEp A, cheg,
where
Capp = (%hREth) © (HprAsz,, Hpg) "
+ (diag(hgre) TT" diag (hizy))
© (HerAz,4tHpr) ",

2 )
by 5 & ;thdlag (HprA2,4 1hpg) .

(58)
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Then, fg’k (¢) in (36) can be reformulated as

- d _ _
f2,k(¢) = —5% (TI‘ [HEAQ,qﬁ,kHE]) =+ logdk +1—dy
E

= —¢"Cyyrd — 2Re {Bgd)w} Y g (59)
where Cy 45 2 %Cz,w@, bag i 2
logdy +1 —dy — TgthAZqﬁ,khBE‘

By substituting (fQ), (57) and (59) into (47), the optimiza-
tion subproblem for ¢ is equivalent to

dy ~ A
sib2ok and Co =

max min {Foi (D)} (60a)
st d € Sy, (60b)

where
Fou (8) = 9" Cox +2Re (Bl 10 | + o, (61)

and éd;,k» Bd),k and ¢4 1, are, respectively, given by

Cok 2 wp(Cror + Cogr +Csg), (62a)
byr = wi(b1.gpr — bagr +bsg), (62b)
Coke = Wi (Clpk + Copk + C3,0) - (62¢)

By introducing the auxiliary variable d4, the problem in (60)
can be rewritten as

Ig%f 0g (63a)
s.t. ’Fqﬁ,k (¢) = §¢, ke ]C, (63b)
<S8, (63c)

Due to the non-convex unit-modulus constraints in (63c),
the problem in (63) is still non-convex. Furthermore, if the
semidefinite relaxation (SDR) is used to relax the problem
with rank-1 constraint, it would be difficult to obtain a good
solution for a phase-only beamforming problem by using
Gaussian randomization [45]. Hence, the penalty CCP [46]
is used to tackle this issue. To this end, we first note that
the constraint (63c) can be equivalently rewritten as 1 <
|¢m\2 < 1,m € M. Also, the non-convex parts can be

2
linearized by ‘d)%‘ — 2Re ( 1. m < —1 for any fixed qﬁm
at the t-th iteration. By introducing a set of slack variables
b =1[b,...,b M]T and a penalty multiplier \, the problem

in (63) can be reformulated as
2M

dggi?(b 0p — A Zm:l b (64a)
s.t. ’I~’¢’k (d)) > (qu, kekK, (64b)

o4|" -~ 2Re (#.01]) <bw—1LmeMEEK,
(64c)
6m|” <14 barim, (64d)
b > 0. (64¢)

The problem in (64) is an SOCP optimization problem, which
can be solved by using conventional numerical optimization
tools, such as CVX. The details of the proposed penalty
CCP algorithm for solving the problem in (64) are summa-
rized in Algorithm 1. More specifically, Hq&m — (;b[t_l]H <
€1 controls the convergence of Algorithm 1, and Hb||11 <
€9 guarantees the unit-modulus constraints in (63c), provided
that €5 is sufficiently small. Additionally, the maximum value
Amax 18 introduced to avoid the numerical issues caused by a
large A.

7513

Algorithm 1 Penalty CCP-Based Optimization for RIS Reflec-
tion Phase Shifts
Initialize: Initialize ¢p[*) = ™), v > 1, and set t = 0
while H(bm — " Ul > e or ||b]l, > e2 do
Update qb[tﬂ] fron‘ll Problem (64);

—_

2:

3: )\[t+1] = min ’Y>\[t], Amax};
4: Sett—t+1

5: end while

6

: Output "t = gl

Algorithm 2 BCD-SOCP Algorithm

Initialize: Initialize w(*, ¢() to feasible values and set n=0

1: while The value of the objective fuction in (47) has not converged
do

2: Given w(™ and ¢("), calculate ¢/t pr+h pltl)
PO+ and QY by using (32), (33), (37), (40), (43), (41)
and (44);

3: Calculate w1 as the solution of the problem in (54) while
o,y tH Yot prtl) pt) ang 9D are kept
fixed;

4:  Calculate ™Y via Algorithm 1 while W™tV (1),
yrtl) pitl) pot) gpng 9D are kept fixed;

5: Setn«—n+1

6: end while

D. Algorithm Development

1) BCD-SOCP Algorithm: In Algorithm 2, we present the
complete BCD-SOCP algorithm. Specifically, we maximize
the WMAESR by alternately optimizing the variables U/, V),
D, P, Q, w and ¢. Note that the globally optimal solution of
the problem in (54) can be obtained at each iteration. Hence,
the convergence of Algorithm 2 is guaranteed.

2) Complexity Analysis: The complexity of optimizing the
auxiliary variables U, V, D, P and Q is discussed first.

The complexity order for computing each uy, in (32), vy in
(33), dj, in (37), pw in (40), pg in (43), gy in (41), and Qg4 in
(44) is given by O(N?K + N?(M +1) + M2N), O(N*K +
N2(M+1)+K(M+1)?), O(N?K+N?(M+1)+(M+1)?),
O(N?K +N%*(M+1)), O(N?K + N2(M +1)), O(N?K? +
N2(M +1)) and O(N?K + N%(M + 1)), respectively. Thus,
the total computational complexity for obtaining U, V, D, P
and Qis O(K (N?K?+N? (M + 1)+ K (M + 1)2+M2N)).

The computational complexity for calculating the main opti-
mization variables corresponds to the complexity of solving
the SOCP problems formulated in (54) and (64). According
to [47], since the problem in (54) includes a power constraint
and K rate constraints whose dimension is N K, the corre-
sponding complexity is O (N®*K5). Similarly, the relaxed
version of the problem in (64) includes 2K rate constraints
of dimension M and M constant modulus constraints of
dimension one. Denoting by ¢,,.x the maximum number of
iterations for Algorithm 1 to converge, the corresponding
complexity is O (tmax (M3 + M3K?5 + N3K5%)).

In summary, the computational complexity of each iteration
of Algorithm 2 is O (tmax(M35+ M3K?® + N3K59)).

IV. BCD-MM ALGORITHM

In Algorithm 2, the use of CVX to solve the SOCP prob-
lems results in a large computational complexity, since high
complexity optimization algorithms, such as the interior point
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method, are utilized. To reduce the computational complexity,
we introduce, a BCD-MM algorithm. Specifically, since the
objective functions in (51) and (60) are non-differentiable,
we first derive smooth lower bound functions, and then apply
the MM algorithm by introducing surrogate objective functions
for the obtained lower bounds. We show that this approach
results in a simple closed-form solution.

A. Approximates Functions

Based on [48], we approximate the objective functions in
problems (51) and (60) as

K
min {7 (%)} % ] (8) =~ log (Zexp {~CFwi <v~v>}> ,
k=1

ke ¢
(65)
1 K
min {7 (9)} = £ @) =— ¢ log (; exp { (o (¢>>}) :
(66)

where f (W) and f (¢) are lower bounds for the objective
functions in (51) and (60), respectively, and ¢ > 0 is a
smoothing parameter that satisfies the conditions:

%)+ ¢ 1og () > min {7 (9)) > £ (%) (67
£(6)+ ¢ log () > min (o (81} > 1 @) (69

In [49], the authors proved that — . log(3" ¢ y exp {—pz})
is a concave function of x and is monotonically increasing.
Additionally, 7 ;, (W) is a quadratic concave function of W,
and hence f (W) is a concave function of w. Similarly, f (¢)
is a concave function of ¢. The smoothing parameter ( is
optimized as described in [6]. Specifically, we set  equal to a
small initial value, and then gradually increases it, to improve
the approximation accuracy, until it reaches an upper limit
Cmax- The advantage of this strategy is that it avoids local
minima in the early stages of operation and avoids the loss of
accuracy caused by the use of a large smoothing factor, which
can degrade the performance of the MM algorithm.

B. Majorization-Minimization Method

Armed with the approximated functions in (65) and (66),
we adopt the MM algorithm [50]. The MM algorithm does
not directly optimize the functions in (65) and (66), but it
operates on surrogate functions that are easier to optimize.
Specifically, let us consider the maximization of the complex
function f (x) where x belongs to a set Sx. Let us consider the
surrogate function f (x|x(”)) with given x(™, where x("™ is
the optimal solution that corresponds to the surrogate function
at the (n— 1)-th iteration. The surrogate function f (x|x(”)) is
said to minorize f (x) at the given point x(™) if the following
conditions are satisfied [50]:

(A1) f(x[x(™) is continuous in x and x("™);

(A2) f(x(")|x(")) = f(x™),x(" e S;

(A3) f(x|xM) < f(x),x,x™ € S

(A4) f(x™ x| = f/(x™;5m), nwithx™) 4 €
S, where f’(x(™); ) is the directional derivative of f (x(™)),

which is defined as o .
n A _ n

(69)
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A drawback of the MM algorithm is that it may need
many iterations to converge. To circumvent this issue, the
SQUAREM method [51] is used to accelerate the convergence
of the MM algorithm and hence to reduce the computational
overhead.

C. Optimization of the Precoding Vector w
With f(w) defined in (65), the subproblem in (51) can be
transformed into the following problem
(70a)
s.t. W € Sg. (70b)
A surrogate function for f (W)is given in the following lemma.
Lemma 5: Let w(™ be the solution at the (n — 1)-

th iteration. For any feasible w, f(W) is minorized by the
following quadratic function

T (%) = &y + 2Re {7} + aw'lw,

where

K
S =)\ (p. . _ CH w®)) _ 5w
Ty 2 ;h%k (W ) (bw,k Cw7kw ) aw\"  (72a)

max f (W)

(71)

(72b)

—2Re {é P (w}'v(")> (Eg’k—wWHCM) v~v<">} :

& 2 f (V;,m)) + aw(™-Hg ()

a2~ max {Tr [éw,k} } — 2 max (6w} (72¢)
and hy g, (W) and o are, respectively, given by
P i (gv(n))
o o (=G (W)} 73)

S exp { (P (W)}
~ ~ ~ 2 ~ ~
o 2 PTr [Coe €l ] +[[Bu|| +2VP |G -
’ 2 2
(73b)
Proof: See Appendix A. |
Therefore, the problem in (70) can be approximated as
max f (v~v|v~v<">> : (742)
st.w e Sg. (74b)
The optimization problem in (74) can be solved by using the
method of Lagrangian multipliers. Specifically, the Lagrangian
function is given by
L(W,e)=f (\TV\VV(”)) —e(Ww-P), (79
where ¢ is the Lagrange multiplier. Therefore, the optimal

solution w of the surrogate optimization problem in (75) at
the n-th iteration is

w(nth — Vo

(76)

D. Optimization of the Vector ¢ of Reflection Coefficients

With f(¢) defined in (66), the subproblem in (60) can be
transformed into the following problem

mgx f (o) (77a)

s.t. ¢ € Sy. (77b)
A surrogate function for f (¢) is given in the following lemma.
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Lemma 6: Let ¢™ be the solution at the (n—1)-th iteration.
For any feasible ¢, f(¢) is minorized by the following
function

f(¢le") =2+ 2Re {71/}

where n is the iteration number, and

v, 2 i ho (67 (Bos — CHio™) = o™, (19)

(78)

gy 2 ¢(" ) +2Mj (79b)
—2Re{ he ¢<") (bM — ™ C¢.k)¢ )}7
with = { ( )}
W\ & expq—Crox | @
RO R vy ey oy R
82 —max {)\max (CM) } (80b)

~ 2 ~ ~
¢ m}gx{”b¢,kH2+M>\max (ConClL))

#2|Coibon] }-

Proof: See [43, Appendix D].
Therefore, the problem in (77) can be approximated as

I (81a)
s.t. ¢ €Sy (81b)
n+1

The optimal solution qS at the n-th iteration is given by

" =exp {j Ly}, (82)
where exp (-) and Z(-) are intended as element-wise func-
tions.

E. Algorithm Development

1) BCD-MM Algorithm: The accelerated version of the
BCD-MM algorithm is summarized in Algorithm 3. Specif-
ically, the optimization problems in (51) and (60) are trans-
formed into the optimization problems in (74) and (81), whose
approximate optimal solutions are given in (76) and (82),
respectively. In Algorithm 3, the following notation is used:
R () is the objective function of the problem in (23); Fy ()
and Fy (-) denote the nonlinear fixed-point iteration map of
the MM algorithm in (76) and (82), respectively. Specifically,
steps 6 and 11 refer to the proposed gradient method based on
the SQUAREM method. Steps 7 and 12 refer to the projection
operation to force wayward points to satisfy the nonlinear
constraints. In addition, steps 8 and 13 ensure the ascent
property of Algorithm 3. In step 14, the adjustment factor ¢
is used to successively increase the smoothness factor ¢ from
its initial value to (pax.

2) Convergence Analysis: Since the surrogate function
f (W|w(™)) satisfies the conditions f (W[Ww(™)) < f (W), and
F(wm &) = f (%), with given ¢™), we have

JE, @) = FEOF) < FwD )

< fwHD g,

Similarly, with given w(™), we have

(!, W) = (¢ 16") < f(o" M g™)
< flo Wity

(83)

(84)
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Algorithm 3 BCD-MM Algorithm

Initialize: Initialize v~v(0), ¢(0) to feasible values. Set n = 0, the
smoothing factor ¢, the maximum value of the smoothing factor (max,
the adjustment factor ¢, the maximum number of iterations nmax and
the error tolerance &.

while =< [RECHD, @0HD) — R (%0, 60|

/"R(”W ¢<">)) and 1 < Nmax do

2: Given W™ and ¢™), calculate (D, YD phtd)
PO and QY by using (32), (33), (37), (40), (43), (41)
and (44);

Calculate w1 = (™ — 201 + o?ja;
If H g (1)

3: Calculate W1 = Fiy (v”v“”) and Wo = Fy (W1);

4: Calculate j; = Wy — w(™ and Jjo =W — W1 — ji1;
5: Calculate the step factor o = ”j;”;

6:

7:

> VP, set wnt) ("H)

8: If f( ("‘H)) < f (W), set o — Lo 1), 2o back to step

VP &
[[wm D],

9:  Calculate ¢, = Fy (d)(”)) and ¢y = Fy (¢):
10:  Calculate k; = ¢, — ¢™) and kzy = ¢y — ¢, — k13

11: Calculate the step factor 3 = ”k;Hz

12: Calculate ¢ = exp {L (¢(") —20k; + szg) };
13: If f (¢("+1> < f(¢s), set B — @, 20 back to step 9;

14: Set ¢ «— min (¢*, (max) and 7 — n + 1;
15: end while

Then, the values of the objective function generated by the
BCD-MM algorithm are monotonically increasing. In addition,
subject to the maximum transmit power constraint, the objec-
tive function in (23) is upper bounded. Hence, the BCD-MM
algorithm is guaranteed to converge.

3) Complexity Analysis: The computational complexity of
optimizing the variables U, V, D, P and Q is the same
as in Section III-D, which is O(K(N?K? + N? (M + 1) +
K (M +1)® + M2N)). Therefore, we are left with the anal-
ysis of the computational complexity of the two remain-
ing optimization variables w and ¢. First, we note that
Tw k (\TV(")) and 74 1 (\TV(”)) can be reused when calculating
B (W) and hgy (W), respectively. Also, we note
that the complexity required to calculate Ay, j (W) and
hor (W) is O(K(N?K? + N2 (M +1) + M?N)) and
O (K (N?K 4+ N? (M + 1) + M?N)), respectively.

As far as the optimization of w is concerned, the complexity

of computing 0y, and & is O (N3K3) and O (K (N3K3))
respectively. The complexity of calculating ¥, mainly depends
on Ny i, (\7\/(”)2. Hence, the complexity of computing (1)
is O(K(N3K3+N? (M + 1)+ M?N)). As far as the compu-
tational complexity of the subproblems corresponding to ¢ is
concerned, the complexity of computing A, ((~3¢ k ég &
O (M?) and the complexity required to find 3 is O(K (M? +
N2K + N%(M + 1) + M?N)). Hence, the complexity of
calculating "™V is O(K (M3 + N2K + N%(M + 1) +
M?2N)).

Finally, the computational complexity of each iteration of
Algorithm 2 is O(K(N3K? + M3 + N?(M + 1) + M?N)).
Therefore, the complexity of Algorithm 3 is lower than that
of Algorithm 2.
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Z(m)

Fig. 2. The simulated RIS-assisted MISO communication scenario.

V. SIMULATION RESULTS

A. Simulation Setup

In this section, simulation results are illustrated to evaluate
the performance of the proposed BCD-SOCP and BCD-MM
algorithms. Figure 2 depicts the considered simulation setup,
wherein the BS and the RIS are located at (0 m, 0 m, 30 m)
and (zgrrs, 0 m, 10 m), respectively. Unless stated otherwise,
zris = 50 m. Three legitimate users are randomly located in
a 10 m x 10 m area, whose center is (xy, yu, 1.5 m), and the
eavesdropper is located at (zg, yg, 1.5 m). We assume that
zy = g = 300 m and yy = yg = 10 m. In addition, unless
stated otherwise, the number of BS transmit antennas and RIS
reflecting elements is N =4 and M = 16, respectively.

The large-scale path loss is defined as

PL = —30 — 10 log, d, (85)
where « is the path loss exponent and d is the link distance in
meters. The path loss exponents of the BS-RIS channel, RIS-
user channel, RIS-eavesdropper channel, BS-user channel and
BS-eavesdropper channel are equal to apr = ary = Qrg =
2 and apy = apg = 4, respectively.

We assume a rich scattering environment. Therefore,
the small scale fading of the BS-user channel and BS-
eavesdropper channel is assumed to be Rayleigh fading.
In addition, the small scale fading of the RIS-related channels
is assumed to obey a Rician distribution, and, therefore, the
channel is

LI?INLOS

0= LﬁLoS_F
k+1 Kk+1

where x is the Rician factor, HY*S and H LS denote the line-
of-sight (LoS) and the non-line-of-sight (NLoS) components,
respectively. H™*S is defined as the product of the steering
vectors of the transmitter and receiver, while HNLS g ran-
domly generated according to a Rayleigh distribution with unit
power. Unless stated otherwise, we set £ = 10.

The MOSEK solver [52] in the CVX toolbox is used to
solve the SOCP problem in Algorithm 2. The final results
are obtained by averaging over 200 independent channels.
Unless stated otherwise, the simulation parameters are set as
follows: the HI factors are ¢y = Ky = 0.01, the BS transmit
power is P = 1 W, the channel bandwidth is 10 MHz, the
weighting factors are wy = 1, the noise power density is
-174 dBm/Hz, the initial smoothing parameter is ( = 1.25,
the adjustment factor is ¢ = 1.02, the upper limit of the
smoothing parameter is (;,,x = 500, and the error tolerance is

. (86)
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¢ = 10~°. Each element of the reflection coefficient vector ¢
is initialized by uniformly and randomly selecting the phase
shift in [0,2n]. The precoding matrix W is initialized by
extracting the real and imaginary parts of each element of W
from an independent Gaussian distribution, and then scaling
W to satisfy the constraint Tr(WHW) < P.

B. Baseline Schemes

We compare the performance of the proposed algorithms
with the following baseline schemes.

1) To verify the effectiveness of the proposed robust design,
we implement a Non-Robust version of the proposed
approach that ignores the HIs at both the RIS and the
transceiver.

2) To analyze the benefits of deploying an RIS in term
of improving the security of a communication system,
we consider a scenario without the RIS and optimize
only the precoding vector w by applying the BCD-MM
algorithm. The corresponding algorithm is referred to as
BCD-MM-No-RIS.

3) To study the advantages of jointly optimizing the precod-
ing at the BS and the phase shifts at the RIS, we consider
a scheme in which only W is optimized and the reflection
coefficient vector ¢ is set randomly. The corresponding
algorithm is referred to as BCD-MM-Rand.

4) To verify the effectiveness of the proposed MM algo-
rithm for solving the subproblem of ¢, we consider a
BCD-MM-SDR version of the proposed approach that
uses the SDR [53] method to optimize ¢.

5) In practice, it may be difficult and expensive to imple-
ment RISs that are capable of adjusting the phase shifts
to any arbitrary continuous value. Therefore, we study
the performance of Algorithm 2 when the phase shifts
of the RIS are quantized with two bits, i.e., only four
phase shifts can be realized. The corresponding scheme
is referred to as BCD-MM-2bit. Specifically, let ¢i." be
the optimal phase shift of the m-th element of the RIS,
which is obtained by applying the BCD-MM algorithm.
Then, the corresponding 2-bit quantized phase shift is

P = exp{ arg min | £ — GI} . @D

where 6 € {0, TN 37” .

C. Convergence Behavior of the Proposed Algorithms

Figure 3 illustrates the convergence behavior of the two
proposed algorithms as a function of the number of RIS
elements M. We see that the BCD-MM algorithm converges
within 150 iterations, while the BCD-SOCP algorithm con-
verges within 350 iterations. Compared with the BCD-SOCP
algorithm, the BCD-MM algorithm converges to a larger
value of the WMAESR, but it requires less CPU time, which
confirms the superiority of the BCD-MM algorithm. In addi-
tion, the obtained results show that the BCD-MM algorithm
converges in almost the same number of iterations and CPU
time for different values of M. This is mainly because the
convergence speed of the MM algorithm is closely related to
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Fig. 3. Convergence behavior of the proposed algorithms for M = [8, 16].
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Fig. 4. Achievable WMAESR versus the HIs factor.

the approximation accuracy of the surrogate function, which
is affected by the strategy for updating the smoothing factor.

D. Impact of the Hls Factor

The impact of the HIs factor is shown in Figure 4. We see
that the security performance of the Non-Robust and BCD-
MM algorithms degrades as the HIs factor increases. However,
as the HIs factor increases, the WMAESR of the BCD-MM
algorithm always outperforms the Non-Robust algorithm,
which demonstrates the strength of the proposed robust trans-
mission design. Since the BCD-MM-Rand algorithm does not
attempt to optimize the phase shifts of the RIS, it offers the
worst security performance, which highlights the superiority
of the joint optimization strategy. In addition, we see that
the security performance of the BCD-SOCP algorithm is
always worse than that of the BCD-MM algorithm, which
further corroborates the superiority of the BCD-MM algorithm
compared with the BCD-SOCP algorithm.

E. Impact of the Maximum Transmit Power

Figure 5 illustrates the impact of the maximum transmit
power on the WMAESR. In this context, it is worth recalling
that the distortion noise at the transceiver is assumed to be
proportional to the signal power. Hence, increasing the signal
power improves the SNR, but it increases the performance
loss caused by the presence of HIs as well. We see that
the security performance gap between the Non-Robust and
the BCD-MM algorithms gradually increases as the transmit
power increases. This is because the Non-Robust algorithm
does not account for the HIs by design, and its performance
degradation is more prominent. Additionally, we see that the
WMAESR of the Non-Robust algorithm gradually decreases
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Fig. 6. Achievable WMAESR versus the number of RIS elements M.

when the transmit power is greater than 32 dBm, which further
strengthen the necessity of designing robust algorithms in the
high transmit power regime. Furthermore, we see that the
security performance of the BCD-MM algorithm is always
better than the BCD-MM-SDR algorithm, which substantiates
the superiority of the proposed MM algorithm for solving the
subproblem of the reflection coefficient vector ¢ over the SDR
method.

F. Impact of the Number of RIS Elements

Figure 6 illustrates the WMAESR as a function of the
number of RIS elements. As expected, increasing the number
of RIS elements improves the AESR. We can also see a
diminishing return law as a function of the RIS elements.
However, this diminishing return law is not very significant
for the proposed BCD-MM algorithm in the range of M
from 20 to 200, which illustrates the effectiveness of our
algorithm as the number of RIS elements increases. How-
ever, the WMAESR of the Non-Robust and BCD-MM-Rand
algorithms is significantly lower than that of the BCD-MM-
2bit algorithm, which further corroborates the advantages of
the proposed robust design against the HlIs. Furthermore, the
WMAESR of the BCD-MM-No-RIS algorithm is much lower
than that of the BCD-MM-2bit algorithm, which demonstrates
the potential benefits of deploying an RIS for enhancing the
secrecy rate.
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VI. CONCLUSION

In this paper, we studied the AESR of an RIS-aided multi-
user wireless network in the presence of hardware impair-
ments. We demonstrated that the deployment of an RIS can
effectively increase the AESR of the legitimate users through
appropriate adjustment of the RIS phase shifts and the precod-
ing matrix of the BS. We introduced a BCD framework for
jointly optimizing the precoding at the BS and the phase shifts
of the RIS. Specifically, we decoupled the original problem
into two tractable subproblems and proposed an SOCP-based
algorithm to alternately optimize them. To reduce the com-
putational complexity, we proposed an MM algorithm based
on surrogate functions that are formulated in a closed-form
expression. Simulation results demonstrated the advantages of
the proposed robust transmission design that accounts for the
hardware impairments by design, as well as the computational
efficiency of the proposed solutions in terms of number of
iterations and CPU time.

APPENDIX A
PROOF OF LEMMA 5

Considering that the objective function 7, (W) of the opti-
mization problem in (51) is a quadratic function, we assume
that there exists a minorizing function f (W) satisfying the
following quadratic form

T (%) = 5 (W) + 2Re {glf (W - %) |
H
+ (W= W) My (W - W) (88)
where g,, € CNEX! and M,, € CVEXNK are parameters to
be determined.

The function f (W) is a minorizing function if it fulfills the
following conditions:

(C1) f(%|%(™) is continuous in W and w(™);

(€2) (WM W) = f(w), W) € Sg;

(C3) f(W|w™) < f(W), W, w(™) € Sg;

(€4 F( W) gz = f/(W™;n), vy with w(™) 4
n e Sg-

To this end, we derive g, and M, that satisfy the conditions
(C1) - (C4). Since f (W) is a quadratic function, in addition,
the condition (Cl) is satisfied. By substituting w(™ into
f (W|w(™)), it can be verified that f (W) satisfies the condition
(C2). Hence, g and M,, need to be determined in order to
fulfill the conditions (C3) and (C4).

First, we derive an expression for g, that fulfills (C4),
which requires that the first-order derivatives of f( ”))
and f (W|w(™) are equal in any direction. Let W™ belongs
to Sy. The directional derivative of f (W) in the direction
wm) — w() g given by (89), shown at the bottom of the
page, where hy j (v~v(")) is defined in (73a). Moreover, the

IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 22, NO. 11, NOVEMBER 2023

Therefore, the vector g, is derived as
K

g =D B (%) (buye — &™), o)
Then, we derive an expression for M, that fulfills (C3).
This requires that f (W|W(™) is a lower bound of f (%) for
each linear cut in any direction Therefore, for any auxiliary
variable 7 € [0,1] and w(™) € S,,, M,, needs to be chosen
so that the following expression is fulfilled

Fw™ 4w —w()))
> f(w ”))+277Re{ H(w — w("))}
+ 72 (W — w)EM,, (W — w (™). (92)
Let us define My (n) and 7y (n) as the left and

right hand sides of (92), respectively. By direct
inspection, we note that my (0) is equal to iy (0).

Also, the first-order der1vat1ve of My (n) is given
by Vymu(m) = i 1 Gk (1) Vi I i (), where
Ve (1) = —25 (%0 — %) ‘Cus (W™ —wm) 4

2Re {b & (W(m) _ W(n)) ( (n)) Cw,k (‘;'V(m) —W(TL))}

hw,k (n) 2 Pk <} w(n) n (ﬁ,(m) _ v‘(,(n))) and
N o exp{—Chwr(n)
gW,k (77) ZK exp{ Chw 1(7])}
It can be verified that V 2w (0) is equal to V, 7 (0).
Hence, we obtain the sufﬁcient condition for (92), as follows
Vi () = Vi (1) 1 € 0,1]. (93)
Next, we further mampulate (93) to solve for M,,. To this
end, we define e;, = bW K — CH ( () 4 n (W(m) — v~v(")))
and w 2 (™) — (™) 5o that VQnW( ) can be derived as

V27t (1) = 2 (%) — %) M, (%) — &)

— [#" W] [N(I)W NH [Y_V} (94
Similarly, V27n, (1) is given by
Vi (1)

K . 2
= (gw,k (1) Vi hw ke (1) =Cdw,k (1) (Vnhw,k (77)) )

k=1 . )

+ C <Z gw,k (77) Vnilw,k (n))

k=1

= [#" %1 N, L‘VV } , (95)

where V,hyi(n) = 2Re{ellw} and V2hy () =
—owt CW W, and Ny, can be derived as

q el <)

Zk 1 9wk () e
Zk 1gw k (77)

Z

H
Zk 1 9w,k () €
Shertenen| oo

directional derivative of f (\7\/\‘7\/(")) in (88) evaluated at W(™)  Ag a result, we have
in the same direction is given by N > {MW 0 } ©7)
2 Re {gvlj (v*v<m> - W(”))} . (90) Y=o My
H _
e { S () (B~ (9) ") (5 ) | )
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< ("1) < Cur O er] [en]"
az)‘min(N Zgwk max(|: ’ égk:|>+<)‘max [GZ] |:ez:|
_ K - H
+ C/\min Zk:l 9w,k (77) €k Z]Ic(zl 9w,k (77) €k
Zkfl gw,k 77) ez Zk:l gw,k (77) el:
(a2) al . ~ H (a3) ~ 5
= - gw,k (77) ()\max (Cw,k) + QCek ek) 2 - m]?X {)\max (Cw,k)} - QC m}gmx{”ekHQ} . (100)
k=1
2 7 ~H ~n ~m ~n 2
el = |[Bus = Gl 4 (" 4 (%7 —5m)||
~ 2 - _ 5 _ 2 ~H ~ _ 5 _
= [Bwi ] + €k =) | —2Re B, (€ (4 (8 - ) )
(ad) - =n n e ~nan2 2 H =H (~n ~m_=n
< Ao (Gl ) 9074 (87 = )3+ B || — 2Re{B 4 Ol (" (s =) |
(ab) ~ ~ - 2 ~ ~
< P (Cun €l ) + B | +2vP| Cunb (101

Choosing My, = aI = Ay (Nw) I, (88) can be rewritten as
7 (v~v|v~v<">) =y + 2Re {¥IW) + o'W, (98
where vy, and ¢, are given in (72a) and (72b), respectively.

However, the complexity of computing o cannot be ignored.
We introduce the following lemmas to reduce the complexity:

(al)

1) )\min (A) + AInin (B) g )\IIlil’l (A + B), if A and B are

Hermitian matrices [54];
2) Amax (A) =Tr(A) and A\pin (A) =0, if A is a rank
one matrix [54];
3) ZSLW)I A < max’ _1 {bm}, if am,bm
2521)1 a,, = 1 [55, Theorem 30];
4) Tr (AB) < Apax (A) Tr (B), if A and B are positive
semidefinite matrices [54].
Additionally, it can be readily verified that (a5)
—+V/P||Bc||, is the solution to the following problem:
min Re {c"B"x} (99a)
s.t. xx < P. (99b)

Using the inequalities (al) and (a3) and the equality (a2),
a lower bound for av can be derived as given in (100), shown
at the top of the page.

Since W = W™ 417 (~ (m) — %), n € [0,1], we obtain
||v~v =w 4+ (v~v(m) - ”)) || < /P. Furthermore, using
(a4) and (a5), an upper bound for ||e;€||2 is given in (101),
shown at the top of the page.

Finally, by combining (100) with (101), we obtain the
simple lower bound & for « in (72c).

Hence, the proof is completed.

> 0 and
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