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Abstract
Recent advances in robotics have enabled robots to collaborate with workers in
shared, fenceless workplaces in construction and civil engineering, which can
improve productivity and address labor shortages. However, this collaboration
may lead to collisions between workers and robots. Targeting safe collaboration,
this study proposes an intention-aware motion planning method for robots to
avoid collisions. Thismethod involves two novel deep networks that allow robots
to anticipate the motions of workers based on inferences about workers’ motion
intentions. Then, a probabilistic collision-checkingmechanism is developed that
enables robots to estimate the collision probability with the motions of work-
ers and generate collision-free adjustments. The results verify that the method
enables robots to predict workers’ intended motions 1 s in advance and generate
adjustments with a collision probability of less than 5.0% during collaborative
masonry tasks. This study facilitates the safe implementation of collaborative
robots in construction and civil engineering.

1 INTRODUCTION

With the recent advancement ofmechatronics and sensing
technology, the research and practice of robotics in indus-
trial settings is undergoing a profound paradigm shift.
Traditionally, robots were confined to tasks within cages or
behind fences, isolated from workers (Haddadin & Croft,
2016; Villani et al., 2018). However, recent developments
empower robots to be capable of engaging in physical
collaboration with workers within shared, fenceless
workspaces (Ajoudani et al., 2018; Bauer et al., 2008). The
shift enables workers and robots to collaborate closely,
aiming to integrate the tirelessness and repeatability of
machines with the adaptability and decision-making abil-
ity of workers, so as to enhance the efficiency and precision
in executing physically demanding tasks that necessitate
robotic efficiency and human dexterity (Thomaz et al.,
2016; Villani et al., 2018).
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In the domains of construction and civil engineering,
the ongoing shift toward human–robot collaboration
(HRC) persists as a significant trend (Bock & Linner,
2016; You et al., 2018). Researchers have been endeavor-
ing to transition from purely robotic solutions to HRC
solutions, aiming to help mechanical machines (robots)
perform dynamic and dexterous construction tasks by
leveraging the flexibility and versatility of workers. Rep-
resentatively, in masonry tasks, the initial prototypes of
standalone robotic solutions such as Flexible Manufac-
turing System–integrated bricklayer (Altobelli et al., 1993)
and Experimental Robotic Masonry System (ERMaS)
(Rihani & Bernold, 1994) have evolved into HRC solutions
represented by the Semiautomated Mason (SAM) robot
and Material Unit Lift Enhancer (MULE) robot. In these
setups, both workers and robots operate within a shared
environment. Workers are responsible for dexterous tasks
like positioning bricks, while collaborative robots are
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responsible for physically demanding tasks such as lifting
and placing bricks (Bock & Linner, 2016; Mule 135 Owner’s
Manual, 2018; Petters & Belden, 2014). Furthermore, the
newly developed construction robot, Hilti Jaibot (Xu et al.,
2022), is designed to work alongside human workers,
permitting them to closely supervise operations, especially
during the mechanical, electrical, and plumbing (MEP)
construction process.
While HRC solutions hold promise for enhancing work

quality and efficiency, they face challenges distinct from
traditional human–human collaboration in construction.
In the latter, human intelligence fosters mutual under-
standing among workers, ensuring safety and dependabil-
ity (Goody, 1995). In contrast, HRC solutions struggle to
maintain the same level of safety and dependability and
may even introduce risks to worker well-being. This dis-
crepancy arises from robots’ limitations in understanding
human collaborators’ positions, movement direction, and
motion intentions due to their lack of human-like per-
ception and reasoning capabilities (Lee & Adams, 2004;
Robla-Gomez et al., 2017; Shim et al., 2023). Consequently,
within the dynamic context of HRC, when workers move
in close proximity to the robot, the robot that lacks the com-
prehension of the worker’s position and motion may lead
to collisions with workers (Vasic & Billard, 2013), result-
ing in severe injuries (Haddadin et al., 2012; Kulić & Croft,
2005).
To prevent collisions between collaborative robots and

workers, researchers adhere to the “Safety-rated Moni-
tored Stop” (SMS) and “Speed and SeparationMonitoring”
(SSM) collaborative modes regulated by the International
Organization for Standardization (ISO) 10218-1/2 (Vasic &
Billard, 2013). Employing proximity sensing technology
(radar, GPS, and camera), researchers have developed sev-
eralmethodologies that enable robots to avoid collisions by
gauging separation distances from workers (Fragkiadaki
et al., 2015; Hu et al., 2016; Liu et al., 2021). In these
methods, if the separation distance falls beneath the safety
threshold, the robot will be controlled to pause or halt its
operation, thereby avoiding potential collisions with work-
ers (Figure 1a). Such distance-based collaborative modes
have demonstrated their efficiency, particularly in man-
ufacturing contexts. The structured layouts and clearly
defined workspaces for both workers and robots in man-
ufacturing environments ensure that these distance-based
methods can effectively mitigate collision risks (Balan &
Bone, 2006; Luo & Mai, 2019; Wang et al., 2018).
In transitioning distance-based collaborative modes

directly to construction environments, these methods
remain effective in preventing collisions. However, they
introduce a trade-off: Their tendency to cause halts
or pauses can affect the smoothness and efficiency of
worker–robot collaboration in construction (Liu & Wang,

F IGURE 1 (a) Distance-based human–robot collaborative
mode regulated by ISO; (b) example of distance-based collaborative
modes making collaborative robots too conservative in regulating
their performance.

2021). Construction sites, being dynamic environments,
frequently have workers moving in close proximity to
robots. When workers approach within the safety bound-
ary (threshold) set by distance-based collaborative modes,
the robot needs to temporarily halt or pause its operation,
reducing the overall efficiency of the HRC in practice. To
enhance this smoothness and improve the efficiency of
HRC, there is potential in refining the existing distance-
basedmethods by integrating two new functions—the first
is to enable the robot to perceive the motion intentions of
the worker, and the second is to let the robot estimate the
collision probability with the worker.
The first function seeks to empower robots with the

capability to anticipate the upcoming movements of work-
ers. With current methods, when the robot detects the
distance from the worker lower than the safety threshold,
the absence of information about the worker’s upcom-
ing actions will prevent the robot from adjusting its work
in advance. Then, the robot is constrained to a choice of
pausing or halting the collaboration. However, the new
function of motion intention perception can enable the
robot to anticipate the worker’s subsequent actions based
on their motion intentions, allowing it to adjust its move-
ment in advance and maintain the safe threshold without
pausing its operation.
The second function, collision probability estimation,

equips robots with a precise and quantitative tool to assess
potential collision risks with workers. Current distance-
based methods fail to make robots have quantitative and
precise estimates of collision risks, resulting in the robot
being overly conservative in regulating (halting or paus-
ing) its actions to avoid collisions (Vicentini et al., 2014).
Illustrated in Figure 1b, consider a scenario wherein a
robot is assigned the task of delivering concrete bricks from
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LIU and JEBELLI 3

location A to B during HRC. In this setup, if the safety
threshold of the separation distance is set to ℒ, the robot
would promptly stop working when a worker enters the
area withinℒ around the robot. However, it is important
to recognize that a significant portion of this area holds
zero probability of collision with the worker (i.e., space not
traversed by the robot trajectory; green area in Figure 1b).
In contrast, with the advanced collision probability esti-
mation function, the robot can accurately discern the area
free from collisions, enabling it to more precisely adjust its
behavior for safer interactions in construction.
Taken together, relying on these two new functions,

the robot can anticipate the worker’s subsequent actions
based on theirmotion intentions (Wang et al., 2013). Simul-
taneously, the robot is able to more quantitatively and
accurately estimate the space where it may collide with the
worker’s next move. Consequently, the robot can proac-
tively devise alternative motion plans that ensure zero
collision probability with the worker’s actions. As the
worker moves to the anticipated next position, the robot
will continue its work with the replanned motions with-
out causing collisions or pausing its operation. Therefore,
the incorporation of human motion intention percep-
tion and collision probability calculation through the
enhanced method empowers the collaborative robot to
execute motion adjustments with a range of technical
advantages, including collision prevention, efficient space
utilization, and a significant enhancement in the smooth-
ness of collaboration with workers. All these technical
merits can facilitate the deployment of collaborative robots
in cluttered and dynamic work environments, particularly
in civil and infrastructure engineering. Unfortunately, no
research in the field has developed a comparable method
for collaborative robots.
To this end, this study introduces a novel method,

denoted as the intention-aware probabilistic motion
planner (IAPMP). This method enables robots to per-
ceive workers’ motion intentions, measure the collision
probability with workers, and accordingly generate seam-
less motion adjustments with the desired features of
collision-free and space-saving. In it, the authors develop
two novel deep neural networks (DNNs), 3D-MotNet
and IntentionNet, to enable the robot to extract and
estimate the 3D human poses and consequently predict
the motion intentions (next move) of workers based on
workers’ 3D poses. Additionally, a probabilistic collision-
checking mechanism is developed to allow the robot to
quantitatively estimate the collision probability with the
future position of workers. By integrating the proposed
DNNs and the collision-checking mechanism, the IAPMP
enables the robot to generate adjustments with the desired
features to avoid collisions with workers. The proposed
IAPMP is expected to enhance the safety and efficiency of

human–robot collaborative tasks in construction. Further-
more, this research is expected to facilitate the widespread
implementation of collaborative robots in construction
and civil engineering.

2 RELATEDWORK

2.1 State-of-the-art techniques for
developing IAPMP

To develop the intended IAPMP, two fundamental ques-
tions need to be answered: First, how to enable a robot to
infer the motion intention of its human collaborators; sec-
ond, how to allow a robot, based on the inferred motion
intentions (intended motions of workers), to estimate the
collision probability with its human collaborators during
the collaboration.
To answer the first question, one can draw insights from

research conducted in industries such as manufacturing.
Existing literature reveals efforts in the manufacturing
domain to predict human motion intentions, ensuring
safer human–robot interaction. Moreover, one of the core
objectives of these studies mirrors the goal to further
enhance the efficiency of the conventional distance-based
collaborative mode (Lasota & Shah, 2015;Wang et al., 2017;
Zheng et al., 2022). The existing studies focused on inte-
grating sensing technology with artificial intelligence (AI)
to infer motion intentions from human poses and motion
dynamics (Casas et al., 2021; Zhao et al., 2019). These
studies employ sensing technologies—motion capture sys-
tems and depth cameras—to capture three-dimensional
(3D) human poses as they move in collaborative space.
Subsequently, motion features are extracted from the cap-
tured human poses, based on human kinematics. AI
models are then applied to predict the motion inten-
tions from the extracted features. For instance, Hu et al.
(2016) employed the RGB-D camera-based Open Nat-
ural Interaction (OpenNI) system to track the human
skeleton positions. Then, they applied the max-margin
learning framework and a hidden Markov model classi-
fier to extract final-level features (bending angle of the
torso, rotation of body joints relative to the head, and
human kinematic constraints) from the dynamic changes
in human skeleton positions and accordingly recognize
human intentions. Unhelkar et al. (2018) employed the
RGB-D camera-based OpenNI system with the multiple-
predictor system (MPS) to predict human motions based
on motion features like motion velocity and changes of
postures. Similarly, Luo and Mai (2019) employed the
depth camera to capture the motion data and employed
the Probabilistic Dynamic Movement Primitive (PDMP)
model to predict human motions (hand motions) from the
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4 LIU and JEBELLI

motion trajectory features. Kratzer et al. (2020), on the
other hand, applied an Optitrackmotion capture system to
detect human postures. They utilized the Position-Velocity
Recurrent Encoder-Decoder (PVRED) model to predict
human motion intentions according to human motion
features like body joint motion velocity and acceleration.
In a similar vein, Luo et al (2018) employed the Vicon
motion capture system to capture human armmovements.
They then introduced a two-layer Gaussianmixture model
(GMM) approach to predict human motion in the context
of human–robot collaborative tasks based on features like
palm position and arm joint center positions.
Even though the studies mentioned above show signifi-

cant potential in predicting humanmotion intentions, they
have several limitations when using them to develop the
perspective IAPMP for collaborative robots in construction
and civil engineering. Specifically, from a practical point
of view, the sensing technologies (e.g., motion capture
systems and depth cameras) used to capture 3D human
poses for motion intention inference are difficult to be
widely implemented at actual construction sites (Fang
et al., 2020). Motion capture systems need to be intrusively
attached to workers, potentially interfering with workers’
tasks (Yan et al., 2017). Furthermore, depth cameras are
limited in working range and are not well suited for
outdoor environments (Liu et al., 2016; Tadic et al., 2022).
For instance, traditional depth cameras like the Microsoft
Kinect sensor, primarily designed for home/indoor use,
experience a significant reduction in capturing visual and
depth information when used outdoors, due to infrared
ray interference from sunlight (Liu et al., 2016; Tadic et al.,
2022). While recent advancements in depth cameras, such
as ZED 2i and D435 models, have made strides in outdoor
applications including object detection and robotic navi-
gation (Tadic et al., 2022), they still face several challenges.
These include a limited effective range of about 1 m and
reduced image quality in varying light conditions (Tadic
et al., 2022; Vit & Shani, 2018). Consequently, the motion
intention inference methods based on these sensing
technologies encounter difficulties in being applied to
practical HRC tasks in construction and civil engineering.
On the computational front, most methods (as men-

tioned above) for predicting human motion intention
rely heavily on the manual feature engineering process.
Typically, in the domains of machine learning and AI,
manual feature engineering is a phase wherein domain
experts utilize their expertise to extract and select infor-
mative features from raw input data. These features are
then employed to train the model with an enhanced
predictive performance (Adamczyk & Malawski, 2021;
Xu et al., 2023). To train the models for efficient motion
intention, this manual process requires researchers to use
domain-specific knowledge in human kinematics and

human dynamics to extract features such as the rotation
and displacement of individual body joints as well as the
kinematic features of human motions. These features
are then used to train predictive AI models for human
intentions. However, this process is time consuming and
challenging for researchers to extract features from the
high-dimensional feature space (Hu et al., 2016; Park et al.,
2019; Wang et al., 2013). This process will become even
more difficult for researchers in the fields of construction
and civil engineering, whomay not possess in-depth profi-
ciency in human kinematics and dynamics. As a result, AI
models trained through the manual feature engineering
process may fall short in efficiently allowing robots to
predict human motion intentions. Notably, in light of
the challenges presented by manual feature engineering,
several deep learning methods have been pioneered for
automatic feature extraction and subsequent motion
intention prediction. Martinez, Black, et al. (2017) inte-
grated the sequence-to-sequence (seq2seq) architecture
into a deep recurrent neural network (RNN) for direct,
unsupervised feature extraction. Similarly, Xu et al. (2021)
developed a Bayesian neural network (BNN) based on the
RNN structure for automated feature extraction and pre-
dictive modeling. Deep learning models developed based
on the convolutional network (CN) and generative adver-
sarial network (GAN) structures have also demonstrated
their capabilities for automatic feature extraction (Mao
et al., 2020; Martinez, Black, et al., 2017; Xu et al., 2021).
However, these deep learning models remain dependent
on data sourced from the motion capture systems and the
depth cameras. In sum, while motion intention estimation
techniques have reached an advanced stage, there is a
clear need to develop a new motion intention estimation
function for IAPMP, specifically addressing the identified
challenges within the civil and construction industry.
The second question—calculating the collision prob-

ability between the collaborative robot and its human
collaborator—remains an open-ended question (Park
& Manocha, 2020). Fortunately, in a broader context,
solutions for computing the collision probability between
objects have been proposed in other domains. In the field
of aerospace engineering, for instance, studies aimed to
estimate collision probabilities between satellites and
space debris by employing a heuristic process. Geometric
representations of the corresponding objects were mod-
eled, using a spherical function to represent the shape
of the debris and a cylindrical function to represent the
shape of the spacecraft (Patera, 2001). According to the
mathematical expression of each object, the corresponding
primitive was derived. Next, these primitive functions
were employed to convert the calculation of collision
probability between two objects into the computation of
potential overlapping space between the objects through
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LIU and JEBELLI 5

a domain-specific collision probability density function
(PDF), so as to obtain the collision probability (Chan,
2008; Patera, 2001). Likewise, in the fields of autonomous
driving (Du Toit & Burdick, 2011; Haghighat & Sharma,
2023; Yoo & Langari, 2019), researchers leveraged geomet-
ric representations—such as rectangular (e.g., axis-aligned
bounding box), prism, polyhedron, and sphere—to model
the shape of obstacles and vehicles. Then, by using the
above procedure for collision probability calculation,
vehicles were able to generate collision-free paths to
avoid collisions with obstacles. Although the studies in
the fields of aerospace engineering (Patera, 2001) and
autonomous driving (Lu & Dai, 2023; Yoo & Langari,
2019) provided an insightful procedure for quantitatively
measuring the collision probability between two objects,
a major limitation arises when applying this procedure to
collaborative robots and workers. Unlike debris, obstacles,
and vehicles—whose shapes are often assumed to be rigid
and approximated by simple geometric representation—
worker poses and the configurations of collaborative
robots (e.g., robotic arm) are subject to constant change
during collaboration, and thus cannot be efficiently
approximated by an exact, simple geometric represen-
tation. Hence, the current procedure cannot be directly
applied to accurately measure the collision probability
between workers and robots. All in all, a new function that
can evaluate the collision probability between robots and
workers should be developed for IAPMP to ensure safe
and efficient HRC in civil and construction engineering.

2.2 Contributions

Addressing the limitations discussed in Section 2.1,
this study proposes a novel methodology, IAPMP. This
approach empowers the robot to generate collision-free
and space-saving adjustments, as per the perception of
human motion intention and the calculation of the col-
lision probability with workers. The novelty and signif-
icance of the proposed IAPMP can be summarized as
follows:
First, to achieve the motion intention function in

IAPMP, the authors design two deep learning networks,
3D-MotNet and IntentionNet. 3D-MotNet can enable the
robot to extract 3D human motion postures from 2D
images captured by a single RGB camera—a practical tool
widely applied on job sites. Building upon this, Intention-
Net works synergistically with 3D-MotNet to enable the
robot to predict the motion intentions of workers based
on estimated workers’ 3D poses. In real-world settings,
this duo empowers robots to predict motion intentions
using solely a 2D camera input. Computationally, both
networks are designed to automatically extract features,

eliminating the need for the manual feature engineering
process.
Second, to achieve the collision probability estimation

function in IAPMP, the study develops a novel proba-
bilistic collision-checking mechanism. This mechanism
enables the robot to quantitatively estimate the colli-
sion probability with workers and accordingly generate
collision-free adjustments, thereby avoiding collision with
workers’ intended motion positions.
Third, twonewdata sets—one for training aDNN to esti-

mate human poses during civil and construction tasks, as
well as another for training the network to infer human
motion intentions while performing civil and construction
tasks—were developed. These two data sets can contribute
to training and validating models and algorithms in future
related studies (pose estimation, motion intention infer-
ence), especially in the fields of civil and infrastructure
engineering.
In addition, the IAPMP is the first paradigm in construc-

tion and civil engineering to enable the collaborative robot
to infer themotion intentions of workers, calculate the col-
lision probability, and proactively generate collision-free
adjustments during HRC. Details of the IAPMP will be
introduced in the next section.

3 METHODOLOGY

The structure of the IAPMP is shown in Figure 2, which is
factorized into three modules: (1) a 2D-to-3D pose/motion
estimation deep network, named 3D-MotNet; (2) a motion
intention inference deep network, IntentionNet; and (3)
a collision-checking robotic motion planning mechanism.
When robots collaborated with workers, the first module,
3D-MotNet, was developed to equip robots with the ability
to evaluate the poses of workers in 3D space through image
frames captured by the onsite 2D camera. To achieve this,
a multistage convolutional neural network (CNN) was ini-
tially designed based on the authors’ previous work (Liu
& Jebelli, 2022) to extract 2D body skeletons of workers
from 2D images. Next, a 3D pose transformation net-
work was constructed to convert the extracted 2D pose
representations into 3D human poses (Figure 2.1). The
second module, IntentionNet, was constructed to make
robots understand workers’ motion intentions based on
the worker poses estimated by Module 1. In this study,
the worker’s “motion intention” was defined as a set of
intended motion sequences represented by poses (Park
et al., 2019; Wang et al., 2013). To enable robots to infer
the motion intention of workers, the IntentionNet lever-
aged the variational autoencoder (VAE) model to predict
the worker’s intended motion goal based on the estimated
worker poses. Then, along the trajectory from the worker’s
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6 LIU and JEBELLI

F IGURE 2 Overview of the intention-aware probabilistic motion planner (IAPMP).

current location to the predicted motion goal, Intention-
Net generated the sequence of 3D human poses using the
fully connected (FC) neural network structure (Figure 2.2).
Finally, according to the inferred motion intentions, the
third module empowered robots to generate collision-free
trajectories for the effective completion of construction
tasks. In this module, a probabilistic collision-checking
mechanism was formulated to enable the collaborative
robot to estimate the collision probability between its
planned trajectory and the anticipated motion sequences
of the worker. As per the estimated collision probability,
the robot could adjust its trajectory to ensure zero risk of
collision with the worker (Figure 2.3), thereby ensuring
physical safety during HRC. Details of each module will
be presented in the subsequent sections.

3.1 3D-MotNet: Pose/motion estimation
deep network

Figure 3a illustrates the architecture of the 3D-MotNet uti-
lized for worker pose estimation. This proposed network
used 2D images (𝑰2D) as input and finally generated 3D
human poses connected by 3D anatomical key points of
the human body as output. Notably, to ensure a uniform
input, all 2D images underwent preprocessing: The aspect
ratio scaling approach was employed to resize images to
a consistent dimension of 𝑤 × ℎ × 3 (with 𝑤 = 640 pix-
els and ℎ = 480 pixels used in this study); in addition,
the pixel values of each image were normalized to fall
within the range 0 to 1. Following these preprocessing
steps, the images were input to the 3D-MotNet network.
3D-MotNet consisted of several components. Initially, an

H-stage convolutional neural network (H-stage CNN; sub-
network 1 in Figure 3a) was employed to extract 2D human
skeletons from the input images. The H-stage CNN rep-
resents a specific architecture of the CN structured to
process input images in a hierarchical manner through
“H” sequential stages (Cao et al., 2017). The first stage of
the H-stage CNNwas designed to extract features from the
input images, providing an initial estimation of the human
posture. Then, each succeeding stage refined the features
generated from the previous stage while also extracting
new features from inputs, thereby progressively enhancing
the pose estimation precision of the network.
In this study, each stage of the H-stage CNNwas trained

to generate two sets of outputs: (1) confidence maps 𝑺 =

{𝑺1, 𝑺2, … , 𝑺q} for detecting q anatomical key points of the
worker, where 𝑺q indicates the confidence map associated
with the qth key point; (2) 2D vectors 𝑳 = {𝑳1, 𝑳2, … , 𝑳p}

for associating the body joints of workers, where 𝑳p rep-
resents the pth vector tasked with linking the relevant
body joints. For all H stages, the outputs (𝑺 and 𝑳) of each
stage were used as the inputs of its next stage; this itera-
tive structure could enhance the performances of the body
joint detection (𝑺) and body joint association (𝑳) for each
successive stage (Cao et al., 2017). Upon completing the
training process, subnetwork 1, for each input image, gen-
erated a set of optimized confidencemaps 𝑺opt to detect the
body joints of workers and a set of optimized 2D vectors
𝑳opt to associate the detected joints. Relying on these opti-
mized sets, subnetwork 1 associated detected joints with
the corresponding 2D vectors to generate the 2D skeleton
representation of workers, 𝒑𝒐𝒔𝒆2D. The applied H-stage
CNN was adopted from the authors’ prior work (Liu &
Jebelli, 2022), retaining the same architecture of each stage
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LIU and JEBELLI 7

F IGURE 3 (a) Architecture of the 3D-MotNet in the proposed intention-aware probabilistic motion planner (IAPMP); (b) architecture of
the IntentionNet in the proposed IAPMP.

and the same settings of the training. In addition, the
choice of the “H” value for the H-stage CNN was influ-
enced by the training data set. Detailed information about
this data setwill be provided in Section 4,while the optimal
H value will be reported in Section 5.
Next, using the extracted 2D worker skeletons (𝒑𝒐𝒔𝒆2D)

along with the optimized set of confidence maps 𝑺opt as
the inputs, subnetwork 2 of the 3D-MotNet was devel-
oped to estimate the worker’s pose in 3D space. As shown
in Figure 3a, subnetwork 2 of the 3D-MotNet encom-
passed three convolutional layers (CL). Each of the first
two layers featured 64 kernels of size 5 × 5, and the third
layer contained 128 kernels of size 3 × 3. Furthermore,
each convolutional layer was followed by a max-pooling
layer (MP) with a kernel size of 2 × 2. Following these
three pairs of convolution–max-pooling layers, two FC
layers with 1024 neurons were constructed. By leverag-
ing this architecture, the subnetwork decoded the 𝒑𝒐𝒔𝒆2D
and 𝑺opt extracted on each image frame (frame s) into a
high-dimensional (1024-dimensional) pose-aware feature
vector, denoted as 𝒇𝑠. As per this decoded 𝒇𝑠, a long–short
term memory (LSTM)-based structure was developed to
reconstruct the 3D human pose. LSTM is an RNN archi-
tecture capable of processing the temporal sequences of
data (Yu et al., 2019). In this study, the employment of the
LSTM empowered subnetwork 2 to capture the temporal
correlation between pose-aware feature 𝒇𝑠 decoded from
the image frame 𝑠 and such features decoded from preced-
ing (𝑠 − 1) image frames, ensuring that subnetwork 2 could

maintain the geometric consistency of poses when project-
ing high-dimensional pose-aware features to 3D human
poses (Wang et al., 2019). Specifically, for the pose-aware
feature 𝒇𝑠 extracted from frame 𝑠, the LSTM structure,
equipped with 1024 hidden units, generated its hidden
state vector 𝑯𝑠−1. This vector contained the hidden states
of pose features learned from the previous (𝑠 − 1) image
frames— 𝑯𝑠−1 = L𝑆𝑇𝑀(𝒇s−1, … , 𝒇1). Then, 𝑯𝑠−1 was
concatenated with 𝒇𝑠 as the input for the feedback con-
nection of the LSTM, allowing it to learn the temporal
dependency between the feature vector 𝒇𝑠 and the hid-
den state vector 𝑯𝑠−1. Leveraging the LSTM outputs, a
3q–neuron FC output layer was followed to predict the
3D locations of 𝑞 body joints, resulting in a 3D human
pose estimation, 𝒑𝒐𝒔𝒆𝑠

3D
. 𝒑𝒐𝒔𝒆𝑠

3D
can be expressed by

Equation (1):

𝒑𝒐𝒔𝒆𝑠
3D

= Υ (𝒇𝑠, 𝑾Υ, 𝑯𝑠−1) (1)

where Υ indicates the architecture of the subnetwork 2
shown in the purple area in Figure 3a, and 𝑾Υ indicates
the weightmatrix ofΥ. To enable subnetwork 2 to generate
the 3D human pose for each image frame 𝑠, the train-
ing objective function for subnetwork 2 was formulated in
Equation (2):

min

𝑁∑
𝑠 = 1

‖Υ (𝒇𝑠, 𝑾Υ, 𝑯𝑠−1) − 𝒑𝒐𝒔𝒆𝑠∗
3D
‖2
2

(2)
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8 LIU and JEBELLI

𝒑𝒐𝒔𝒆𝑠∗
3D

represents the ground-truth 3D coordinates of
𝑞 body joints corresponding to frame 𝑠. The parameter
𝑁 indicates the total number of images used for train-
ing the 3D-MotNet. 𝒑𝒐𝒔𝒆𝑠∗

3D
and 𝑁 will be explained in

Section 4. Notably, this 3D-MotNet offered an end-to-end
solution for pose estimation, transforming 2D image data
directly into 3D pose estimation. As introduced, during
the training phase, the H-stage CNN component within
the 3D-MotNet produced the 2D pose estimations,𝒑𝒐𝒔𝒆2D.
The accuracy of these estimations was assessed by com-
puting the Euclidean distance between the intermediate
ground-truth data (𝒑𝒐𝒔𝒆𝑠∗

2D
) and the generated pose esti-

mations, 𝒑𝒐𝒔𝒆2D. Details on 𝒑𝒐𝒔𝒆𝑠∗2D will also be provided
in Section 4.

3.2 IntentionNet: Motion intention
inference deep network

Module 2 was employed to enable collaborative robots
to anticipate workers’ motion intentions, utilizing the
outputs of Module 1. As mentioned, the term “motion
intention” refers to the set of intended motion sequences
represented by worker poses (Park et al., 2019). To this end,
the authors designed an intention inference deep network.
This network was structured for seamless end-to-end pre-
diction, anticipating the 3Dpose of aworker in consecutive
𝑇 image frames in the future. This prediction is based on
the 2D skeletons and 3D poses of the worker extracted
from both the current and past frames. Figure 3b shows
the architecture of the proposed IntentionNet.
For each image frame 𝑠 (s ∈ {1, … , 𝑁}), the first part

of IntentionNet aimed to predict the intended motion
goal of the worker for the subsequent 𝑇 image frames.
This design concept was inspired based on the assump-
tion that human motion generally follows a goal-oriented
policy (Wang et al., 2013). As depicted in the purple
area of Figure 3b, the authors leveraged the 2D image
frame (𝑰𝑠

2D
), 2D worker skeletons extracted from all previ-

ous s frames (𝒑𝒐𝒔𝒆1∶𝑠
2D
), and the corresponding confidence

maps of q body joints 𝑺1∶𝑠opt = {𝑺1∶𝑠
1
, 𝑺1∶𝑠

2
, … , 𝑺1∶𝑠q } extracted

from previous s frames as the inputs of the Intention-
Net. Upon the inputs, the authors applied a VAE model
(Dittadi et al., 2021) to predict the worker’s motion des-
tination in the 𝑇th image frame in the future. According
to the literature, VAE has been shown to have efficient
performance in solving stochastic inference problems, par-
ticularly in human motion prediction (Cao et al., 2020;
Dittadi et al., 2021). VAE shares a similar architecture
to traditional autoencoders (Jang et al., 2021; Liu et al.,
2022), where the encoder structure extracts the features
from the inputs regarding worker motion sequences, and
the decoder reconstructs these features to estimate the

F IGURE 4 (a) Architecture of the encoder in the variational
autoencoder (VAE) model; (b) architecture of the decoder in the
VAE model.

Note: In the figure, Conv denotes the convolutional layer, Max represents the
max-pooling layer; AvgP stands for the global average pooling layer; 𝝁 and 𝝈
denote the outputs of the encoder, their dimensions depend on the
dimension of latent space (set as 50 × 1 × 1 in this study); Up stands for the
upsampling layer; and Goal prediction is the final output of the VAE model.

motion goal of the worker. The encoder in the applied
VAE model processed the inputs (𝑰𝑠

2D
; 𝒑𝒐𝒔𝒆1∶𝑠

2D
; 𝑺1∶𝑠opt =

{𝑺1∶𝑠
1
, 𝑺1∶𝑠

2
, … , 𝑺1∶𝑠q } ) to generate a feature represented as

𝒛. For the inputs (𝒑𝒐𝒔𝒆1∶𝑠
2D
; 𝑺1∶𝑠opt = {𝑺1∶𝑠

1
, 𝑺1∶𝑠

2
, … , 𝑺1∶𝑠q } ),

the VAE model processed them sequentially, integrating
the reference input 𝑰𝑠

2D
at each frame. Such frame-by-

frame processing ensured temporal continuity, essential
for the VAE model to consistently capture and analyze
human motion patterns over time. This analysis would
result in the accurate estimation of the feature 𝒛. 𝒛was then
decoded to pinpoint the motion destination of the worker
in the (𝑠 + 𝑇)th frame accurately. The architecture of the
encoder is shown in Figure 4a. Feature 𝒛 was expressed in
Equation (3):

𝒛 ∼ 𝑁(𝝁, 𝝈), wℎ𝑒𝑟𝑒 𝝁, 𝝈 = E𝑛𝑐𝑜𝑑𝑒𝑟(𝑴1∶𝑠, 𝑰𝑠
2D
)

𝑴1∶𝑠 = f
(
𝒑𝒐𝒔𝒆1∶𝑠

2D
; 𝑺1∶𝑠opt

)
(3)

N(⋅) represents theGaussian distribution,which approx-
imates the value of 𝒛 by applying the reparameterization
trick in VAE (Kingma et al., 2015). The mean 𝝁 and stan-
dard deviation 𝝈 of N(⋅) were the outputs of the encoder.
𝑴1∶𝑠 refers to the stacked matrix of 𝒑𝒐𝒔𝒆1∶𝑠

2D
and 𝑺1∶𝑠opt , and

f (⋅) indicates the stacked operation.
Following the encoder’s outputs, the decoder in the VAE

model was constructed to predict the anticipated motion
destination (𝑮𝑠+𝑇) of workers’ motion in the (𝑠 + 𝑇)th

image frame based on the feature z and the input 𝑠th image
𝑰𝑠
2D
. The structure of the decoder of VAE was detailed
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LIU and JEBELLI 9

in Figure 4b. Moreover, as expressed in Equation (4),
the generation of 𝑮𝑠+𝑇 involved the reconstruction of the
inputs into a confidencemap representing the motion des-
tination in the (𝑠 + 𝑇)th frame—Decoder(𝒛, 𝑰𝑠

2D
). Then,

the SoftMax function (Alam et al., 2020) was applied to
Decoder(𝒛, 𝑰𝑠

2D
) to estimate the destination 𝑮𝑠+𝑇 .

𝑮𝑠+𝑇 = s𝑜𝑓𝑡𝑚𝑎𝑥
(
Decoder

(
𝒛, 𝑰𝑠

2D

))
(4)

To efficiently predict the destination 𝑮𝑠+𝑇 , the VAE
model was trained using the loss function formulated in
Equation (5):

Ldes = m𝑖𝑛(‖𝑮𝑠+𝑇 − 𝑮∗(𝑠+𝑇)‖
+ DKL[N (𝝁, 𝝈) ||N (0, 1) ]) (5)

where 𝑮∗(𝑠+𝑇) is the actual destination of workers in the
(𝑠 + 𝑇)th frame, which is defined by the 2D location of
the worker’s center body joint (Cao et al., 2020). DKL(⋅)

measures the Kullback–Leibler divergence between the
distribution of the latent vector 𝒛 ∼ N(𝝁, 𝝈) and the nor-
mal distribution. The theoretical basis of this function can
be found in Kingma et al. (2015). For the image frame 𝑠
where the worker was located, after predicting the motion
destination of the worker in the (𝑠 + 𝑇)th image frame,
the second part of IntentionNet (green area of Figure 3b)
was proposed to predict the corresponding human poses
from the current position to 𝑮𝑠+𝑇 . For image frame 𝑠, the
authors first connected the worker’s current position (𝑮𝑠)
to the future destination 𝑮𝑠+𝑇 . Notably, the worker’s cur-
rent position 𝑮𝑠 was identified as the 2D location of the
worker’s center body joint (middle of the left and right hip
joints; obtained from the 2D skeleton of workers generated
in Module 1; Cao et al., 2020). Along the path between 𝑮𝑠

and𝑮𝑠+𝑇 , the authors implemented a skeleton translation,
shifting the worker’s 2D skeleton centered at 𝑮𝑠 to 𝑮𝑠+𝑇 .
The translated skeleton centered at the 𝐺𝑠+𝑇 served as the
initial prediction of the worker’s poses in the (𝑠 + 𝑇)th

frame. Correspondingly, the initial prediction𝒑𝒐𝒔𝒆𝑠+𝑇
2D

was
fed into the trained subnetwork 2 of the 3D-MotNet to
generate the initial 3D human pose prediction 𝒑𝒐𝒔𝒆𝑠+𝑇

3D
.

To fine-tune the initial pose predictions, they were
fed into an FC neural network consisting of two sequen-
tially connected parts, as illustrated in the green area of
Figure 3b. The upper part of the FCnetworkwas composed
of five layers with 2𝑞 (2 × 𝑞), 512, 1024, 512, and 2𝑞 (2 × 𝑞)

neurons, which was used to calibrate the initial pose
prediction in 2D space,𝒑𝒐𝒔𝒆𝑠+𝑇

2D
. For clarity, the parameter

𝑞 denotes the total number of identified body joints in
𝒑𝒐𝒔𝒆𝑠+𝑇

2D
. Multiply by 2 to represent the two coordinate

values (X and Y) associated with each joint. To enhance

the accuracy of pose predictions with q body joints, the
FC neural network was employed an architecture of 2 × 𝑞

neurons at both its input and output layers. This design
enabled the network to capture and fine-tune the spatial
position of each joint in a 2D space, generating accurate 2D
pose predictions. Simultaneously, the lower part of the FC
network consisted of five layers with 3𝑞, 1024, 2048,1024,
and 3𝑞 neurons was trained to correct the initial human
pose prediction in 3D space (𝒑𝒐𝒔𝒆𝑠+𝑇

3D
) converted from

𝒑𝒐𝒔𝒆𝑠+𝑇
2D

. In addition, the activation function of each layer
was Rectifier (ReLU). The loss functions of each part of the
developed FC neural network were formulated in Equa-
tions (6) and (7). Specifically, Equation (6) determined
the loss associated with 2D pose predictions for future 𝑇
frames, while Equation (7) calculated the loss for 3D pose
predictions for those same frames. During each iteration
of training, these two functions operated in a hierarchical
manner to refine pose predictions. Equation (6) initially
fine-tuned the 2D predictions of the upper part of the
employed two-part FC network. These refined 2D pose
predictions then served as a superior starting point for the
lower part of the network, offering enhanced initial 3D
pose predictions. Following this, Equation (7) corrected
these 3D pose predictions to yield accurate 3D pose predic-
tions for the next 𝑇 frames (motion intention). In addition,
the overall loss function of the two-part FC neural network
was the summation of these two equations.

Lupper = m𝑖𝑛

𝑁∑
𝑇 = 1

𝑁−𝑇∑
𝑠 = 1

‖‖‖𝒑𝒐𝒔𝒆𝑠+𝑇2D
− 𝒑𝒐𝒔𝒆

∗(𝑠+𝑇)
2D

‖‖‖22 (6)

Llower = m𝑖𝑛

𝑁∑
𝑇 = 1

𝑁−𝑇∑
𝑠 = 1

‖‖‖𝒑𝒐𝒔𝒆𝑠+𝑇3D
− 𝒑𝒐𝒔𝒆

∗(𝑠+𝑇)
3D

‖‖‖22 (7)

where 𝒑𝒐𝒔𝒆∗(𝑠+𝑇)
2D

and 𝒑𝒐𝒔𝒆∗(𝑠+𝑇)
3D

indicate the actual poses
ofworkers in 2D and 3D space, respectively.𝑁 indicates the
total count of human poses available to train the network.
The double summation regarding parameter 𝑇means that
the network can be trained to predict the 3D human pose
in future 𝑇 frames. In this study, the optimal 𝑇 was 2,
which was determined based on the performance (over-
all loss) of the IntentionNet. The applied 𝒑𝒐𝒔𝒆

∗(𝑠+𝑇)
2D

and
𝒑𝒐𝒔𝒆

∗(𝑠+𝑇)
3D

were sourced from the same data set as the
ground-truth employed to assess the performance of the
3D-MotNet model. This ensures that if the outputs from
3D-MotNet introduced errors into the inputs of Intention-
Net, the latter would utilize these consistent benchmarks
to correct these errors. As such, errors originating from
3D-MotNet were not accumulated unchecked in the out-
puts of IntentionNet.𝒑𝒐𝒔𝒆∗(𝑠+𝑇)

2D
,𝒑𝒐𝒔𝒆∗(𝑠+𝑇)

3D
, and𝑁 will be

explained in Section 4.
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10 LIU and JEBELLI

3.3 Collision-checking robotic motion
planning mechanism

Relying on predicted 3D poses of workers in future
𝑇 frames (motion intentions), this section first intro-
duced the proposed probabilistic collision-checkingmech-
anism, by which the robot could estimate the colli-
sion probability with workers according to their 3D
poses in future 𝑇 frames. The authors then illus-
trated the paired motion planning mechanism that
allowed the robot to generate collision-free trajecto-
ries.

3.3.1 Probabilistic collision-checking
mechanism between workers and robots

To quantify the collision probability between workers and
robots, the authors defined the collision condition between
these two entities. Let 𝕊 denote the 3D workspace where
workers and robots collaborate. All objects in 𝕊 use the
global coordinate system {G}. 𝑿𝑠

R
∈ 𝕊 represents space

occupied by the robot measured in 𝕊 at frame 𝑠, and
𝒙𝑟 indicates the random variable in 𝑿𝑠

R
. In other words,

𝒙𝑟 ∈ 𝑿𝑠
R
indicates the location of each point that the robot

occupies in 𝕊 at frame 𝑠. Similarly, 𝑿𝑠
H
∈ 𝕊 is the space

occupied by workers at frame s, with 𝒙ℎ ∈ 𝑿𝑠
H
indicating

the location of each point that workers occupy in 𝕊 at
frame s. Using the definitions of 𝒙ℎ, 𝑿𝑠

H
, 𝒙𝑟, and 𝑿𝑠

R
, the

collision between workers and robots occurs at frame 𝑠 if
and only if there is a spatial overlap between data points
within 𝑿𝑠

R
and 𝑿𝑠

H
, a condition that can be formulated

as 𝑿𝑠
R
(𝒙𝑟) ∩ 𝑿𝑠

H
(𝒙ℎ) ≠ {∅}. Accordingly, the collision prob-

ability between robots and workers, 𝑃𝑠
C
, can be expressed

as:

𝑃𝑠
C
= ∫
𝒙𝑟∈𝑿

𝑠
R

∫
𝒙ℎ∈𝑿

𝑠
H

I𝑠
C
× p (𝒙𝑟, 𝒙ℎ) 𝑑𝒙𝑟𝑑𝒙ℎ (8)

where I
𝑠
C =

{
1 𝑖𝑓 𝑿𝑠

R (𝒙𝑟) ∩ 𝑿𝑠
H (𝒙ℎ) ≠ {∅}

0 𝑖𝑓 𝑿𝑠
R (𝒙𝑟) ∩ 𝑿𝑠

H (𝒙ℎ) = {∅}

In Equation (8), the symbol I𝑠
C
represents the indicator

function, where a value of 1means that the points occupied
by robots overlap the points occupied by workers at frame
𝑠, and a value of 0 indicates that the overlap does not occur
at frame 𝑠. p(𝒙𝑟, 𝒙ℎ) is the joint PDF of the random variable
𝒙𝑟 ∈ 𝑿𝑠

R
and 𝒙ℎ ∈ 𝑿𝑠

H
. As per Equation (8), to obtain the

collision probability, 𝑃𝑠
C
, the integral of I𝑠

C
× p(𝒙𝑟, 𝒙ℎ) over

space 𝑿𝑠
R
and 𝑿𝑠

H
needs to be calculated. To this end, the

first step is to establish the mathematical expression of 𝑿𝑠
H

and 𝑿𝑠
R
.

To represent 𝑿𝑠
H
—the spatial area occupied by workers

at frame 𝑠−the authors used 3D poses (𝒑𝒐𝒔𝒆𝑠
3D
) of work-

ers obtained from Module 2. As depicted in Figure 5a,
for each body part 𝑗 ∈ {1, 2, … , p} in 𝒑𝒐𝒔𝒆𝑠

3D
, its occu-

pied space is approximated by an ellipsoid area (regarded
as E𝑠

𝑗
) between the connected body joints. The center of

each ellipsoid is the midpoint of the line connecting the
linked body joints, denoted as 𝒆𝑠

𝑗
. The lengths of the semi-

axes of the ellipsoid are set as 𝓁𝑒,𝑗 , 𝓁𝑒,𝑗∕2, and 𝓁𝑒,𝑗∕2,
where 𝓁𝑒,𝑗 is the distance from the center (𝒆𝑠

𝑗
) to the cor-

responding body joints. As such, for each sample, 𝒙𝑗
ℎ
, in

the ellipsoid E𝑠
𝑗
, its distribution can be assumed to follow

a Gaussian distribution (Du Toit & Burdick, 2011) 𝒙𝑗
ℎ
∼

N(𝒆𝑠
𝑗
, 𝚺

𝑗

ℎ
), where the center 𝒆𝑠

𝑗
stands the mean of the dis-

tribution, and the correlationmatrix𝚺𝑗
ℎ
can be represented

byDiagonal(𝓁2
𝑒,𝑗
, 𝓁2

𝑒,𝑗
∕4, 𝓁2

𝑒,𝑗
∕4). By adopting the Gaussian

distribution assumption, all samples were normally dis-
tributed within a Gaussian ellipsoid, corresponding to the
ellipsoid E𝑠

𝑗
. After approximating the space occupied by

each body part (i.e., 𝒙𝑗
ℎ
∈ E𝑠

𝑗
), 𝑿𝑠

H
is obtained using the

union operation (∪) between the ellipsoids corresponding
to all body parts (Figure 5a), which is expressed as:

𝑿𝑠
H
= E𝑠

1

(
𝒙1
ℎ

)
∪ E𝑠

2

(
𝒙2
ℎ

)
… ∪ E𝑠

𝑗

(
𝒙
𝑗

ℎ

)
; 𝑗 ∈ {1, 2, … , 𝑝}

(9)
Similarly, 𝑿𝑠

R
—the space occupied by the robot—could

be obtained using the waypoints and the corresponding
configuration of the robot (Maeda et al., 2017; Park et al.,
2019). 𝑿𝑠

R
is estimated with all ellipsoids (regarded as C𝑠𝑎;

a ∈ {1, 2, … , l}) between adjacent joints of the robotic arm
(Figure 5a). For this study, the location of each robotic
arm joint is acquired from the operating system of the
robot during collaboration. The center of each ellipsoid 𝒄𝑠𝑎
is the midpoint between adjacent joints. The lengths of
the semiaxes of the ellipsoid are set as 𝓁𝑐,𝑎, 𝓁𝑐,𝑎∕2, and
𝓁𝑐,𝑎∕2;𝓁𝑐,𝑎 is the distance from the center (𝒄sa) to the cor-
responding robotic arm joints. In addition, every sample,
𝒙𝑎𝑟 , within the ellipsoid C𝑠𝑎 follows a Gaussian distribution
𝒙𝑎𝑟 ∼ N(𝒄𝑠𝑎, 𝚺

𝑎
𝑟 ),𝚺𝑎𝑟 = D𝑖𝑎𝑔𝑜𝑛𝑎𝑙(𝓁2𝑐,𝑎, 𝓁

2
𝑐,𝑎∕4, 𝓁

2
𝑐,𝑎∕4).𝑿𝑠

R
is

expressed as:

𝑿𝑠
R
= C𝑠

1

(
𝒙1𝑟

)
∪ C𝑠

2

(
𝒙2𝑟

)
… ∪ C𝑠𝑎 (𝒙

𝑎
𝑟 ) ; 𝑎 ∈ {1, 2, … , 𝑙}

(10)
As introduced above, for each segment of the human

body and the robot, an ellipsoid was selected as the
geometric representation of the corresponding occupied
space. As demonstrated by multiple studies (Du Toit &
Burdick, 2011; Park et al., 2019), the ellipsoid offers a high
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LIU and JEBELLI 11

F IGURE 5 (a) Illustration of key parameters in Algorithm 1; (b) illustration of key parameters in Algorithm 2.

degree of adaptability, enabling a close approximation to
the occupied spaces of the segments of the human body.
From a computational perspective, ellipsoids facilitated
an efficient and continuous calculation of the collision
probability, using the principles of multivariate Gaussian
distribution (Du Toit & Burdick, 2011; Rafiei & Adeli,
2017)—details of which will be introduced in the fol-
lowing content. Moreover, the broader central region of
the ellipsoid offered an added spatial buffer (compared
to other shapes like cylinders) to the occupied space
of robotic links. This extra space may serve as a safety
buffer, enhancing the safety of human–robot interactions.
Notably, this ellipsoid-based space approximation has the
potential to be adaptable to diverse robotic structures:
A robotic arm with 𝑙 links could employ 𝑙 ellipsoids to
estimate its occupied space. Meanwhile, robots with
simpler structures might only require a single ellipsoid for
efficient spatial approximation of collision estimation, as
evidenced by the study in Du Toit and Burdick (2011).
After obtaining the expressions of 𝑿s

H
and 𝑿s

R
approxi-

mated by ellipsoids, it is noteworthy that any intersection
between segments of the human body and those of the
robot will be regarded as a collision. To assess this colli-
sion risk, the authors performed pairwise calculations of
the collision risk between any parts of the human body
and the robot. The maximum value of the collision risk
among all these pairs is the collision probability between
the robot and theworker at frame s, 𝑃s

C
. Then, Equation (8)

for calculating 𝑃s
C
can be reformulated as follows:

𝑃𝑠
C
= max
𝑎 ∈ {1, 2, … , p}

𝑗 ∈ {1, 2, … , 𝑞 − 1}

{
∫
𝒙𝑎𝑟

∫
𝒙
𝑗

ℎ

p
(
𝒙𝑎𝑟 ∈ 𝐶𝑠

𝑎, 𝒙
𝑗

ℎ

∈ E𝑠
𝑗
, C𝑠𝑎 ∩ E𝑠

𝑗
≠ {∅}

)
𝑑𝒙𝑎𝑟 𝑑𝒙

𝑗

ℎ

}
(11)

According to the Kolmogorov definition, Equation (11)
can be rewritten as follows:

𝑃s
C
= 𝑚𝑎𝑥

𝑎 ∈ {1, 2, … , p}

𝑗 ∈ {1, 2, … , 𝑞 − 1}

⎧⎪⎪⎨⎪⎪⎩
∫

𝒙𝑎𝑟 ∈C
𝑠
𝑎

⎡⎢⎢⎢⎢⎣ ∫
𝒙
𝑗

ℎ
∈C𝑠𝑎∩E

𝑠
𝑗

p
(
𝒙
𝑗

ℎ
|𝒙𝑎𝑟) 𝑑𝒙𝑗ℎ

⎤⎥⎥⎥⎥⎦
× p (𝒙𝑎𝑟 ) 𝑑𝒙

𝑎
𝑟

⎫⎪⎪⎬⎪⎪⎭
(12)

where p(𝒙𝑗
ℎ
|𝒙𝑎𝑟 ) is the PDF of 𝒙𝑗ℎ given 𝒙𝑎𝑟 , and p(𝒙𝑎𝑟 ) is the

marginal density of 𝒙𝑎𝑟 . Additionally, based on the inves-
tigation reported by Du Toit and Burdick (2011), the inner
integral can be estimated through the product between the
volume of space occupied by the part of the robot (V(C𝑠

𝑎);
ellipsoid) and the conditional distribution of worker over
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12 LIU and JEBELLI

space occupied by the part of the robot, p(𝒙𝑗
ℎ
= 𝒙𝑎𝑟 |𝒙𝑎𝑟 ):

∫
𝒙
𝑗

ℎ
∈C𝑡𝑎∩E

𝑡
𝑗

p
(
𝒙
𝑗

ℎ
|𝒙𝑎𝑟) 𝑑𝒙𝑗ℎ ≈ V

(
C𝑡𝑎

)
× p

(
𝒙
𝑗

ℎ
= 𝒙𝑎𝑟 |𝒙𝑎𝑟)

(13)
Using Equation (13), the probability of collision 𝑃𝑠

C
can

be simplified as the following:

𝑃s
C
≈ 𝑚𝑎𝑥

𝑎 ∈ {1, 2, … , l}

𝑗 ∈ {1, 2, … , p}

⎧⎪⎨⎪⎩V (C𝑠
𝑎) × ∫

𝒙𝑎𝑟 ∈C
𝑠
𝑎

p( 𝒙
𝑗

ℎ
= 𝒙𝑎𝑟 |𝒙𝑎𝑟 )p (𝒙𝑎𝑟 ) 𝑑𝒙𝑎𝑟⎫⎪⎬⎪⎭ (14)

Considering random variables 𝒙
𝑗

ℎ
and 𝒙𝑎𝑟 fol-

low the Gaussian distribution—𝒙
𝑗

ℎ
∼ N(𝒆𝑠

𝑗
, 𝚺

𝑗

ℎ
) and

𝒙𝑠𝑟 ∼ N(𝒄𝑠𝑎, 𝚺
𝑎
𝑟 ), 𝑃𝑠C can be derived as follows (Du Toit &

Burdick, 2011; Park et al., 2019):

𝑃sC ≈ 𝑚𝑎𝑥
𝑎 ∈ {1, 2, … , l}

𝑗 ∈ {1, 2, … , 𝑝}

⎧⎪⎪⎨⎪⎪⎩
V (C𝑠

𝑎)√
det

(
2𝜋𝚺

𝑗,𝑎

𝐶

) exp

[
−
1

2

(
𝒄𝑠𝑎 − 𝒆𝑠

𝑗

)T(
𝚺
𝑗,𝑎

𝐶

)−1 (
𝒄𝑠𝑎 − 𝒆𝑠

𝑗

)]⎫⎪⎪⎬⎪⎪⎭
< 1

(15)

where

𝚺
𝑗,𝑎

C = 𝚺
𝑗

ℎ
+ 𝚺𝑎𝑟 − 𝚺

𝑗,𝑎
𝑚 −

(
𝚺
𝑗,𝑎
𝑚

)T
; 𝚺

𝑗,𝑎
𝑚

=

⎡⎢⎢⎢⎢⎣
cov

(
𝑥
𝑗

ℎ,𝑥
, 𝑥𝑎𝑟,𝑥

)
cov

(
𝑥
𝑗

ℎ,𝑥
, 𝑥𝑎𝑟,𝑦

)
cov

(
𝑥
𝑗

ℎ,𝑦
, 𝑥𝑎𝑟,𝑥

)
cov

(
𝑥
𝑗

ℎ,𝑦
, 𝑥𝑎𝑟,𝑦

) cov
(
𝑥
𝑗

ℎ,𝑥
, 𝑥𝑎𝑟,𝑧

)
cov

(
𝑥
𝑗

ℎ,𝑦
, 𝑥𝑎𝑟,𝑧

)
cov

(
𝑥
𝑗

ℎ,𝑧
, 𝑥𝑎𝑟,𝑥

)
cov

(
𝑥
𝑗

ℎ,𝑧
, 𝑥𝑎𝑟,𝑦

)
cov

(
𝑥
𝑗

ℎ,𝑧
, 𝑥𝑎𝑟,𝑦

)
⎤⎥⎥⎥⎥⎦
(16)

In this equation, 𝚺𝑗,𝑎
C

represents the combined posi-
tion covariance matrix between workers and robots. 𝚺𝑗,𝑎𝑚
describes the matrix that computes the covariance val-
ues between random variables 𝒙

𝑗

ℎ
and 𝒙ar with respect

to 𝑥, 𝑦, and 𝑧 coordinates, which can be derived using
all samples from 𝒙

𝑗

ℎ
∈ E𝑠

𝑗
and 𝒙𝑎𝑟 ∈ C𝑠𝑎. At this point, all

parameters in Equation (15) are known; thus, the prob-
ability of collision between workers and robots can be
computed. Moreover, based on the derivation of the prob-

ALGORITHM 1 Probabilistic Collision-Checking.

Inputs:
poses3D: worker’s 3D pose estimated from timeframe s; including
the 3D coordinates of all body joints (joint1, … , j𝑜𝑖𝑛tq)

conf ig
s

3D: configuration (e.g., joint angles, joint coordinates, link
lengths) of the robotic arm in timeframe s; obtained from
robot operating system

1. Forj = 1, 2, … , p

2. 𝒆s
j
=

1

2
(jointj + jointj+1) → obtain 𝓁e,j,

1

2
𝓁e,j, and

1

2
𝓁e,j

based on 𝒆s
j

3. 𝚺
j

h
= Diagonal(𝓁2

e,j
,
1

4
𝓁2
e,j
,
1

4
𝓁2
e,j
)

4. Generate 4,000 samples based on the Gaussian
distribution 𝒙𝑗

ℎ
∼N(𝒆𝑠

𝑗
, 𝚺

𝑗

ℎ
)

5. End for
6. For 𝑎 = 1, 2, … , l

7. Obtain 𝒄sa and 𝚺ar
8. Generate 2,000 samples based on the Gaussian

distribution 𝒙𝑎𝑟 ∼ N(𝒄𝑠𝑎, 𝚺
𝑎
𝑟 )

9. End for
10. For j = 1, 2, … , p

11. For 𝑎 = 1, 2, … , l

12. Calculate 𝚺j,am and 𝚺j,aC using Equation (16)
13. End for
14. End for
15. Calculate the 𝑃sC=max

𝑎 ∈ {1, 2,⋯, p}

𝑗 ∈ {1, 2,⋯, 𝑞 − 1}⎧⎪⎨⎪⎩
V(C𝑠

𝑎)√
det(2𝜋𝚺

𝑗,𝑎

𝐶
)

exp

[
−
1

2
(𝒄𝑠𝑎 − 𝒆𝑠

𝑗
)
T
(𝚺

𝑗,𝑎

𝐶
)
−1
(𝒄𝑠𝑎 − 𝒆𝑠

𝑗
)

]⎫⎪⎬⎪⎭
16. End

abilistic collision-checking mechanism (Equations 8–15),
the pseudo-code for computing 𝑃𝑠

C
is shown in Algorithm

1.
As outlined, the inputs for the probabilistic collision-

checking mechanism are the worker 3D poses (𝒑𝒐𝒔𝒆𝑠
3D
)

predicted fromModule 2 and the configuration of the robot
containing all positions of joints (𝒄𝒐𝒏𝒇𝒊𝒈𝑠3D) obtained
from the robot operating system. For the input𝒑𝒐𝒔𝒆𝑠

3D
, the

mechanism first computes the center point of the ellipsoid
area, 𝒆𝑠

𝑗
, between each two adjunct body joints, as shown in

line 2. Then, themechanism obtains the covariancematrix
𝚺
𝑗

ℎ
of each ellipsoid, line 3. Next, the mechanism samples

the data pointswithin the space occupied by each body part
of workers (E𝑠

𝑗
, 𝑗 ∈ {1, 2, … , p}) based on 𝒙𝑗

ℎ
∼ N(𝒆𝑠

𝑗
, 𝚺

𝑗

ℎ
),

employing a sample size of 4000 (line 4). Parallelly, for
the input 𝒄𝒐𝒏𝒇𝒊𝒈𝑠3D, the mechanism generates the center
point of each pair of robotic arm joints (𝒄𝑠𝑎), obtains the
covariance matrix 𝚺𝑎𝑟 , and estimates the space occupied by
each part of the robot (C𝑠

𝑎, 𝑎 ∈ {1, 2, … , l}) by generating
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LIU and JEBELLI 13

2000 samples based on 𝒙𝑎𝑟 ∼ N(𝒄𝑠𝑎, 𝚺
𝑎
𝑟 ). Then, based on all

samples 𝒙𝑗
ℎ
in each body part of workers and 𝒙𝑎𝑟 in each

part of the robot, the 𝚺𝑗,𝑎𝑚 and 𝚺𝑗,𝑎
C

can be obtained using
Equation (16), line 10 to line 13. Accordingly, Equation (15)
is applied to compute the collision risk between each pair
of the body parts of workers and robots (line 15). Themaxi-
mum value of the collision risk among all these pairs is the
collision probability between the robot and the worker, 𝑃𝑠

C
.

Additionally, it is worth noting that the selection of sample
size—4000 for each human body part and 2000 for each
robot component—was determined through a rigorous
iterative testing. During this process, the authors found
that decreasing these sample sizes adversely affected
the algorithm’s performance in accurately represent-
ing the spaces occupied by both the human body and
robot parts. On the other hand, expanding the sample
size beyond these thresholds (4000 and 2000) failed
to enhance the approximation accuracy but increased
computational requirements. Hence, sample sizes of 4000
and 2000 were chosen to provide the algorithm with an
optimal balance between computational efficiency and
performance.
Algorithm 1. Pseudo-code for estimating the collision

probability between robots and workers.

3.3.2 Collision-free motion planning
mechanism for the robot

After enabling the robot to evaluate collision probabilities
with workers, the next step is to endow robots with the
ability to replan and generate trajectories ensuring zero
collision risk with the (anticipated sequences of) worker
motion. To this end, the authors proposed a motion
planning mechanism. The pseudo-code of the mechanism
is shown in Algorithm 2. An illustration of the mechanism
is shown in Figure 5b. As outlined by this mechanism,
prior to the robot executing its upcoming action based
on the preplanned trajectory, a preliminary check is
conducted. The robot assesses the collision risk between
its future configurations along with its preplanned tra-
jectory (𝒄𝒐𝒏𝒇𝒊𝒈𝑠+13D , … , 𝒄𝒐𝒏𝒇𝒊𝒈

𝑠+𝑇
3D ) and intended motion

sequences of workers (𝒑𝒐𝒔𝒆𝑠+1
3D

, … , 𝒑𝒐𝒔𝒆𝑠+𝑇
3D

) using the
proposed probabilistic collision-checking mechanism
(Figure 5b). For each pair of 𝒄𝒐𝒏𝒇𝒊𝒈

𝑠+𝑖
3D and 𝒑𝒐𝒔𝒆𝑠+𝑖

3D

(𝑖 ∈ {1, … , 𝑇}), if the collision probability 𝑃𝑠+𝑖
C

is lower
than a user-defined threshold (𝛿 = 5%; the determi-
nation of 𝛿 will be discussed in Section 6), the robot
proceeds with executing the collaborative task using
the preplanned trajectory (from line 1 to line 8). Con-
versely, when the collision risk 𝑃s+i

C
is higher than 𝛿,

the robot engages in configuration adjustments (starts
from line 9) by replanning its trajectory from the tra-

ALGORITHM 2 Collision-free Motion Planning.

Inputs:
𝒑𝒐𝒔𝒆s+13D ,⋯,𝒑𝒐𝒔𝒆s+T3D : worker’s 3D poses estimated from time
frame s to future time frame 𝑠+𝑇; each 𝒑𝒐𝒔𝒆s+i3D includes the
3D coordinates of all body joints

𝒄𝒐𝒏𝒇𝒊𝒈
s+1

3D , ⋯, 𝒄𝒐𝒏𝒇𝒊𝒈
s+T

3D : configurations of the robotic arm
spanning from time frame s to the subsequent time frame
𝑠+𝑇; these configurations are acquired from the robot’s
pre-planned trajectory

𝑻𝑹𝑨𝑱 = {𝒕𝒓𝒂𝒋1, ⋯,𝒕𝒓𝒂𝒋n}: all possible trajectories that enable
the robot to perform the task by facilitating its movement from
the current position A to the desired position B; Each
𝒕𝒓𝒂𝒋i contains the configurations of the robotic arm from time
frame s to the subsequent time frame 𝑠+𝑇

1. Fori = 1, 2, … , T

2. Calculate 𝑃s+iC between 𝒑𝒐𝒔𝒆s+i3D and 𝒄𝒐𝒏𝒇𝒊𝒈s+i3D

3. If 𝑃s+iC ≤𝛿 = 5%:
4. Continue the loop
5. Else:
6. Break the loop and go to line 9
7. End for
8. Return{𝒄𝒐𝒏𝒇𝒊𝒈s+13D , ⋯, 𝒄𝒐𝒏𝒇𝒊𝒈

s+T

3D } → End the
algorithm

9. For trajk in 𝑻𝑹𝑨𝑱:
10. Calculate 𝑃s+i

C,k
between 𝒑𝒐𝒔𝒆s+i

3D,k
and 𝒄𝒐𝒏𝒇𝒊𝒈s+i3D,k

for all i = 1, 2, … , T

11. If any 𝑃s+i
C,k

(i = 1, 2, … , T) >𝛿 → dismiss trajectory
𝒕𝒓𝒂𝒋k

12. Else save 𝒕𝒓𝒂𝒋k in set Collisionfree
13. End for
14. For each element (𝒕𝒓𝒂𝒋mfree;m = 1,⋯,M) in

Collisionfree:
15. Calculate the corresponding distance (Dm) to the

current configuration of the robot
16. End for
17. Optimal 𝒕𝒓𝒂𝒋∗ = {Dm}
18. Return 𝒕𝒓𝒂𝒋∗

19. End

jectory set 𝑻𝑹𝑨𝑱 = {𝒕ra𝒋1, ⋯, 𝒕ra𝒋n}. 𝑻𝑹𝑨𝑱 contains
all trajectories for the robot to perform the collaborative
task, each determined by the target positions. Each
element 𝒕𝑟𝑎𝒋𝑘 (𝑘 ∈ {1, … , 𝑛}) in set 𝑻𝑹𝑨𝑱 also consists
of 𝑇 configurations of the applied robotic arm, that is,
𝒕𝑟𝑎𝒋k = {𝒄𝒐𝒏𝒇𝒊𝒈

𝑠+1
3D,𝑘, … , 𝒄𝒐𝒏𝒇𝒊𝒈

𝑠+𝑇
3D,𝑘}. To reselect the tra-

jectory from 𝑻𝑹𝑨𝑱, the robot will calculate 𝑃𝑠+𝑖
C,𝑘

between
each new configuration (𝒄𝒐𝒏𝒇𝒊𝒈𝑠+𝑖3D,𝑘) of the robot and
each intended motion (𝒑𝒐𝒔𝒆𝑠+𝑖

3D
) of workers, as shown in

line 10. For each possible trajectory in 𝑻𝑹𝑨𝑱 set, 𝒕𝒓𝒂𝒋𝑘,
if any of the collision risks 𝑃𝑠+𝑖

C,𝑘
(𝑖 ∈ {1, … , 𝑇}) surpass

the threshold, the robot dismisses this trajectory (line 11).
Conversely, if all collision risks 𝑃𝑠+𝑖

C,𝑘
(𝑖 ∈ {1, … , 𝑇}) fall
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14 LIU and JEBELLI

below the threshold, 𝒕𝒓𝒂𝒋𝑘 will be selected as a feasible
collision-free trajectory, and this feasible 𝒕𝒓𝒂𝒋𝑘 will be
saved in Collisionfree set (line 12). After screening all
feasible collision-free trajectories (𝒕𝒓𝒂𝒋𝑚free;𝑚 = 1,… ,𝑀),
the robot will further calculate the distance (Dm) between
its current configuration and each feasible 𝒕𝒓𝒂𝒋

𝑚
free in

Collisionfree set (from line 14 to line 16). The robot selects
the 𝒕𝒓𝒂𝒋∗ with the shortest traversal distance as the
optimal replanned trajectory to ensure the avoidance of
collisions with the worker during HRC.
Algorithm 2. Pseudo-code for generating the collision-

free adjustment for collaborative robots.

4 CASE STUDY: COLLABORATIVE
BRICKLAYING TASK

To assess the viability of the proposed IAPMP and verify
its functionality, a human–robot collaborative bricklaying
task was conducted, consisting of training and testing ses-
sions. The training session was designed to generate two
data sets to train the 3D-MotNet for pose estimation and
to train the IntentionNet for motion intention inference.
These trained deep networkswere then integratedwith the
collision-checking motion planning mechanism to gener-
ate the trained IAPMP. Subsequently, the testing session
was applied to evaluate the performance of the IAPMP
in allowing the robot to generate collision-free trajectories
based on the motion intention of workers and the colli-
sion probability with workers. Details of the training and
testing sessions of the collaborative bricklaying taskwill be
discussed below.

4.1 Training session—Task description

During the training session of the task, 10 subjects
(S1, … , S10; mean age: 27.9; SD: 1.67) were recruited to col-
laborate with an Unmanned Ground Vehicle (UGV) robot
equipped with a robotic arm (Universal Robot: UR5e) and
a gripper (Robotiq 3-finger adaptive gripper). Their task
was to perform a 15-round bricklaying task in a shared
workplace. Figure 6a shows an example image captured
during the task. For each round of the task, the subjects
were asked to follow a sequence of actions. First, each sub-
ject needed to pick up a concrete brick from the material
staging area. Second, each subject carried the brick from
the material staging area to a designed collaboration area.
Third, the subject was asked to place the brick into the
material feeding area of the collaborative robot. As shown
in Figure 6a,b, the material feeding area was positioned
before the robot, featuring a row of three vacant spaces

F IGURE 6 (a) Designed collaborative bricklaying task in the
training session; (b) detailed setup of the bricklaying task; (c)
example images in data set 1 and annotations (S4); (d) example
images in data set 2 (subject: S4; group: 5).

marked as B1, B2, and B3. Each subject was asked to place
bricks sequentially, starting from B1 and continuing to B3,
one position per round. Once placed, the robot was con-
trolled to pick up the brick to build a construction wall
(height: 3 b𝑟𝑖𝑐𝑘𝑠; length: 5 b𝑟𝑖𝑐𝑘𝑠; width: 1 brick). By the
completion of 15 rounds of this task, an equal number
of bricks had been fed to each of the designed locations
(B1, B2, B3), and correspondingly, the robot could pick up
the same number of bricks at each position. Notably, this
“turn-taking” setting would ensure that the collaboration
would not cause collisions between subjects and robots
during the training session.
The 15-round bricklaying task took around 20 min to

complete for each subject. Besides, prior to the first round
of the task, each subject engaged in a warm-up session
consisting of a set of stretching exercises, following the
guidelines presented in Holmström and Ahlborg (2005).
Furthermore, before the task, the authors demonstrated a
series of safe actions and postures for lifting, carrying, and
placing materials by following the criteria regulated by the
Occupational Safety and Health Administration (OSHA;
Schneider, 1995). Subjects were instructed to follow the
authors’ demonstration throughout the bricklaying task.
These two steps were implemented to mitigate the poten-
tial risk of back sprains, elbow injuries, and shoulder
injuries for each subject.
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LIU and JEBELLI 15

4.2 Training session—Data set
preparation

Figure 6b shows the detailed setup of the above col-
laborative task. The designated area for the task was
approximately 3m × 5 m. One digital video (DV) cam-
era was placed in one corner of the space. The resolution
of the DV camera was 1920 pixels by 1080 pixels, with
a frame rate locked at 24 frames per second (fps). Dur-
ing the training session, the camera was used to capture
the images of the HRC. These images were collected to
train the 3D-MotNet and IntentionNet within the IAPMP
method. To reduce the computational resources in training
these networks, a strategy was used: For every 12 con-
secutive frames captured by the camera, one frame was
selected for IAPMP training. As mentioned, each sub-
ject performed around 20 min of the task. Therefore,
around 2400 images [= (24 images/s ÷ 12 × 60 s/min ×

20 min)] were collected per subject. In this study, 24,056
images containing human poses were captured from all 10
subjects.
In addition to using the camera for capturing 2D human

pose images, a motion capture system (Perception Neuron
Studio; Wei et al., 2017) was used to collect the 3D coordi-
nates of human poses to train the IAPMP. Each subject was
equipped with a set of motion capture sensors. During the
task, these sensors recorded the 3D coordinates of corre-
sponding body joints. The recording of the motion capture
system was synchronized with the recording of the DV
camera. The frame rate of the recording was set as 24 fps as
well. Likewise, for every 12 frames, the authors generated
one set of 3D coordinates for each chosen 2D human pose
image. As such, every human pose image was paired both
with its 2D representation, as well as the corresponding
3D coordinates of the human pose. Notably, after obtain-
ing these 3D coordinates from the motion capture system,
the coordinates were alignedwith the coordinate system of
the robot. This alignment was achieved through the calcu-
lation of a homogeneous transformation matrix between
these two coordinate systems. For this purpose, the 3D
coordinates of the four corners of thematerial feeding area
weremeasured in both themotion capture’s and the robot’s
coordinate systems. According to the 3D coordinates of the
identical object in both coordinate systems, the homoge-
neous transformation matrix could be obtained using the
process introduced in Khajwal et al. (2023), Mihelj et al.
(2019), and Pan and Yang (2023). Upon aligning the two
sets of 3D coordinates using the homogeneous matrix, the
3D coordinates of both the UR5e robot and the captured
human poses were harmonized into a unified coordinate
system (global frame). Then, these aligned coordinates of
the 3D human poses were used in subsequent steps to train

the proposed networks for pose estimation and motion
intention inference.
After obtaining the human pose images and their corre-

sponding (aligned) 3D coordinates, the authors generated
two data sets. The first data set (data set 1) was used to train
the 3D-MotNet, allowing it to extract 3D human poses
from the images captured by the camera. The second data
set (data set 2) was applied to train the IntentionNet to
predict the motion intentions of the subjects. To generate
data set 1, the authors first annotated the captured images
by following widely accepted annotation protocols. Specif-
ically, for every image in data set 1, the authors annotated
14 human body joints (Lin et al., 2014), including the head,
neck, left shoulder, right shoulder, left elbow, right elbow,
left wrist, right wrist, left hip, right hip, left knee, right
knee, left ankle, and right ankle joints, one annotation
per body joint. Each annotation consisted of three key
elements—(1) the label of the corresponding body joint
(e.g., head, left shoulder), (2) the 2D coordinates of the
body joint, and (3) the 3D coordinates of the joint. The 2D
coordinates of each joint were manually labeled using the
Clickworker platform (Cao et al., 2021). The 3D coordinates
of the joint were obtained from themotion capture system.
An exemplar image in data set 1 and its associated annota-
tion are shown in Figure 6c. During the stages of training
and testing, the 2D coordinates of the body joint in every
image were served as the ground-truth 𝒑𝒐𝒔𝒆s∗

2D
for assess-

ing the intermediate loss of 3D pose estimation. The 3D
coordinates of the body joint in every image were served as
the ground-truth 𝒑𝒐𝒔𝒆s∗

3D
for calculating the loss of Equa-

tion (2). 𝒑𝒐𝒔𝒆s∗
3D

was a 14 × 3 matrix, where 14 indicates
the annotated 14 joints and 3 indicates the coordinates of
each joint were 3D. Data set 1 contained 24,056 images
with the corresponding annotations. Eighty percent of the
images in data set 1 were used to train the 3D-MotNet, with
the remaining 20% being used for performance validation.
The results will be reported in the Section 5.
Data set 2 was generated based on the modification of

data set 1. The authors first divided all images in data set 1
into 10 sub–data sets, with each sub–data set dedicated to a
particular human subject. Then, for each sub–data set, the
authors further divide it into 15 groups according to the 15
rounds of the collaborative bricklaying tasks. Every group
corresponded to a single task round. In each group, every
image had 14 annotations; each annotation consisted of
three key elements, the same as in data set 1. The sequence
of images in each groupwas arranged based on the chrono-
logical order of their capture. In this study, the networkwas
trained with the group of images (and the corresponding
annotations) in each sub–data set of data set 2. Throughout
the training and validation phases, the 2D and 3D coor-
dinates for each body joint in every image were regarded
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16 LIU and JEBELLI

as ground-truth 𝒑𝒐𝒔𝒆∗(𝑠+𝑇)
2D

and 𝒑𝒐𝒔𝒆∗(𝑠+𝑇)
3D

to measure the
loss of Equations (6) and (7). Examples of the images in one
group in data set 2 are shown in Figure 6d. In addition, the
authors randomly selected eight sub–data sets to train the
IntentionNet, and the remaining two sub–data sets to val-
idate the IntentionNet. The corresponding results will be
reported in the Section 5.
As outlined, data sets 1 and 2 provided annotated image

data to train the proposed 3D-MotNet and IntentionNet
for 2D/3D pose estimation and motion intention estima-
tion. The authors would like to note that while recent
advancements have introduced several annotation-free
methods for pose estimation (Zheng et al., 2023), such
as unsupervised, semisupervised, and geometry-aware
representation-based methods, the significance of anno-
tated data sets remains evident. Specifically, models
trained on annotated data sets tend to achieve enhanced
accuracy in pose estimation, an advantage that might
not be matched by annotation-free models (Zhang et al.,
2019). Within the context of this study, the precision of
pose estimation directly impacted the subsequent motion
intention and collision probability assessments. This
highlighted the importance of precise pose estimation
and the significance of annotated data sets in model
development. Thus, despite the effort required to prepare
annotated data sets, the important role of these data sets
in ensuring accuracy proved their use in this study.
Furthermore, before utilizing data set 1 to train and val-

idate the 3D-MotNet, the authors performed an additional
step to pretrain the network using two publicly avail-
able data sets—the Microsoft Common Objects in Context
(COCO) data set (Lin et al., 2014) was used to pretrain
the subnetwork 1 of the 3D-MotNet; and the Human3.6 M
data set (Ionescu et al., 2014) was used to train the sub-
network 2 of the 3D-MotNet. The COCO data set was a
large-scale data set (328,000 images with annotations of
2.5 million objects) widely used to train and calibrate deep
networks for 2D human pose estimations across various
domains (Lin et al., 2014). Likewise, the Human3.6 M data
set was a widely accepted data set containing 3.6 million
images of human poses and the corresponding 3D coor-
dinates of each body joint (Ionescu et al., 2014), used for
training deep networks to extract 3D human poses. In the-
ory, this pretraining step could enable the 3D-MotNet to
estimate the 3D human poses from 2D images. However,
in the context of domain-specific actions, such as construc-
tion tasks performed by subjects, the authors’ empirical
observations (Liu& Jebelli, 2022) revealed instances where
the pretrained network may occasionally fail to accurately
detect human poses. To solve this problem, the step of
using data set 1 to train (fine-tune) the 3D-MotNetwas con-
ducted, aiming to allow the network to have an enhanced
performance in extracting the 3D human poses from the
input images. In this study, the model pretraining step was

conducted by following the widely adopted training pro-
tocols (Wang et al., 2019). Eighty percent of the COCO
and Human3.6 M data were used to pretrain the 3D-
MotNet, and the remaining 20% were used to validate its
performance. For simplicity, this study will not introduce
the pretraining step for the 3D-MotNet. Details, including
descriptions of the COCO and Human3.6 M data sets, as
well as the pretraining process, can be found in the authors’
previous study and related investigations (Liu & Jebelli,
2022; Wang et al., 2019).

4.3 Testing session: Performance
evaluation of the IAPMP

Once obtaining the trained 3D-MotNet and IntentionNet,
these two networks were integrated with the collision-
checking motion planning mechanism to generate the
IAPMP. Subsequently, the testing session was conducted
to assess the performance of the IAPMP. For this testing
session, six subjects were randomly selected to engage in
20 rounds of amodified collaborative bricklaying task. The
settings of themodified task were similar to that of the task
outlined in Section 4.1. The only difference was that two of
the positions within B1, B2, B3 had bricks prepositioned
before the start of each round. At the beginning of each
round in this modified task, each subject picked up and
delivered a concrete brick from the material staging area
to the material feeding area for the collaborative robot.
The subject was required to place the brick in an empty
slot among B1, B2, B3, which was randomized by the
authors prior to each round. Notably, in this modified task,
the robot did not wait for the subject to complete brick
placement before proceeding to pick up the corresponding
brick. Instead, the robot was programmed to randomly
choose one of the positions—B1, B2 or B3—to pick up the
brick at a time close to when the subject placed the brick.
If there was no brick in the selected position, the robot
moved to the adjacent locations to pick up the brick and
build the wall. Given this dynamic scenario, where the
collaborative turn-taking plan (in Section 4.1) was absent,
the robot may collide with subjects, particularly when the
motion trajectory of the robotic arm spatially overlaps the
motion of the subject. To avoid collisions, the proposed
IAPMP was activated in the operating system of the
applied Universal Robot (UR5e). If the proposed IAPMP
worked properly, the robot could anticipate the motion
intention of the subject, understand the future position of
the subject, calculate the collision probability accordingly,
and generate the collision-free trajectories to pick up the
brick. Specifically, as elaborated in Section 3.3.2 (Algo-
rithm 2), the collision-free trajectories were generated by
IAPMP from a predefined trajectory set, 𝑻𝑅𝐴𝐽. Prior to
the testing session, the authors utilized the forward and
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LIU and JEBELLI 17

inverse kinematic functions to define all plausible robotic
trajectories within 𝑻𝑅𝐴𝐽 set. These trajectories, informed
by the initial configuration and goal position (B1, B2, or
B3) of the UR5e robot for each round, were represented by
a series of angles associated with every robotic joint. Each
trajectory enabled the UR5e robot to pick up the brick
from one of the goal positions (B1, B2, or B3). In each
round, if the collision probability was higher than the
threshold in Algorithm 2, the IAPMP directed the robot
to select an alternative trajectory from 𝑻𝑅𝐴𝐽, ensuring
collision avoidance with the subject.
In cases where the proposed IAPMP failed to gener-

ate appropriate adjustments, to prioritize the safety of all
subjects, the authors implemented two safety measures.
First, throughout the testing session, two trained mem-
bers from the research team were appointed as “on-site
supervisors,” each with specific safety-monitoring respon-
sibilities. One individual was responsible for monitoring
the performance of the proposed IAPMP and the real-time
robot operations (visualized on an onsite workstation).
If the UR5e robot generated incorrect adjustments due
to predictive errors of the IAPMP or its own unexpected
operational errors, this supervisor immediately halted the
experiment by activating the robot’s emergency stop fea-
ture. Concurrently, the other individual focused on the
direct physical interactions between the subject and the
UR5e robot. This role was designed to supplement the
first supervisor’s duties: In situations where the first super-
visor’s reaction to activate the emergency stop might be
delayed, or in cases where a correct robotic adjustment
might lead to a collision due to collision-free thresholds
(𝛿) (though this scenario was not realized during the
study), the second supervisor had the authority to stop the
robot. Moreover, both supervisors documented any fail-
ure instances, noting causes for reasons for subsequent
analysis. Second, during the case study, the robotic arm
was programmed to operate at a controlled speed by set-
ting the safety configuration of the UR5e robot (Kirschner
et al., 2021). This measure was used to mitigate the poten-
tial impact force from any unexpected collisions. Through
these precautions, the safety of all subjects throughout the
testing session could be ensured. The performance of the
IAPMP will be reported in Section 5.

5 RESULTS

5.1 Performance of the 3D-MotNet in
3D pose estimation

In this section, the training performance of the 3D-MotNet
in extracting the 3D poses of workers from 2D images
was presented. As introduced, the 3D-MotNet was first

pretrained with two public data sets and then trained
(fine-tuned) with data set 1. During pretraining, the Xavier
initialization method (Kumar, 2017) was used to initialize
all weights of the 3D-MotNet. Stochastic gradient descent
(SGD) with momentum optimizer was applied to optimize
the network with a learning rate of 1.5 × 10−5. Subse-
quently, data set 1 was employed to fine-tune the efficiency
of the pretrained network in extracting the 3D poses of
workers engaged in construction tasks. The initial weights
of the fine-tuned network were obtained from the pre-
trained network’s weights after training on the public
data sets. The optimizer and the learning rate were the
same as those used in the pretraining process. Further-
more, to determine the optimal value ofH for subnetwork
1 in the 3D-MotNet (as mentioned in Section 3.2), the
entire 3D-MotNet was pretrained and trained with vary-
ing values of H. H was chosen within the range 3 to 7,
based on investigations reported in Cao et al. (2021). For
each H value, Table 1 reported the validation performance
of the fine-tuned 3D-MotNet on data set 1 in extracting
subjects’ 3D postures. The table presented the Euclidean
distance between each body joint of the 3D human poses
extracted by the fine-tuned 3D-MotNet and its correspond-
ing ground-truth value. When H = 4, the fine-tuned
3D-MotNet achieved its optimal performance. Addition-
ally, the last row of Table 1 was the baseline calculated by
directly applying the pretrained 3D-MotNet (H = 4) to the
validation data set of data set 1. The results demonstrate
that the fine-tunedmodel improved its 3D pose estimation
performance by 29.7% compared to the pretrained coun-
terpart. Further, Figure 7a visualized the outcomes when
directly applying the pretrained 3D-MotNet (H = 4) to the
validation data set of data set 1, while Figure 7a depicted
the outcomes using the fine-tuned 3D-MotNet (H = 4)
on the same validation data set. Notably, the fine-tuned
model accurately extracted subjects’ 3D postures during
construction tasks involving standing, carrying, and deliv-
ering. In contrast, the pretrained network encountered
difficulties in accurately estimating several 3D poses (refer
to the errors in red circles)

5.2 Performance of the IntentionNet in
motion intention inference

This section reported the performance evaluation of the
IntentionNet in the IAPMP for inferring human motion.
Data set 2 in Section 4.2 was implemented to train the
IntentionNet. Throughout the training process, the latent
vector 𝒛 of the IntentionNet was initialized according to
the normal distribution 𝒛 ∼ 𝑵(0, 1). The Xavier initial-
ization method (Kumar, 2017) was applied to initialize the
weight matrix of the network. The optimizer applied to
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T A B L E  1 V ali d ati o n p erf or m a n c e of t h e 3 D- M ot N et f or 3 D h u m a n p o s e e sti m ati o n o n d at a s et 1.

H  H e a d  N e c k
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R.

hi p
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k n e e

R.

k n e e

L.

a n kl e

R.

a n kl e

T ot al

( m m )

3 6.1 5. 2 5. 8 6. 6 5. 9 3.1 3. 8 2. 9 3. 0 4. 7 3. 8 6. 2 3. 0 3. 9 6 4. 0

4 2. 8 2. 9 3. 6 5. 2 4. 1 2. 1 3. 1 1. 2 2. 3 1. 9 1. 9 4. 5 3. 1 3. 1 4 1. 8

5 4. 8 4. 8 4. 7 5. 9 5. 0 2. 8 3. 5 1. 9 3. 0 1. 8 3. 4 4. 9 3.1 3. 2 5 2. 8

6 2. 9 3. 0 3. 7 5. 0 4. 3 2.1 3. 0 1.1 2. 4 1. 8 2. 2 4. 6 3. 0 2. 9 4 2

7 3. 3 3.1 3. 8 5.1 4. 2 2. 6 3. 2 1. 3 2. 4 1. 9 2. 3 4. 4 3. 0 3. 0 4 3. 6

3 D M 4.1 3. 3 4. 8 5. 7 5.1 3. 0 5. 2 3.1 2. 5 2. 9 2. 5 4. 7 3. 6 3. 7 5 4. 2

N ot e : 3 D M st a n d s f or t h e 3 D- M ot N et pr etr ai n e d b y t w o p u bli c d at a s et s ( C o m m o n  O bj e ct s i n  C o nt e xt [ C O C O] a n d  H u m a n 3. 6  M).

B ol d e d t er m s i n di c at e t h e  m o d el ( 3 D- M ot N et)’s o pti m al p erf or m a n c e,  w hi c h i s a c hi e v e d  w h e n  H e q u al s 4.

F I G U R E  7 ( a)  O ut c o m e s of t h e 3 D- M ot N et i n 3 D p o s e e sti m ati o n; ( b) o ut c o m e s of t h e I nt e nti o n N et i n  m oti o n i nt e nti o n e sti m ati o n.

tr ai n e a c h p art of t h e I nt e nti o n N et ( V A E  m o d el a n d  F C

n e ur al n et w or k; S e cti o n 3. 2 )  w a s a d a pti v e  m o m e nt e sti-

m ati o n ( A D A M).  T h e l e ar ni n g r at e of t h e  V A E  m o d el  w a s

s et a s 2. 5  × 1 0 − 5 wit h a 1 0 − 4 d e c a y.  T h e b at c h si z e  w a s

3 2.  M e a n w hil e, t h e  F C n e ur al n et w or k  w a s tr ai n e d  wit h

a l e ar ni n g r at e of 1 × 1 0 − 3 wit h o ut  w ei g ht d e c a y.  T h e c or-

r e s p o n di n g b at c h si z e  w a s 1 0 2 4, a n d a dr o p o ut r at e of 0.1 5

w a s a p pli e d.  A s  m e nti o n e d i n S e cti o n 3. 2 , t h e 3 D- M ot N et

w a s a p pli e d t o g e n er at e t h e i niti al p o s e pr e di cti o n s f or

t h e  F C n e ur al n et w or k of t h e I nt e nti o n N et.  T h e tr ai ni n g

pr o c e s s of t h e I nt e nti o n N et utili z e d t h e fi n e-t u n e d 3 D-

M ot N et.  Wit h t h e s e s etti n g s, I nt e nti o n N et  w a s tr ai n e d t o

pr e di ct t h e 3 D p o st ur e s of  w or k er s o v er s u c c e s si v e 𝑇 fr a m e s

i n t h e f ut ur e.  T h e o pti m al v al u e of 𝑇 f or t h e I nt e nti o n N et

w a s d et er mi n e d b y tr ai ni n g t h e n et w or k  wit h diff er e nt 𝑇

v al u e s.  T h e r a n g e of 𝑇 w a s s et a s 1 t o 6,  wit h a n i nt er v al of 1.

T a bl e 2 pr e s e nt e d t h e o v er vi e w of t h e I nt e nti o n N et’s

p erf or m a n c e,  w h er e e a c h r o w c orr e s p o n d e d t o a v al u e of

𝑇 .  T h e a ut h or s r e p ort e d t h e p erf or m a n c e s ( err or s) of t h e

I nt e nti o n N et i n t h e  m oti o n g o al pr e di cti o n ( V A E  m o d el)

T A B L E  2 P erf or m a n c e of t h e I nt e nti o n N et f or h u m a n  m oti o n

i nf er e n c e o n d at a s et 2.

T

M oti o n g o al

p r e di cti o n e r r o r

( pi x el ) — V A E

m o d el l o s s

3 D  h u m a n  p o s e ( all b o d y j oi nt s )

p r e di cti o n e r r o r ( m m ) — F C

n et w o r k l o s s

1 5 9 1 61. 5 ( a v er a g e l o s s p er h u m a n p o s e:

8 0. 7 5)

2 2 4 1 4 5. 3 ( a v e r a g e l o s s  p e r  h u m a n

p o s e: 4 8. 4 3 )

3 8 9 3 4 5. 9 ( a v er a g e l o s s p er h u m a n p o s e:

8 6. 4 8)

4 1 0 6 5 0 5. 9 ( a v er a g e l o s s p er h u m a n p o s e:

1 01.1 8)

5 21 0 6 9 9. 2 ( a v er a g e l o s s p er h u m a n p o s e:

11 6. 5 3)

6 3 8 6 9 2 2.1 ( a v er a g e l o s s p er h u m a n p o s e:

1 31. 7 2)

A b br e vi ati o n s:  V A E, v ari ati o n al a ut o e n c o d er;  F C, f ull y c o n n e ct e d.

B ol d e d t er m s i n di c at e t h e  m o d el (I nt e nti o n N et)’s o pti m al p erf or m a n c e,  w hi c h

i s a c hi e v e d  w h e n  T e q u al s 2.
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as well as 3D human pose prediction corresponding to
the motion goal (two-part FC neural network). When 𝑇

was 2, the IntentionNet had the optimal performance of
both. This performance was attributed to two factors: first,
setting 𝑇 to a value of 1 proved insufficient for Inten-
tionNet to acquire adequate temporal information about
human motion, thereby hindering its ability to accurately
predict motion intention. Second, when 𝑇 exceeded a
value of 2, IntentionNet could have an enhanced ability to
capture features for motion inference (i.e., capture more
temporal features). However, increasing the number of
frames (i.e., increasing 𝑇 value) could potentially result in
a higher cumulative error for IntentionNet as it learned
features from human motion information in each sub-
sequent frame. The accumulation of errors significantly
degraded the effectiveness of the IntentionNet in predict-
ing motion goals and corresponding 3D human poses,
diminishing the overall reliability of the method inmotion
intention inference in real-time applications. In this study,
𝑇was 2 allowed the IntentionNet to have the ideal balance,
enabling IntentionNet to effectively learn informative fea-
tures while maintaining minimal errors when predicting
human motion intentions. In other words, the trained
IntentionNet had the optimal performance in predicting
themotion intention of workers in consecutive two frames
of images in the future. Given the sampling rate of data
set 2, each increase of 𝑇 by 1 corresponds to Intention-
Net’s capability to predict the intended motion of workers
by an increment of 0.5 s. Figure 7b illustrates the perfor-
mance of the trained IntentionNet in predicting themotion
intentions (intended motion sequences) of the subject in
the training session for the collaborative bricklaying tasks.
The human motion intention predicted by the Intention-
Net was consistent with the ground-truth of 1 s (2 × 0.5)
into the future. This result also indicated that the pro-
posed IAPMP, equipped with the trained IntentionNet,
could effectively anticipate the human motion intention 1
s in advance during human–robot interactions.

5.3 Performance of the IAPMP in
generating collision-free trajectories for
collaborative robots

After obtaining the trained networks (3D-MotNet and
IntentionNet) with optimal parameters, the authors inte-
grated these models with the collision-checking motion
planning mechanism to generate the IAPMP. This IAPMP
was applied to the testing session of the collaborative
bricklaying task. Throughout the testing session, the effec-
tiveness of the IAPMP was assessed by its ability in
empowering the robot to make collision-free trajectories.
Figure 8a shows the overall performance of the IAPMP

across each subject participating in the testing session,
measured by success rate. The success rate was quanti-
fied by the rounds of the task where the IAPMP enabled
the robot to make timely collision-free adjustments. To
be more specific, in a round of the task, if the IAPMP
guided the robot to timely adjust its trajectory without col-
lisions, it was labeled a success. Conversely, task rounds
where the IAPMP failed to make the robot generate such
adjustments were categorized as “failures.” The success
rate was calculated as the ratio of successful rounds to the
total task rounds (20). As shown, across all participants,
the IAPMP achieved an average success rate of 94.2% in
allowing the robot to generate collision-free adjustments
during the collaboration. In other words, in 5.8% of the
120 (= 20 rounds/subject × 6 subjects) total rounds involv-
ing participants, the IAPMP could not enable the robot to
make proper adjustments. A more in-depth discussion of
these failure cases will be detailed in Section 6. Moreover,
during the testing session, the proposed IAPMP (using
parameters H = 4 in 3D-MotNet, 𝑇 = 2 in IntentionNet,
and 𝛿 = 5% in the collision-checking mechanism) took an
average time of 242 ms to estimate the motion intentions
of subjects and accordingly enable the robot to generate
the collision-free adjustments. Specifically, it took about
109 ms per frame for intention estimation. Following this,
based on the predicted intention, the IAPMP took approx-
imately 133 ms to calculate the robot’s optimal trajectory
and allow the robot to physically adjust the trajectory.
This processing speed of the IAPMP ensured timely robot
adjustments.
Figure 8b showed a successful round in the testing ses-

sion of the collaborative bricklaying tasks. In Figure 8b.1,
a series of images sequentially showed a representative
round of the task captured by the camera. From left to
right, we observed subject S4 lifting the brick, deliver-
ing it to the collaborative robot, and subsequently, the
robot picking up the brick to build the construction wall.
Rows from Figure 8b.2 to Figure 8b.3 showed the cor-
responding outcomes generated by the IAPMP in the
analytical space. For each captured image, the IAPMP
first extracted the 3D human pose from the scene based
on the fine-tuned 3D-MotNet. Simultaneously, leveraging
the collision-checking motion planning mechanism, the
IAPMP estimated the volume occupied by the human sub-
ject based on the extracted 3D human pose, as shown
in Figure 8b.2. Next, the IntentionNet in IAPMP pre-
dicted the motion sequences of the subject in the sub-
sequent 𝑇 = 2 frames (Figure 8b.2). Similarly, using
the collision-checking motion planning mechanism, the
IAPMP extended its estimation to the volume occupied by
the human subject in the future two frames, relying on
the inferred motion sequences of 3D human poses. Cor-
respondingly, the occupied volume of the applied UR5e
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20 LIU and JEBELLI

F IGURE 8 (a) The success rate of intention-aware probabilistic motion planner (IAPMP) in generating collision-free adjustments for
the collaborative robot under different subjects during the testing session; (b) an example of IAPMP successfully facilitating collision-free
human–robot collaboration in the testing session of the collaborative bricklaying task.

robotic arm was gauged along its trajectory (Figure 8b.3).
The spatial relationship between the human subject and
the robot was also visualized in Figure 8b.3. Then, the
robot computed the collision probability of its preplanned
path with the subject’s current and future positions.
The red circle of Figure 8b.3 presented that, according
to the preplanned path, the robot had an 8.73% likeli-
hood of collision with the future position of the subject.
This value exceeded the threshold (5%) mentioned in
Section 3.3. Hence, the IAPMP replanned the trajectory
of the robot, enabling it to generate a new, collision-
free trajectory (green area of Figure 8b.3) for picking up
the brick and constructing the wall without interrupting
the collaboration (frame 4 in Figure 8b). According to
the above steps, the IAPMP demonstrated its ability to
allow the robot to avoid collisions with workers during
HRC.

6 DISCUSSION

Based on the reported results, the developed IAPMP,
consisting of three modules, demonstrated high potential
in enabling the robot to estimate worker poses in 3D
space, anticipate worker motion intentions, and generate
collision-free trajectories in alignment with perceived
motion intentions and corresponding collision proba-

bilities. To further investigate the effectiveness of the
IAPMP, the authors undertook several more in-depth
investigations. The associated findings will be elaborated
upon in the following paragraphs.
For the 3D-MotNet, the authors compared its perfor-

mance with five well-known deep networks, including
Martinez, Hossain, et al. (2017), Tekin et al. (2017), Mehta
et al. (2018), Wang et al. (2019), and Rogez et al. (2019).
All these competing networks were known for their effi-
cient performances in extracting 3D human poses from
2D images. For each network, the authors downloaded its
pretrained model and subsequently fine-tuned it using the
training data set from data set 1. The validation data set of
data set 1 was applied to evaluate both the accuracy and
computational speed of these models in estimating the 3D
postures of subjects while performing construction tasks.
Table 3 reports a comparison of 3D pose estimation loss
between the competing models and 3D-MotNet (H = 4).
Notably, 3D-MotNet excelled, particularly in estimating
the 3D positions of the left knee and upper arm joints.
Additionally, Table 4 compares the computational speeds
for 3D pose estimations between 3D-MotNet and the com-
peting models. This table shows that 3D-MotNet (H = 4)
offers a competitive computational speed, ranking second-
best among the evaluatedmodels. The overall performance
of 3D-MotNet demonstrates its effectiveness in 3D pose
estimation within the context of construction tasks.
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TABLE 4 Performance comparison (computational time) of
3D-MotNet and competing models on data set 1 for 3D human pose
estimation.

Model

Computational speed
(ms) for 3D pose
estimation

Martinez, Hossain, et al., 2017 49
Tekin et al., 2017 75
Ours: 3D-MotNet 54
Mehta et al., 2018 77
Wang et al., 2019 59
Rogez et al., 2019 65

Terms in bold signify the model proposed by the authors. If the formatting
leads to confusion.

The authors then conducted an ablation study to per-
form a detailed analysis of the IntentionNet. In the
domains of AI and deep learning, an ablation study will
provide insights into the individual contributions of vari-
ous componentswithin a deep network (Hu&Li, 2022;Wu
et al., 2023). This is achieved by systematically removing
specific components and analyzing the resultant impact
on the overall performance of the network. As intro-
duced in Section 3.2, the IntentionNet comprises three key
components—the VAEmodel, fine-tuned 3D-MotNet, and
a two-part FC neural network (Figure 3b). These com-
ponents were systematically integrated to empower the
IntentionNet to predict the motion intention of subjects
during the collaboration. Within this framework, the VAE
model was applied to predict the future goal position of the
subject. The comprehensive configuration (layer, architec-
ture, objective function) of the VAE model has been well
studied (Cao et al., 2020; Dittadi et al., 2021), and its incor-
porationwas necessary for themotion intention prediction
capabilities of the IntentionNet. Then, to further check
the superiority of the two-part FC neural network and the
fine-tuned 3D-MotNet in enabling the IntentionNet to pre-
dict human motion intentions, the authors conducted an
ablation study in two steps. First, the authors changed
the setting by replacing the fine-tuned 3D-MotNet with
the pretrained 3D-MotNet in the IntentionNet. The Inten-
tionNet with the modified setting was denoted as INM;
the original was INO. Figure 9a shows the comparison
results between INM and INO (as per 𝑇) in predicting the
motion intentions of subjects on data set 2. The results
highlighted a substantial 6% enhancement in the optimal
performance of the INO compared to INM. This empha-
sized the importance of the fine-tuning process for the
pretrained 3D-MotNet in enhancing the performance of
IntentionNet in motion intention inference. Second, the
authors disabled the function of the upper part of the FC
neural network structure (Section 3.2). Without the upper
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22 LIU and JEBELLI

F IGURE 9 (a) Comparison between INM and INO in predicting human motion intentions on data set 2; (b) comparison between INw∕U

and INO in predicting motion intentions on data set 2.

part structure, the FC network in the IntentionNet directly
converted the 3D human poses from the 2D human poses,
which was unable to be corrected in the 2D space using
the loss function, Equation (6). The IntentionNet without
the upper part structure of the FC network was denoted
as INw∕U. Figure 9b shows the performance of the INw∕U

on the validation data set of data set 2 according to each
𝑇. As seen, compared with the optimal performance of
the INO reported in Section 5.2, the optimal performance
of the INw∕U degraded by around 25%. This comparison
demonstrated the effectiveness of the current structure of
the FC neural network in allowing the IntentionNet to
predict human motion intention during HRC. All in all,
according to the above ablation study for IntentionNet, the
current settings presented in Section 3.2 enabled the Inten-
tionNet to have the optimal performance in predicting the
motion intention of subjects. Despite this efficiency, the
authors recognized the room for improvement. Currently,
the IntentionNet was designed to predict human motion
intentions (represented by sequences of human move-
ments) based on motion patterns from the training data
set, data set 2. However, the IntentionNet might struggle
to anticipate human movements absent from the training
data set. Such an inability to predict unfamiliar move-
ments could degrade its motion intention estimation, and
impede the capacity of the IAPMP in generating suitable
robot adjustments in practice, especially given the diverse
motion patterns workers might exhibit when collaborat-
ing with robots. Further research should aim to refine the
capability of the IntentionNet to better predict unfamiliar
human movements/actions.
Next, the authors discussed two critical aspects of the

proposed IAPMP in enabling the collaborative robot to
generate collision-free trajectories: (1) the rationale behind
the selection of the probabilistic collision-checking thresh-
old, 𝛿, for the IAPMP; and (2) the insights behind instances
where the IAPMP failed to facilitate the robot in generat-
ing collision-free adjustments during the bricklaying task.
Regarding the first aspect, the threshold 𝛿 emerged as a key

factor impacting the computational efficiency of the pro-
posed IAPMP. Figure 10a illustrates a comparison between
the computational time of IAPMP allowing the robot to
generate the collision-free adjustment in the collaborative
task under varying 𝛿 thresholds—0.5%, 1%, 2%, 3%, 4%, 5%,
8%, 10%, 15%, and 20%. The observations suggested that a
larger threshold corresponded to a reduced computational
time. This is because a larger threshold imposed fewer
spatial constraints on the space around the subject. With
fewer space constraints, the proposed IAPMP, equipped
with Algorithm 2, empowered the robot to find a suitable
trajectory faster. However, it is crucial to note the inherent
trade-off: While a larger threshold reduced computational
time, it concurrently increased the potential collision haz-
ard. To highlight this trade-off between computational
efficiency and safety, Figure 10b reported the reliability of
the robotic adjustments generated by the IAPMP across
varied 𝛿 values. The measure of reliability was based on
the actual success of the adjustments in avoiding collision
outcomes. To be more specific, if a trajectory, as generated
by the IAPMP, resulted in a collision (with the intended
motion of subjects), it received a reliability score of 0; oth-
erwise, the reliability was scored as 100%. For each 𝛿 value,
the overall reliability of the adjustments generated by the
IAPMP was computed as an average of 30 tests. In these
tests, for each 𝛿 value, the authors used IAPMP to gen-
erate trajectories for robotic adjustments. Subsequently,
the generated trajectories were assessed for collisions with
the subject’s intended location predicted by the Intention-
Net. The safety precautions mentioned in Section 4.3 were
conducted during these tests. Notably, adjustments gener-
ated at 𝛿 values exceeding 5% exhibited a sharp decline
in their reliability (Figure 10b). Collating insights from
Figure 10a,b, the 5% threshold was identified as the bal-
ance point, optimizing the computational efficiency of the
IAPMP and safety during the bricklaying tasks. Therefore,
this 5% value was chosen for 𝛿 in this study.
Regarding the second aspect, as indicated in Section 5,

the IAPMP achieved a 94.2% success rate. However, there
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F IGURE 10 (a) Average computational time of the intention-aware probabilistic motion planner (IAPMP) in allowing robots to generate
collision-free adjustment across varying 𝛿; (b) reliability of the IAPMP in generating collision-free adjustment for the robot across varying 𝛿.

remained 5.8% of cases (seven cases) where the IAPMP
failed to produce collision-free adjustments. Feedback
from the “on-site supervisors” mentioned in Section 4.3
identified three reasons for these failures. The first was
errors in human motion prediction, accounting for five of
the seven failure instances. Specifically, during the testing
session, the trained 3D-MotNet and IntentionNet occa-
sionally experienced inaccuracies in 3D pose estimations
and subsequent motion intention inferences. Such errors
resulted in the inaccurate representation of the position of
the subject, leading to incorrect collision probability calcu-
lations, which in turn prevented the robot from accurately
selecting the collision-free trajectory during the collabora-
tion. The second reason was the time-lag in collision-free
adjustments, which caused one of the seven observed fail-
ures. During the collaboration, while the deep networks
in IAPMP enabled the robot to anticipate the subject’s
motion, the IAPMP sometimes lagged in generating the
optimal trajectories for the robot. Such latency could be
attributed to the limited computational resources of the
robot, resulting in unsuccessful robotic adjustments dur-
ing the testing session. The third reason, responsible for
one among the seven instances, was a connectivity issue in
the applied robot. In this case, the connection between the
operating system and the robotic armwas disrupted. Thus,
even though the IAPMP facilitated an appropriate trajec-
tory, the robot could not execute the adjustment in the real-
world setting. Though the IAPMP demonstrated promise
in this study, these observed failures emphasize the impor-
tance of refining its robustness in practice. Potential direc-
tions for enhancementwill be elaborated upon in Section 7.
The above investigations provide insights for a better

understanding of the structure, parameter settings, as
well as the testing performance of the proposed IAPMP.
Leveraging the current settings and structure, the IAPMP
enables the robot to efficiently avoid collisions with its
human collaborators in collaborative bricklaying tasks. It
is worth noting that while the proposed study emphasized

bricklaying tasks, the IAPMP’s functionality holds promise
for various established human–robot collaborative tasks
in the civil and construction domains. For instance, it
could seamlessly extend to tasks like timber assembly
(Kramberger et al., 2022), collaborative welding (Brosque
et al., 2020), and collaborative polishing (Gaz et al.,
2018). In these applications, the IAPMP would enable the
robot to proactively anticipate the intended motion of its
human collaborators, calculate the collision probability
with human collaborators, and generate collision-free
and space-saving trajectories accordingly. In turn, this
intelligent robot adjustment can increase the human
collaborators’ trust in the robot (Schaefer et al., 2016).
In the long run, the proposed IAPMP can harmonize
the collaboration between workers and robots, thereby
contributing to the implementation of collaborative robots
in the civil and construction domains.

7 CONCLUSION

In this study, the authors introduced the IAPMP, an inno-
vative systemdesigned for collaborative robots operating in
construction and civil environments. The IAPMPuniquely
possesses dual functionalities: anticipating humanmotion
intentions and gauging collision probability between
robots and workers. Utilizing visual data from 2D cam-
eras, IAPMP empowers robotswith the ability to anticipate
the workers’ intended motion and associated collision
risks, optimizing trajectories for safeworker–robot interac-
tion. When compared to leading intention-aware collision
avoidance methods in manufacturing, IAPMP’s inten-
tion estimation capability enables it to leverage readily
available field-sensing devices, such as 2D cameras, to
assess workers’ intended motions. Furthermore, unlike
most worker–robot collision avoidance systems that rely
on fixed separation distance, IAPMP adopts a probabilis-
tic approach for collision avoidance. This enables the
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collaborative robots to make collision-free adjustments,
ensuring continuous and smooth operation. A collabora-
tive bricklaying task was conducted to verify the feasibility
of the IAPMP. In sum, the IAPMP offers a promising
way to establish technically viable and reliable HRC solu-
tions in construction and civil engineering. Furthermore,
this study produced advanced knowledge, along with a
physical demonstration that elucidates both reactive and
predictive aspects of workers’ interaction with construc-
tion robots, which facilitates the safe implementation of
collaborative construction robots.
Despite the potential of the proposed method, the cur-

rent IAPMP has certain limitations that hinder its efficient
deployment and operation in actual sites. In the future,
the following limitations need to be addressed. First,
since the case study was conducted in a well-controlled
laboratory environment, the quality of the image cap-
tured by the RGB camera could be maintained at a high
level. However, practical scenarios introduce image quality
variations due to factors such as dust, site lighting condi-
tions, as well as construction conditions. The fluctuations
in image quality may degrade the efficiency of the pro-
posed IAPMP in assessing 3D human pose from 2D images
and predicting the motion intentions of workers. To miti-
gate this problem, a real-time, lightweight image enhance-
ment algorithm (Zhang et al., 2021) could be integrated into
the proposed IAPMP, allowing the robot to have stable and
efficient performance in inferring themotion intentions of
workers fromcaptured images in practice. Second, expand-
ing on the first point, to enhance the reliability of the
proposed method in practice, future research can focus on
integrating supplementary sensors into the current system,
thereby evolving toward a multisensory-based, intention-
aware worker–robot coadaptation system. The inclusion of
additional sensors, such as LiDAR, can further enhance
the robotic perception for surrounding environments. This
enhanced system would improve the robot’s operational
reliability. For instance, in scenarios where vision-based
systems fail to perform efficiently (dimly lit environment),
distance sensors can provide the robot with crucial infor-
mation about the proximity of workers, preventing poten-
tial accidents. In instances where workers might engage in
unpredictable actions, especially during emergency situa-
tions that the IntentionNet in IAPMP cannot predict in a
timelymanner, these supplementary sensors (like distance
sensors) are important. They can enable robots to quickly
measure the distance to workers and execute emergency
measures, such as an immediate stop, enhancing over-
all safety. Paired with the system, future research should
consider developing a series of error and failure feed-
back mechanisms. Such mechanisms would enable the
enhanced system to learn from and rectify errors and fail-
ures made during human–robot interactions in practice,

greatly improving its reliability during continuous opera-
tions on real-world sites. Third, in the proposed IAPMP,
the robot was programmed to calculate the collision
probability with workers’ future positions and generate
collision-free adjustments in real time, which requires sig-
nificant computational resources. When the robot needs
to compute multiple potential adjustments to determine
a feasible collision-free adjustment, this online computa-
tion may cause a delay in adjustment. In this case, the
authors propose integrating a reinforcement learning (RL)
step (Markov decision process in conjunction with the Q-
learning algorithm; Park et al., 2019) into the IAPMP. This
RL step would enable the IAPMP to generate a decision-
making “policy” (Kurniawati et al., 2011) for the robot.
With this policy, the robot could directly generate a suitable
adjustment based on the RL results, thereby reducing the
use of computational resources and time delay in gener-
ating (calculating) collision-free adjustments. These three
directions can improve the error management, robustness,
and computational efficiency of the proposed IAPMP,
enhancing its suitability for continuous operations on
actual construction sites. Fourth, the current testing of the
IAPMPwas limited to a single task, the collaborative brick-
laying. This cannot comprehensively validate the applica-
bility and reliability of the method. Thus, future research
should evaluate the proposed IAPMP across diverse real-
world collaborative tasks, such as timber assembly and
collaborative welding tasks, as mentioned in Section 6.
For each distinct task, the settings of the parameters in
the IAPMP should be calibrated and assessed. The IAPMP
should also be evaluated under a broader range of worker
movements/actions not covered in this study, such as run-
ning or behaviors workersmight exhibit in unforeseen sce-
narios, to determine if the IAPMP can promptly generate
the appropriate robotic adjustments. Future assessments
should include robotswith a range of structures, configura-
tions, and specifications. Testing with such a diverse array
of robotic systems will offer a deeper understanding of the
real-world scalability of the proposed method. Such rigor-
ous testing would validate the effectiveness of the method
and highlight potential areas for enhancement, further
improving the robustness of the proposed method. Addi-
tionally, the current IAPMP focuses on the collaboration
between a single robot and a single worker, which cannot
be applied to the collaborations of multiple workers and
robots. Therefore, future research can investigate how to
expand the currentmethodology to accommodate themul-
tiagent framework for human–robot interaction. Beyond
the limitations and future directions related to the techni-
cal aspects, it is essential for upcoming research to delve
into detailed recommendations for workers collaborating
with robots. Future investigations can focus on develop-
ing essential tools (e.g., trainingmodules) and establishing
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clear guidelines that safeguard the safety, well-being, and
efficiency of workers in these collaborative environments.
In sum, by focusing on these aspects, the practical applica-
tion of themethod can be significantly enhanced, ensuring
a more effective implementation in real-world settings.
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