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ABSTRACT
Worked examples are among the most popular types of learning
content in programming classes. However, instructors rarely have
time to provide line-by-line explanations for a large number of
examples typically used in a programming class. In this paper, we
explore and assess a human-AI collaboration approach to authoring
worked examples for Java programming.We introduce an authoring
system for creating Java worked examples that generates a starting
version of code explanations and presents it to the instructor to
edit if necessary. We also present a study that assesses the quality
of explanations created with this approach.

CCS CONCEPTS
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1 INTRODUCTION
Program code examples known also as worked examples play a cru-
cial role in learning how to program [7]. A typical worked example
presents a code for solving a specific programming problem and
explains the role and function of code lines or code chunks. In text-
books, these explanations are usually presented as comments in the
code or as explanations on the margins. which is known for its low
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efficiency. Recognizing that this approach is not engaging, several
research teams developed dedicated learning tools that offeredmore
interactive and engaging ways to learn from examples [1, 4, 6].

A modern interactive tool for studying code examples, such
as PCEX system [4] provides interactive access to code examples
augmented with instructor explanations, enabling students to selec-
tively study explanations for code fragments they want. Separating
explanations from the code keeps the code intact and allows to
study explanations at several levels of detail (Figure 1).

PCEX and similar example-focused tools demonstrated their
effectiveness in classroom studies, but their practical impact, i.e.,
broader use by instructors was limited due to the authoring bot-
tleneck. Although the creators of example-focused learning tools
such as PCEX usually provide a good set of worked examples that
can be presented through their tools, many instructors prefer to
use their own favorite code examples. The instructors are usually
happy to broadly share the code of examples they created (usually
adding it to the course Web page), but they rarely have time or pa-
tience to augment their favorite examples with detailed line-by-line
explanations.

Several approaches have been explored in the past to resolve this
authoring bottleneck. For example, learner-sourcing approach en-
gaged students in creating and reviewing explanations for instructor-
provided code [5] while NLP was used for automatic extraction of
explanations from available sources, such as lecture recordings [6].
In this paper, we present an alternative approach to address the
authoring bottleneck based on human-AI collaboration. With this
approach, instructors provide the code of their favorite examples
along with the statements of the programming problem they are
solving. The AI engine based on large language models (LLM) ex-
amines the code and generates explanations for each code line. The
explanations could be reviewed and edited by the instructor. To sup-
port and explore this authoring approach, we created an authoring
system, which we expect to radically decrease the time to create a
new interactive worked example. The system is briefly introduced
in the next section.

The main content of the paper is focused on answering the feasi-
bility question, which we consider as the first step in “proving” our
approach: to what extent code explanations generated by ChatGPT
could be considered satisfactory to serve as the basis for human-AI
collaborative authoring. To answer this question, we performed a
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Figure 1: Studying a code example in the PCEX system: 1)
problem description, 2) source code of problem solution, 3)
explanations for the highlighted line.

user study in which TAs and students compared code explanations
created by experts through a traditional process with examples
created by ChatGPT.

2 HUMAN-AI COLLABORATIVE AUTHORING
In the collaborative authoring process supported by our tool, the
main task of a human author is to provide the code of the example
and the statement of the problem that the code solves. The main
task of ChatGPT is to generate the bulk of code line explanations
on several levels of detail. As an option, a human author could
edit and refine the text produced by ChatGPT to adapt it to the
objectives of the class and the target students. As in any productive
collaboration, each side does what it is best suited to do, leaving the
challenging work to the partner. In the tool interface (Figure 2) the
author should click "Generate" to generate the explanations, and
then click "Use the Explanations" to add them to the example. The
tool provides the human author several opportunities to control the
outcome of the explanation generation process: 1) the author can
tune the prompt to their needs, 2) the author can decide whether to
include or exclude a generated explanation, and 3) the author can
edit or remove the explanation after it is edited. More details about
the authoring system and its interface could be found in [3]

3 EVALUATION
To assess the quality of the explanations generated by ChatGPT
using the best-performing prompt with options tuned through the
internal evaluation, we performed a user study. In this study, we
compared the explanations generated by ChatGPTwith the explana-
tions created by experts for the same PCEX examples. Unlike some
earlier studies that used beginner students to evaluate ChatGPT
explanations, we used more experienced users, advanced under-
graduate and graduate students. The reason for this difference is
that in our authoring system, direct users of the ChatGPT explana-
tion are not consumers of explanations, but prospective authors. In
the implemented human-AI collaborative authoring approach, au-
thors have the option to edit the generated explanation. Thus, it is
up to the prospective authors to decide how good the explanations
are since their perception of quality impacts the amount of their

Figure 2: The explanation generation interface, a) default
prompt (author can tune the prompt - optional), b) example
code (lines with explanations are marked with a purple bor-
der), c) generated explanations for the selected line.

work: poor explanations will require a lot of editing, while good
explanations could be accepted as-is or with minimal changes.

We recruited 15 evaluators, six graduate students who usually
serve as assistants or instructors in programming classes (we refer
to them as authors) and 9 undergraduate students who completed
a Java programming class. The participants had to provide their
responses through an evaluation form and received an Amazon gift
card as compensation.

The evaluation form included 8 examples from PCEX system [4],
each with a problem description and solution code. For each code
line, the form displayed an explanation generated for this line by
ChatGPT and by an expert. The participants had to rate both ex-
planations for a given line of code and compare them. The order
of ChatGPT and expert explanations for a given line of code was
randomized, and the evaluators did not know which explanation
was generated by ChatGPT or the expert. The expert explanations
for the PCEX examples were written by instructors and polished
over several years of classroom use, so they offer a good basis for
comparison.

To evaluate the explanations, the participants had to rate to what
extent each explanation is complete and which is better. We defined
a better explanation as “providing more information, going deeper,
better connecting to programming concepts”. The participants had
to use the following metrics:

(1) Explanation 1 is sufficiently complete: Not complete (0), Com-
plete (1), Very complete (2)

(2) Explanation 2 is sufficiently complete: Not complete (0), Com-
plete (1), Very complete (2)

(3) Which explanation is better? Both are the same (0), Explana-
tion 1 is better (1), Explanation 2 is better (2)

From the collected responses, we excluded lines that had Chat-
GPT or expert explanations but not both. For the remaining 45 lines
of code, we observed from the evaluators’ ratings for the question
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Not complete=0 Complete=1 Very complete=2

ChatGPT
Students 0.00% 13.33% 86.67%
Authors 1.48% 32.59% 65.93%
Overall 0.59% 21.04% 78.37%

Expert
Students 2.22% 55.56% 42.22%
Authors 14.07% 57.78% 28.15%
Overall 6.96% 56.44% 36.59%

Table 1: Percentage of Ratings for different items on the scale
for “Explanation 1 / 2 is sufficiently complete?”

Explanation

Rating Students Authors Overall
Both are the same = 0 32.84% 14.44% 25.48%
Expert is better = 1 16.05% 27.41% 20.59%
ChatGPT is better = 2 51.11% 58.15% 53.93%

Table 2: Percentage of Ratings for the different items on the
scale for “Which explanation is better?”

“Explanation 1 is sufficiently complete?” or “Explanation 2 is suffi-
ciently complete?” that the ChatGPT explanations were rated as
0.59% (not complete), 21.04% (complete) and 78.37% (very complete)
compared to Expert explanations as 6.96% (not complete), 56.44%
(complete), and 36.59% (very complete). In response to the ques-
tion “Which explanation is better?”, evaluators selected ChatGPT
as the better explanation in 53.93% of lines, compared to experts
(20.59%); and in the rest of the lines (25.48%) both were rated the
same. Our calculations of the inter-rater reliability for the ratings
of the question “Which explanation is better?” using Fleiss-Kappa
gave us 0.182, 𝑝 < 0.01 score of agreement. This can be interpreted
as "slight agreement" based on the 2-raters/2-categories table. Given
that Fleiss-Kappa is a chance-corrected coefficient, it can be inter-
preted as a better agreement due to the high number of subjects.

We observe that the students did not rate ChatGPT explanations
incomplete at all with their (13. 33%) and (86. 67%) ratings, indicat-
ing that ChatGPT explanations are complete and very complete,
respectively. The authors also rated the ChatGPT explanations as
complete (32.59%) or very complete (65.93%). Hence, a majority
of authors and students find the ChatGPT explanations complete,
as shown in Table 1. In terms of comparing which explanations
is better, 51.11% and 58.15% of students and authors, respectively,
find that the explanations of ChatGPT are better for the given lines
of code. On average, the authors rated the ChatGPT explanations
more complete than the students, and the students preferred the
ChatGPT explanations more than the authors, as summarized in
Table 3. A direct comparison of two options, based on the question
“which explanation is better (ChatGPT vs Expert)?”, is presented
in Table 2. Given that the assessment was performed using blind
rating, this is an encouraging result for the use of generative AI for
authoring tools.

All Students Authors

ChatGPT* 1.867 (0.133) 1.644 (0.258) 1.778 (0.163)
Expert* 1.400 (0.388) 1.141 (0.465) 1.296 (0.408)

Which is better? 1.183 (0.510) 1.437 (0.373) 1.284 (0.427)
Table 3: Average (Stdev) Ratings - *Completeness

4 CONCLUSION
In this paper, we introduce a worked example authoring tool that
utilizes ChatGPT for the automatic generation of line-by-line code
explanations and report the results of a study that assessed the
quality and completeness of generated explanations. Although there
have been several attempts to use LLMs such as OpenAI Codex
or ChatGPT [2, 8, 9] to generate code explanations, our work is
the first attempt to integrate the power of LLM into an example
authoring tool that enables prospective example authors to produce
fully explained worked example through human-AI collaboration.
To our knowledge, our work is also the first one that compared
the quality and completeness of instructor-authored and ChatGPT-
generated code explanations from the prospects of both authors
and learners. The presented study is the first step in evaluating
the value and feasibility of collaborative example authoring. To
reliably assess the quality of explanations produced through human-
AI collaboration and their value for students, we plan to run a
multisemester-long study engaging instructors to use the tool to
produce worked examples for their classes.
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