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ANTICONCENTRATION IN RAMSEY GRAPHS AND A PROOF OF THE
ERDOS-MCKAY CONJECTURE

MATTHEW KWAN, ASHWIN SAH, LISA SAUERMANN, AND MEHTAAB SAWHNEY

ABsTRACT. An n-vertex graph is called C-Ramsey if it has no clique or independent set of size C'log, n
(i-e., if it has near-optimal Ramsey behavior). In this paper, we study edge-statistics in Ramsey graphs,
in particular obtaining very precise control of the distribution of the number of edges in a random
vertex subset of a C-Ramsey graph. This brings together two ongoing lines of research: the study
of “random-like” properties of Ramsey graphs and the study of small-ball probability for low-degree
polynomials of independent random variables.

The proof proceeds via an “additive structure” dichotomy on the degree sequence, and involves a wide
range of different tools from Fourier analysis, random matrix theory, the theory of Boolean functions,
probabilistic combinatorics, and low-rank approximation. In particular, a key ingredient is a new
sharpened version of the quadratic Carbery—Wright theorem on small-ball probability for polynomials
of Gaussians, which we believe is of independent interest. One of the consequences of our result is the
resolution of an old conjecture of Erdds and McKay, for which Erdds reiterated in several of his open
problem collections, and for which he offered one of his notorious monetary prizes.

MSC Subject Classification: 60C05 05D10 (05C35)

1. INTRODUCTION

An induced subgraph of a graph is called homogeneous if it is a clique or independent set (i.e., all
possible edges are present, or none are). One of the most fundamental results in Ramsey theory, proved in
1935 by Erdds and Szekeres [38], states that every n-vertex graph contains a homogeneous subgraph with
at least % log, n vertices'. On the other hand, Erdés [33] famously used the probabilistic method to prove
that, for all n > 3, there is an n-vertex graph with no homogeneous subgraph on 2log, n vertices. Despite
significant effort (see for example [1,11,20,21,24,47,48,52,71,75]), there are no known non-probabilistic
constructions of graphs with comparably small homogeneous sets, and in fact the problem of explicitly
constructing such graphs is intimately related to randomness extraction in theoretical computer science
(see for example [89] for an introduction to the topic).

For some C' > 0, an n-vertex graph is called C-Ramsey if it has no homogeneous subgraph of size
C'log,n. We think of C' as being a constant (not varying with n), so C-Ramsey graphs are those
graphs with near-optimal Ramsey behavior. It is widely believed that C-Ramsey graphs must in some
sense resemble random graphs (which would provide some explanation for why it is so hard to find
explicit constructions), and this belief has been supported by a number of theorems showing that certain
structural or statistical properties characteristic of random graphs hold for all C-Ramsey graphs. The
first result of this type was due to Erdés and Szemerédi [39], who showed that every C-Ramsey graph G
has edge-density bounded away from zero and one (formally, for any C' > 0 there is ec > 0 such that for
sufficiently large n, the number of edges in any C-Ramsey graph with n vertices lies between e¢ (Z) and
(1 —ec)(5)). Note that this implies fairly strong information about the edge distribution on induced
subgraphs of G, because any induced subgraph of G with at least n® vertices is itself (C'/a)-Ramsey.

This basic result was the foundation for a large amount of further research on Ramsey graphs; over the
years many conjectures have been proposed and many theorems proved (see for example [2-4,7-9,16,34,
37,60,66,67,70,76,84,90]). Particular attention has focused on a sequence of conjectures made by Erdds
and his collaborators, exploring the theme that Ramsey graphs must have diverse induced subgraphs.
For example, for a C-Ramsey graph G with n vertices, it was proved by Promel and Rodl [84] (answering
a conjecture of Erdés and Hajnal) that G contains every possible induced subgraph on d¢ logn vertices;
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were supported by NSF Graduate Research Fellowship Program DGE-2141064. Sah was supported by the PD Soros
Fellowship. Sauermann was supported by NSF Award DMS-2100157, and for part of this work by a Sloan Research
Fellowship.

LSince the original submission of the present paper, this bound was improved to (% + ¢) log, for an absolute constant
€ > 0 in breakthrough work by Campos, Griffiths, Morris, and Sahasrabudhe [18].
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by Shelah [90] (answering a conjecture of Erdss and Rényi) that G' contains 2°¢™ non-isomorphic induced
subgraphs; by the first author and Sudakov [66] (answering a conjecture of Erdds, Faudree, and Sos) that
G contains dcn®/? subgraphs that can be distinguished by looking at their edge and vertex numbers; and
by Jenssen, Keevash, Long, and Yepremyan [60] (improving on a conjecture of Erdés, Faudree, and Sos
proved by Bukh and Sudakov [16]) that G contains an induced subgraph with §on?/? distinct degrees
(all for some ¢ > 0 depending on C).

Ounly one of Erdss’ conjectures (on properties of C-Ramsey graphs) from this period has remained
open until now: Erdés and McKay (see [34]) made the ambitious conjecture that for essentially any
“sensible” integer =, every C-Ramsey graph must necessarily contain an induced subgraph with exactly
x edges. To be precise, they conjectured that there is ¢ > 0 depending on C such that for any C-
Ramsey graph G with n vertices and any integer 0 < z < §cn?, there is an induced subgraph of G
with exactly = edges. Erdss reiterated this problem in several collections of his favorite open problems
in combinatorics [34,35] (also in [36]), and offered one of his notorious monetary prizes ($100) for its
solution (see [22,23,35]).

Progress on the Erdés—McKay conjecture has come from four different directions. First, the canonical
example of a Ramsey graph is (a typical outcome of) an Erdés—Rényi random graph. It was proved by
Calkin, Frieze and McKay [17] (answering questions raised by Erdss and McKay) that for any constants
p € (0,1) and > 0, a random graph G(n,p) typically contains induced subgraphs with all numbers of
edges up to (1 —n)p (Z) Second, improving on initial bounds of Erdgs and McKay [34], it was proved by
Alon, Krivelevich, and Sudakov [8] that there is a > 0 such that in a C-Ramsey graph on n vertices,
one can always find an induced subgraph with any given number of edges up to n®¢. Third, improving
on a result of Narayanan, Sahasrabudhe, and Tomon [76], the first author and Sudakov [67] proved that
there is §¢ > 0 such that in any C-Ramsey graph on n vertices contains induced subgraphs with 6on?
different numbers of edges (though without making any guarantee on what those numbers of edges are).
Finally, Long and Ploscaru [72] recently proved a bipartite analog of the Erdés—-McKay conjecture.

As our first result, we prove a substantial strengthening of the Erdés-McKay conjecture®. Let e(G)
be the number of edges in a graph G.

Theorem 1.1. Fiz C > 0 and n > 0, and let G be a C-Ramsey graph on n vertices, where n is
sufficiently large with respect to C and n. Then for any integer x with 0 < x < (1 — n)e(G), there is a
subset U C V(G) inducing exactly x edges.

Given prior results due to Alon, Krivelevich and Sudakov [8], Theorem 1.1 is actually a simple corollary
of a much deeper result (Theorem 1.2) on edge-statistics in Ramsey graphs, which we discuss in the next
subsection.

1.1. Edge-statistics and low-degree polynomials. For an n-vertex graph G, observe that the num-
ber of edges e(G[U]) in an induced subgraph G[U] can be viewed as an evaluation of a quadratic poly-
nomial associated with G. Indeed, identifying the vertex set of G with {1,...,n} and writing F for the
edge set of G, consider the n-variable quadratic polynomial f(&1,...,&,) = ZUGE&@. Then, for any

vertex set U, let 5([]) be the characteristic vector of U (with gq(jU) =1ifv e U, and gq(jU) =0ifv ¢ l).
It is easy to check that the number of edges e(G[U]) induced by U is precisely equal to f(g(U)). That
is, to say, the statement that G has an induced subgraph with exactly x edges is precisely equivalent to
the statement that there is a binary vector & € {0,1}" with f(£) = .

There are many combinatorial quantities of interest that can be interpreted as low-degree polyno-
mials of binary vectors. For example, the number of triangles in a graph, or the number of 3-term
arithmetic progressions in a set of integers, can both be naturally interpreted as evaluations of certain
cubic polynomials. More generally, the study of Boolean functions is the study of functions of the form
f:{0,1}" — R; every such function can be written (uniquely) as a multilinear polynomial, and the
degree of this polynomial is a fundamental measure of the “complexity” of the Boolean function.

One of the most important discoveries from the analysis of Boolean functions is that it is fruitful to
study the behavior of (low-degree) Boolean functions evaluated on a random binary vector £ € {0,1}™.

2To see that this implies the Erdés—McKay conjecture, first note that we can assume n is sufficiently large in terms
of C (specifically, we can assume n > nc for any nc € N by taking d¢ small enough that 6@71% < 1). Now, by the
above-mentioned result of Erdés and Szemerédi [39], there is e > 0 such that for every C-Ramsey graph G on n vertices
we have e¢(G) > e¢ (g) > ecn?/4. So, taking 6c < ec/8, the Erdés-McKay conjecture follows from the n = 1/2 case of
Theorem 1.1.
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This is the perspective we take in this paper: as our main result, for any Ramsey graph G and a random
vertex subset U, we obtain very precise control over the distribution of e(G[U]).

Theorem 1.2. Fiz C,\ > 0, let G be a C-Ramsey graph on n vertices and let A < p < 1—X. Then if U
is a random subset of V(G) obtained by independently including each vertex with probability p, we have
sup Prle(G[U]) = 2] < K¢ an™*/?

TEL
for some K¢ x > 0 depending only on C,\. Furthermore, for every fized A > 0, we have
inf Pr[e(G[U]) = x} > KC,A,AR73/2

TEL
le—pZe(G)|<An®/?

for some kg a,x > 0 depending only on C, A, A, if n is sufficiently large in terms of C, X and A.

It is not hard to show that for any C-Ramsey graph G, the standard deviation o of e(G[U]) is of
order n3/2. So, Theorem 1.2 says (roughly speaking) that in the “bulk” of the distribution of e(G[U])
(i.e., within roughly standard-deviation-range of the mean), the point probabilities are all of order 1/o.
In Section 2 we will give the short deduction of Theorem 1.1 from Theorem 1.2 and the aforementioned
theorem of Alon, Krivelevich, and Sudakov.

Remark 1.3. Our proof of Theorem 1.2 can be adapted to handle slightly more general types of graphs
than Ramsey graphs. For example, we can obtain the same conclusions in the case where G is a d-regular
graph with 0.0ln < d < 0.99n, such that the eigenvalues A\; > --- > A, of the adjacency matrix of G
satisfy max{As,—A,} < nt/2+0.01 (i.e., the case where G is a dense graph with near-optimal spectral
expansion). See Remarks 4.2 and 4.5 for some discussion of the necessary adaptations. Notably, this
class of graphs includes Paley graphs, which are “random-like” graphs with an explicit number-theoretic
definition (see for example [63]). These graphs are currently one of the most promising candidates
for explicit constructions of Ramsey graphs, though precisely studying the Ramsey properties of these
graphs seems to be outside the reach of current techniques in number theory (see [29,56] for recent
developments).

Remark 1.4. If p = 1/2, then the random set U in Theorem 1.2 is simply a uniformly random subset
of vertices. So, for x close to e(G)/4, Theorem 1.2 tells us that the number of induced subgraphs
with x edges is of order 2"/n3/2. It would be interesting to investigate the number of z-edge induced
subgraphs for general z (not close to ¢(G)/4). From Theorem 1.2 one can deduce a lower bound on this
number approximately matching the behavior of an appropriate Erdés—Rényi random graph (i.e., for any
constant 7 > 0, and nn? < z < (1—n)e(G), there are at least exp(H (1/x/e(G))n+o(n)) subgraphs with
2 edges, where H denotes the base-e entropy function). However, a corresponding upper bound does
not in general hold: to characterize the number of z-edge induced subgraphs up to any sub-exponential
error term, one must incorporate more detailed information about the Ramsey graph G than just its
number of edges. (To see this, consider a union of two disjoint independent Erdss—Rényi random graphs
G(n/2,0.01) UG(n/2,0.99), and count subgraphs with 0.001n? edges.)

There has actually been quite some recent interest (see for example [6,44,45,68,73]) studying ran-
dom variables of the form e(G[U]) for a graph G and a random vertex set U, largely due to a sequence
of conjectures by Alon, Hefetz, Krivelevich, and Tyomkyn [6] motivated by the classical topic of graph
inducibility. Specifically, these works studied the anticoncentration behavior of e(G[U]) (generally speak-
ing, anticoncentration inequalities provide upper bounds on the probability that a random variable falls
in some small ball or is equal to some particular value). As discussed above, e(G[U]) can be naturally
interpreted as a quadratic polynomial, so this study falls within the scope of the so-called polynomial
Littlewood—Offord problem (which concerns anticoncentration of general low-degree polynomials of var-
ious types of random variables). There has been a lot of work from several different directions (see for
example [26,55, 61,65, 77-79,87,91,92]) on the extent to which anticoncentration in the (polynomial)
Littlewood—Offord problem is controlled by algebraic or arithmetic structure, and the upper bound in
Theorem 1.2 can be viewed in this context: Ramsey graphs yield quadratic polynomials that are highly
unstructured in a certain combinatorial sense, and we see that such polynomials have strong anticoncen-
tration behavior.

The first author, Sudakov and Tran [68] previously suggested to study anticoncentration of e(G[W])
for a Ramsey graph GG and a random vertex subset W of a given size. In particular, they asked whether
for a C-Ramsey graph G with n vertices, and a uniformly random subset W of exactly n/2 vertices, we
have sup ¢y Prle(G[W]) = z] < K¢ /n for some K¢ > 0 depending only on C. Some progress was made
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Figure 1. On the left is a cartoon of (one possibility for) the probability mass function of e( ) for a
Ramsey graph G and a uniformly random vertex subset U the large-scale behavior is Gauss1an but on
a small scale we see many smaller Gaussian-like curves. The two images on the right are two different
histograms at different scales, obtained from real data (namely, from two million independent samples
of a uniformly random vertex subset in a graph G obtained as an outcome of the Erdés—Rényi random
graph G(1000,0.8)).

on this question by the first and third authors [65]; as a simple corollary of Theorem 1.2, we answer this
question in the affirmative.

Theorem 1.5. For C >0 and 0 < A < 1, there is K = K(C, \) such that the following holds. Let G be
a C-Ramsey graph on n vertices and let W C V(G) be a random subset of exactly k vertices, for some
given k with An < k < (1 — X)n. Then

sup Prle(GIW]) = 2] <

s

It is not hard to show that the upper bound in Theorem 1.5 is best-possible (indeed, this can be seen
by taking G to be a typical outcome of an Erdés—Rényi random graph G(n,1/2)). However, in contrast
to the setting of Theorem 1.2, in Theorem 1.5 one cannot hope for a matching lower bound when z is
close to E[e(G[W])] (as can be seen by considering the case where G is a typical outcome of the union of
two disjoint independent Erd6s—Rényi random graphs G(n, 1/4) U G(n,3/4)).

1.2. Proof ingredients and ideas. We outline the proof of Theorem 1.2 in more detail in Section 3,
but here we take the opportunity to highlight some of the most important ingredients and ideas.

1.2.1. An approximate local limit theorem. A starting point is that, in the setting of Theorem 1.2,
standard techniques show that e(G[U]) satisfies a central limit theorem: we have Prle(G[U]) < z] =
O((x—p)/o)+o(1/o) for all z € R, where @ is the standard Gaussian cumulative distribution function,
and p, o are the mean and standard deviation of e(G[U]). It is natural to wonder (as suggested in [65]
as a potential path towards the Erdés—McKay conjecture) whether this can be strengthened to a local
central limit theorem: could it be that for all x € R we have Prle(G[U]) = z] = ' ((x —u)/o)/oc+0(1/0)
(where @' is the standard Gaussian density function)? In fact, the statement of Theorem 1.2 can be
interpreted as a local central limit theorem “up to constant factors”. This perspective also suggests a
strategy for the proof of Theorem 1.2: perhaps we can leverage Fourier-analytic techniques previously
developed for local central limit theorems (e.g. [12,13,50,51,64,94]), obtaining our desired result as a
consequence of estimates on the characteristic function (i.e., Fourier transform) of our random variable
e(G[U]).

However, it turns out that a local central limit theorem actually does not hold in general: while the
coarse-scale distribution of e(G[U]) is always Gaussian, in general e(G[U]) may have a rather nontrivial
“two-scale” behavior, depending on the additive structure of the degree sequence of G (see Figure 1).
Roughly speaking, this translates to a certain “spike” in the magnitude of the characteristic function of
e(G[U]), which rules out naive Fourier-analytic approaches. To overcome this issue, we need to capture
the “reason” for the two-scale behavior: It turns out that this “spike” can only happen if the degree
sequence of G is in a certain sense “additively structured”, implying that there is a partition of the vertex
set into “buckets” such that vertices in the same bucket have almost the same degree. Then, if we reveal
the size of the intersection of U with each bucket, the conditional characteristic function of e(G[U]) is
suitably bounded. We deduce conditional bounds on the point probabilities of e(G[U]), and average
these over possible outcomes of the revealed intersection sizes of U with the buckets.

We remark that one interpretation of our proof strategy is that we are decomposing our random
variable into “components” in physical space, in such a way that each component is well-behaved in
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Fourier space. This is at least superficially reminiscent of certain techniques in harmonic analysis; see
for example [54]. Looking beyond the particular statement of Theorem 1.2, we hope that the Fourier-
analytic techniques in its proof will be useful for the general study of small-ball probability for low-degree
polynomials of independent variables, especially in settings where Gaussian behavior may break down.

1.2.2. Small-ball probability for quadratic Gaussian chaos. The general study of low-degree polynomials
of independent random variables (sometimes called chaoses) has a long and rich history. Some highlights
include Kim—Vu polynomial concentration [62], the Hanson—Wright inequality [57], the Bonami—Beckner
hypercontractive inequality (see [81]), and polynomial chaos expansion (see [49]), which are fundamental
tools in probabilistic combinatorics, high-dimensional statistics, the analysis of Boolean functions and
mathematical modelling.

Much of this study has focused on low-degree polynomials of Gaussian random variables, which enjoy
certain symmetry properties that make them easier to study. While this direction may not seem obviously
relevant to Theorem 1.2, in part of the proof we are able to apply the celebrated Gaussian invariance
principle of Mossel, O’Donnell, and Oleszkiewicz [74], to compare our random variables of interest with
certain “Gaussian analogs”. Therefore, a key step in the proof of Theorem 1.2 is to study small-ball
probability for quadratic polynomials of Gaussian random variables.

The fundamental theorem in this area is the Carbery—Wright theorem [19], which (specialized to
the quadratic case) says that for 0 < ¢ < 1 and any real quadratic polynomial f = f(Zi,...,Z,) of
independent standard Gaussian random variables Z1, ..., Z, ~ N(0,1), we have

sup Pr(lf — | < <] = o(Ve/a(h).

This is best-possible in general (for example, Pr[|Z?| < €] scales like 1/€ as ¢ — 0). However, we are able
to prove (in Section 5) an optimal bound of the form O(e/a(f)) in the case where the degree-2 part of f
robustly has rank at least 3, in the sense of low-rank approximation (i.e. in the case where the degree-2
part of f is not close, in Frobenius® norm, to a quadratic form of rank at most 2).

Theorem 1.6. Let Z = (Z1,. ..y Zn) ~ N(0,1)2" be a vector of independent standard Gaussian random
variables. Consider a real quadratic polynomial f(Z) of Z, which we may write as

(D =ZFZ+f-Z+f

for some nonzero symmetric matriz F' € R ™, some vector fe R™, and some fo € R. Suppose that for
some n > 0 we have

F — F|2
i IE=FIE
FeRr™*n HFHF
rank(F)<2
Then for any € > 0 we have
> €

sup Pr{|f(Z) — 2] <] < O ————
z€R a(f(Z2))

for some C,, depending on 7.

We remark that our robust-rank-3 assumption is best possible, in the sense that this stronger bound
may fail for quadratic forms with robust rank 2; for example Z? — Z3 has standard deviation 2, and one
can compute that Pr[|Z7 — Z3| < €] scales like elog(1/¢) as e — 0.

We also remark that Theorem 1.6 can be interpreted as a kind of inverse theorem or structure theorem:
the only way for f (Z ) to exhibit atypical small-ball behavior is for f to be close to a low-rank quadratic
form (c.f. inverse theorems for the Littlewood—Offord problem [65,77-79,87,91,92]). It is also worth
mentioning a different structure theorem due to Kane [61], showing that all bounded-degree polynomials
of Gaussian random variables can be, in a certain sense, “decomposed” into a small number of parts with
typical small-ball behavior.

Finally, we remark that it would be interesting to investigate extensions of Theorem 1.6 to higher-
degree polynomials. Our proof uses diagonalization of quadratic forms in a crucial way, and new ideas
would therefore be required (the ideas in the aforementioned paper of Kane [61] may be relevant).

3The Frobenius (or Hilbert-Schmidt) norm ||M|/r of a matrix M is the square root of the sum of the squares of its
entries.
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1.2.3. Rank of Ramsey graphs. In order to actually apply Theorem 1.6, we need to use the fact that
Ramsey graphs have adjacency matrices which robustly have high rank. A version of this fact was first
observed by the first and third authors [65], but we will need a much stronger version involving a partition
into submatrices (Lemma 10.1). We believe that the connection between rank and homogeneous sets is
of very general interest: for example, the celebrated log-rank conjecture in communication complexity
has an equivalent formulation (due to Nisan and Wigderson [80]) stating that a zero-one matrix with no
large “homogeneous rectangle” must have high rank. As part of our study of the rank of Ramsey graphs,
we prove (Proposition 10.2) that binary matrices which are close to a low-rank real matrix are also close
to a low-rank binary matrix. This may be of independent interest.

1.2.4. Switchings via moments. It turns out that in the setting of Theorem 1.2, Fourier-analytic estimates
(in combination with the previously mentioned ideas) can only take us so far: for a C-Ramsey graph we
can roughly estimate the probability that e(G[U]) falls in a given short interval (whose length depends
only on C), but not the probability that e(G[U]) is equal to a particular value. To obtain such precise
control, we make use of the switching method, studying small perturbations to our random set U.

Roughly speaking, the switching method works as follows. To estimate the relative probabilities of
events A and B, one designs an appropriate “switching” operation that takes outcomes satisfying A
to outcomes satisfying B. One then obtains the desired estimate via upper and lower bounds on the
number of ways to switch from an outcome satisfying A, and the number of ways to switch to an outcome
satisfying B. This deceptively simple-sounding method has been enormously influential in combinatorial
enumeration and the study of discrete random structures, and a variety of more sophisticated variations
(considering more than two events) have been considered; see [40, 58] and the references therein.

In our particular situation (where we are switching between different possibilities of the set U), it does
not seem to be possible to define a simple switching operation which has a controllable effect on e(G[U])
and for which we can obtain uniform upper and lower bounds on the number of ways to perform a switch.
Instead, we introduce an averaged version of the switching method. Roughly speaking, we define random
variables that measure the number of ways to switch between two classes, and study certain moments of
these random variables. We believe this idea may have other applications.

1.3. Notation. We use standard asymptotic notation throughout, as follows. For functions f = f(n)
and g = g(n), we write f = O(g) or f < g to mean that there is a constant C' such that |f(n)| < Clg(n)|
for sufficiently large n. Similarly, we write f = Q(g) or f = ¢ to mean that there is a constant ¢ > 0
such that f(n) > c|g(n)| for sufficiently large n. Finally, we write f =< g or f = O(g) to mean that f < g
and g < f, and we write f = o(g) or g = w(f) to mean that f(n)/g(n) — 0 as n — co. Subscripts on
asymptotic notation indicate quantities that should be treated as constants.

We also use standard graph-theoretic notation. In particular, V(G) and E(G) denote the vertex set
of a graph G, and e(G) = |E(G)| denotes the numbers of vertices and edges. We write G[U] to denote
the subgraph induced by a set of vertices U C V(G). For a vertex v € V(G), its neighborhood (i.e.,
the set of vertices adjacent to v) is denoted by Ng(v), and its degree is denoted degq(v) = |[Ng(v)]
(the subscript G will be omitted when it is clear from context). We also write Ny (v) = U N N(v) and
degy (v) = |Ny(v)| to denote the degree of v into a vertex set U.

Regarding probabilistic notation, we write A'(u,02) for the Gaussian distribution with mean u and
variance o2. As usual, we call a random variable with distribution N'(0,1) a standard Gaussian and we
write A'(0,1)®" for the distribution of a sequence of n independent standard Gaussian variables. For
a real random variable X, we write px : t — Ee®X for the characteristic function of X. Though less
standard, it is also convenient to write o(X) = v/Var X for the standard deviation of X.

We also collect some miscellaneous bits of notation. We use notation like Z to denote (column) vectors,
and write Zy for the restriction of a vector Z to the set I. We also write M[I x J] to denote the I x .J
submatrix of a matrix M. For r € R, we write ||r||g/z to denote the distance of 7 to the closest integer,
and for an integer n € N, we write [n] = {1,...,n}. All logarithms in this paper without an explicit base
are to base e, and the set of natural numbers N includes zero.

1.4. Acknowledgments. We thank Jacob Fox for comments motivating the inclusion of Remark 1.3,
and Zach Hunter for pointing out several minor corrections to the manuscript. We also thank the two
anonymous referees for carefully reading the manuscript and many helpful comments.

2. SHORT DEDUCTIONS

We now present the short deductions of Theorems 1.1 and 1.5 from Theorem 1.2.
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Proof of Theorem 1.1 assuming Theorem 1.2. As mentioned in the introduction, Alon, Krivelevich, and
Sudakov [8, Theorem 1.1] proved that there is some o = «(C) > 0 such that the conclusion of Theorem 1.1
holds for all 0 < & < n®.

Fix 0 < A < 1/2 with (1—X)2 > 1—n and let p = 1— \. It now suffices to prove the desired statement
for n® < 2 < p?e(G), so consider such an integer z. Let us identify the vertex set of G with {1,...,n}.
We can find some m € {1,...,n} such that e(G[{1,...,m}]) > z/p? > e(G[{1,...,m — 1}]). Let G
denote the induced subgraph of G on the vertex set {1,...,m} and note that

e(G) > z/p* > e(G[{1,...,m —1}]) > e(G') — m.

Hence |z — p?e(G")| < p?m < m?/2. As m? > e(G') > 2/p* > n®, we have m > n®/? and therefore G’ is
a (2C/a)-Ramsey graph. Thus, for a random subset U of V(G') = {1,...,m} that includes each vertex
of G’ with probability p, by Theorem 1.2 (with A = 1) we have e(G[U]) = e(G’[U]) = = with probability
Qca(m~3/2). In particular, if n and therefore m is sufficiently large with respect to C,\, then there
exists a subset U C V(G') C V(G) with e(G[U]) = e(G'[U]) = z. O

Proof of Theorem 1.5 assuming Theorem 1.2. We may assume that n is sufficiently large with respect
to C and A (noting that the statement is trivially true for n < K). Let U be a random subset of
V(G) obtained by including each vertex with probability k/n independently (recalling that Theorem 1.5
concerns a random set W of exactly k vertices). A direct computation using Stirling’s formula shows
that Pr[|U| = k] Zx 1/+/n, so for each z € Z, Theorem 1.2 yields
Pr[e(G[U]) = ] 1
Prle(G[W]) = «] = Pr [e(G[U]) - x‘\U| - k} S TR O
It turns out that in order to prove Theorem 1.2, it essentially suffices to consider the case p = 1/2,
as long as we permit some “linear terms”. Specifically, instead of considering random variable e(G[U])
we need to consider a random variable of the form X = e(G[U]) + >_, .y ev + €0, as in the following
theorem®.

Theorem 2.1. Fiz C,H > 0. Let G be a C-Ramsey graph with n vertices, and consider ey € Z and a
vector € € ZV(E) with 0 < e, < Hn for allv € V(G). Let U C V(G) be a random vertex subset obtained
by including each vertex with probability 1/2 independently, and let X = e(G[U]) 4+ ,ciy v +eo. Then

sup Pr[X = z] Sepg n~3/?
TEL
and for every fixred A > 0,
inf Pr[X =] 2o.man /2

TEZL
|lz—EX|<An3/?
This theorem implies Theorem 1.2 (which also allows for a sampling probability p # 1/2), as we show
next. The rest of the paper will be devoted to proving Theorem 2.1.

Proof of Theorem 1.2 assuming Theorem 2.1. We may assume that n is sufficiently large with respect
to C and A. We proceed slightly differently depending on whether p < 1/2 or p > 1/2.

Case 1: p < 1/2. In this case, we can realize the distribution of U by first taking a random subset Uy
in which every vertex is present with probability 2p, and then considering a random subset U C Uj in
which every vertex in Up is present with probability 1/2. By a Chernoff bound, we have |Uy| > pn > An
with probability 1 — ox(n~3/2), in which case G[Up] is a (2C)-Ramsey graph. We may thus condition
on such an outcome of Uy. By Theorem 2.1, the conditional probability of the event X = x is at most
Oc(|Us|73/?) <ca n~3/2, proving the desired upper bound.

For the lower bound, first note that e(G[Up]) has expectation (2p)2e(G) and variance o(e(G[Up)]))? =
2w weeb(@) Bl(Luwev, — (2p)*) (L zev, — (2p)?)] < n® (note that there are at most n3 non-zero sum-
mands, since the summands for distinct w,v,w, z are zero). Hence by Chebyshev’s inequality and a
Chernoff bound, with probability at least 1/2 the outcome of Uy satisfies |e(G[Up]) — (2p)2e(G)| < 2n3/?
and |Up| > An. Conditioning on such an outcome of Uy, the lower bound in Theorem 1.2 follows from
the lower bound in Theorem 2.1 applied to G[Up] (noting that = € Z with |z — p?e(G)| < An®/? differs
from E[e(G[U])|Uo] = e(G[Uy])/4 by at most (A + 1)n3/2 < (A+1)/X3 - |Up|?/?).

4As suggested by one of the anonymous referees, it could also be of interest to consider the case where e, is allowed to
be negative (say |ey| < Hn). In this generality, we can no longer hope for upper bounds of order n=3/2, but it should be
possible to adjust the methods in this paper to prove a variation of Theorem 2.1.
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Case 2: p>1/2. In this case, we can realize the distribution of U by first taking a random subset Uy
in which every vertex is present with probability 2p — 1 and then considering a random superset U 2 Uy
in which every vertex outside Uy is present with probability 1/2.

By a Chernoff bound, we have [V (G)\ Ug| > (1 — p)n > An with probability 1 — o (n~3/?), in which
case G[V(G) \ Up] is a (2C)-Ramsey graph. Conditioning on such an outcome of Uy, the upper bound
in Theorem 1.2 follows from the upper bound in Theorem 2.1 applied to G[V(G) \ Up] (where now we
take g = e(G[Up]) and e, = degy, (v) for each v € V(G) \ Up and H = 1/)).

For the lower bound, observe that E[e(G[U])|Uy] = e(G[Us]) +e(V(G) \ Uo, Up) /2 +e(G]V (G)\ Up)) /4
has expectation Ee(G[U]) = p?e(G) and variance at most n3 (by a similar calculation as in Case 1).
Thus, by Chebyshev’s inequality and a Chernoff bound with probability at least 1/2 the outcome of Uy
satisfies |E[e(G[U])|Us] — p?e(G)| < 2n*/? and |V(G)\Uy| > M. Conditioning on such an outcome of U,
the lower bound in Theorem 1.2 follows from the lower bound in Theorem 2.1 applied to G[V(G) \ Up]
(again taking eq = e¢(G[Up]) and e, = degy;, (v) for each v € V(G) \ Up and H = 1/X and observing that
| — E[e(G[U])|Uo]| < (A +2)/3 - [V(G) \ Uo*?). O

3. PROOF DISCUSSION AND OUTLINE

In the previous section, we saw how all of our results stated in the introduction follow from Theo-
rem 2.1. Here we discuss the high-level ideas of the proof of Theorem 2.1, and the obstacles that must
be overcome. Afterwards, we will outline the organization of the rest of the paper.

3.1. Central limit theorems at multiple scales. As mentioned in the introduction, our starting
point is the possibility that a local central limit theorem might hold for the random variable X =
e(G[U]) + > ,cu €v + eo in Theorem 2.1. However, some further thought reveals that such a theorem
cannot hold in general. To appreciate this, it is illuminating to rewrite X in the so-called Fourier—Walsh
basis: define # € {~1,1}V(%) by taking 2, = 1 if v € U, and 2, = —1 if v ¢ U. Then, we have

1 1 1
X=EX + B Z (eq, + 5 degG(v))xv + 1 Z Ty T (3.1)

veV(G) uwveE(G)

Writing L = %ZveV(G) (ev + %degc(v))xv and @ = iZuUeE(G) TyZy, we have X = EX + L + Q.
Essentially, we have isolated the “linear part” L and the “quadratic part” @ of the random variable X,
in such a way that the covariance between L and @) is zero. It turns out that L typically dominates
the large-scale behavior of X: the variance of L is always of order n?, whereas the variance of Q is only
of order n%. It is easy to show that L satisfies a central limit theorem (being a sum of independent
random variables). However, this central limit theorem may break down at small scales: for example, it
is possible that in G, every vertex has degree exactly n/2, in which case (for € = 6) the linear part L
only takes values in the lattice (n/8)Z.

In this (n/2)-regular case (with € = 6), we might hope to prove Theorem 2.1 in two stages: having
shown that L satisfies a central limit theorem, we might hope to show that @ satisfies a local central
limit theorem after conditioning on an outcome of L (in this case, revealing L only reveals the number
of vertices in our random set U, so there is still plenty of randomness remaining for @).

If this strategy were to succeed, it would reveal that in this case the true distribution of X is Gaussian
on two different scales: when “zoomed out”, we see a bell curve with standard deviation about n3/2, but
“zooming in” reveals a superposition of many smaller bell curves each with standard deviation about n
(see Figure 1). This kind of behavior can be described in terms of a so-called Jacobi theta function, and
has been observed in combinatorial settings before (by the second and fourth authors [88]).

3.2. An additive structure dichotomy. There are a few problems with the above plan. When G
is regular, we have the very special property that revealing L only reveals the number of vertices in U
(after which U is a uniformly random vertex set of this revealed size). There are many available tools
to study random sets of fixed size (this setting is often called the “Boolean slice”). However, in general,
revealing L may result in a very complicated conditional distribution.

We handle this issue via an additive structure dichotomy, using the notion of regularized least common
denominator (RLCD) introduced by Vershynin [95] in the context of random matrix theory (a “robust
version” of the notion of essential LCD previously introduced by Rudelson and Vershynin [87]). Roughly
speaking, we consider the RLCD of the degree sequence of G. If this RLCD is small, then the degree
sequence is “additively structured” (as in our (n/2)-regular example), which (as we prove in Lemma 4.12)
has the consequence that the vertices of G can be divided into a small number of “buckets” of vertices

8



Figure 2. On the left, we obtain G as a disjoint union of two independent Erdés—Rényi random graphs
G(800,0.96), and we consider 500000 independent samples of a uniformly random vertex subsets U with
exactly 800 vertices. The resulting histogram for e(G[U]) may look approximately Gaussian, but closer
inspection reveals asymmetry in the tails. This is not just an artifact of small numbers: the limiting
distribution comes from a nontrivial quadratic polynomial of Gaussian random variables. Actually, it is
possible for the skew to be much more exaggerated (the curve on the right shows one possibility for the
limiting probability mass function of e(G[U])), but this is difficult to observe computationally, as this
shape only really becomes visible for enormous graphs G.

which have roughly the same coefficient in L (i.e. the values of e, +deg(v)/2 are roughly the same). This
means that conditioning on the number of vertices of U inside each bucket is tantamount to conditioning
on the approximate value of L (crucially, this conditioning dramatically reduces the variance), while the
resulting conditional distribution is tractable to analyze.

On the other hand, if the RLCD is large, then the degree sequence is “additively unstructured”, and
the linear part L is well-mixing (satisfying a central limit theorem at scales polynomially smaller than
n). In this case, it essentially is possible® to prove a local central limit theorem for X (this is the easier
of the two cases of the additive structure dichotomy). Concretely, an example of this case is when G is
a typical outcome of an inhomogeneous random graph on the vertex set {m/4,...,3m/4}, where each
edge ij is present with probability i - j/m? independently.

3.3. Breakdown of Gaussian behavior. Recall from the previous subsection that in the “additively
structured” case, we study the distribution of e(G[U]) after conditioning on the sizes of the intersections
of U with our “buckets” of vertices (which, morally speaking, corresponds to “conditioning on the ap-
proximate value of L”). It turns out that even after this conditioning, a local central limit theorem may
still fail to hold, in quite a dramatic way: it can happen that, conditionally, no central limit theorem
holds at all (meaning that when we “zoom in” we do not see bell curves but some completely different
shapes). For example, if G is a typical outcome of two independent disjoint copies of the Erdés-Rényi
random graph G(n/2,1/2), then one may think of all vertices being in the same bucket, and one can
show that the limiting distribution of e(G[U]) conditioned on the event |U| = n/2 (up to translation and
scaling) is% that of Z2 4 2v/3Z,, where Z1, Zo are independent standard Gaussian random variables (see
Figure 2).

In general, one can use a Gaussian invariance principle [42,43,74] to show that the asymptotic
conditional distribution of e(G[U]) always corresponds to some quadratic polynomial of Gaussian random
variables (see also [14,15]); instead of proving a local central limit theorem, we need to prove some type
of local limit theorem for convergence to that distribution.

In order to prove a local limit theorem of this type, it is necessary to ensure that the limiting distri-
bution (some quadratic polynomial of Gaussian random variables) is “well-behaved”. This is where the
tools discussed in Sections 1.2.2 and 1.2.3 come in: we prove that adjacency matrices of Ramsey graphs
robustly have high rank, then apply certain variations of Theorem 1.6.

3.4. Controlling the characteristic function. We are now left with the task of actually proving the
necessary local limit theorems. For this, we work in Fourier space, studying the characteristic functions
oy : 7+ Ee'™Y of certain random variables Y (namely, we need to consider both the random variable

E’Strictly speaking, we do not quite obtain an estimate for point probabilities, but only for probabilities that X falls
in very short intervals (the length of the interval we can control depends on the distance from the mean and the desired
multiplicative error). Throughout this outline, we use the term “local limit theorem” in a rather imprecise way.

6Heuristically, the Z? term can be explained as follows. Conditioning on |U| = n/2, the number s of vertices of U on
the left side (i.e. in the left copy of G(n/2,1/2)) is hypergeometrically distributed, and approaches a limiting distribution of
n/4+(y/n/4)Z1. The number of pairs of vertices in U on the same side of G is roughly (s2+4(n/2—5)2)/2 = n2/4+(s—n/4)2,
and so it is distributed like n2/4 + (n/16)Z2. The linear term involving Z2 comes from the random distribution of the
edges in the two copies of G(n/2,1/2).
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X = e(G[U])+>_,cp v +eo and certain conditional random variables arising in the additively structured
case). Our aim is to compare Y to an approximating random variable Z (where Z is either a Gaussian
random variable or some quadratic polynomial of Gaussian random variables). This amounts to proving
a suitable upper bound on |¢y (7) —¢z(7)|, for as broad a range of 7 as possible (if one wants to precisely
estimate point probabilities Pr[Y = z], it turns out that one needs to handle all 7 in the range [—m,7]).
We use different techniques for different ranges of 7 € R.

In the regime where 7 is very small (e.g., when |7| < n%%/o(Y)), vy (7) controls the large-scale
distribution of Y, so depending on the setting we either employ standard techniques for proving central
limit theorems, or a Gaussian invariance principle.

For larger 7, it will be easy to show that our approximating characteristic function @z (7) is expo-
nentially small in absolute value, so estimating |py (7) — ¢z (7)| amounts to proving an upper bound on
|y (7)], exploiting cancellation in Ee‘™Y as /™Y varies around the unit circle. Depending on the value
of 7, we are able to exploit cancellation from either the “linear” or the “quadratic” part of Y.

To exploit cancellation from the linear part, we adapt a decorrelation technique first introduced by
Berkowitz [12] to study clique counts in random graphs (see also [88]), involving a subsampling argument
and a Taylor expansion. While all previous applications of this technique exploited the particular sym-
metries and combinatorial structure of a specific polynomial of interest, here we instead take advantage
of the robustness inherent in the definition of RLCD. We hope that these types of ideas will be applicable
to the study of even more general types of polynomials.

To exploit cancellation from the quadratic part, we use the method of decoupling, building on ar-
guments of the first and third authors [65]. Our improvements involve taking advantage of Fourier
cancellation “on multiple scales”, which requires a sharpening of arguments of the first author and Su-
dakov [67] (building on work of Bukh and Sudakov [16]) concerning “richness” of Ramsey graphs.

The relevant ideas for all the Fourier-analytic estimates discussed in this subsection will be discussed
in more detail in the appropriate sections of the paper (Sections 7 and 8).

3.5. Pointwise control via switching. Unfortunately, it seems to be extremely difficult to study the
cancellations in ¢ x (1) for very large 7, and we are only able to control the range where |7| < v for some
small constant v = v(C) (recalling that G is C-Ramsey). As a consequence, the above ideas only prove
the following weakening of Theorem 2.1 (where we control the probability of X lying in a constant-length
interval instead of being equal to a particular value).

Theorem 3.1. Fiz C > 0. There is B = B(C) > 0 so the following holds for any fired H > 0. Let G be
an C-Ramsey graph with n vertices, and consider ey € R and a vector € € RV(S) with 0 < e, < Hn for
allv e V(G). Let U C V(G) be a random vertex subset obtained by including each vertex with probability
1/2 independently, and let X = e(G[U]) + >, cp €v + €o. Then

sup Pr[|X — 2| < B] Sc.m n=3/2,
TEZL

and for every fixred A > 0,

inf Pr[|X — 2| < B] Zo.ma n~ %2
TEZ
|e—EX|<An?/?

Theorem 3.1 already implies the upper bound in Theorem 2.1, but not the lower bound. In Section 13,
we deduce the desired lower bound on point probabilities from Theorem 3.1 (interestingly, this deduction
requires both the lower and the upper bound in Theorem 3.1). As mentioned in the introduction, for
this deduction, we introduce an “averaged” version of the so-called switching method. In particular, for
¢ € {—B,...,B}, we consider the pairs of vertices (y, z) with y € U and z ¢ U such that modifying U
by removing y and adding z (a “switch”) increases e(G[U]) by exactly £. We define random variables
that measure the number of ways to perform such switches, and deduce Theorem 2.1 by studying certain
moments of these random variables. Here we again need to use some arguments involving “richness” of
Ramsey graphs, and we also make use of the technique of dependent random choice.

3.6. Technical issues. The above subsections describe the high-level ideas of the proof, but there are

various technical issues that arise, some of which have a substantial impact on the complexity of the

proof. Most importantly, in the additively structured case, we outlined how to prove a conditional local

limit theorem for the quadratic part @), but we completely swept under the rug how to then “integrate”

this over outcomes of the conditioning. Explicitly, if we encode the bucket intersection sizes in a vector

&, we have outlined how to use Fourier-analytic techniques to prove certain estimates on conditional
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probabilities of the form Pr[|X — z| < B|A], but we then need to average over the randomness of A to
obtain Pr[|X — z| < B] = E[Pr[|X — 2| < B|A]] (taking into account that certain outcomes of A give a
much larger contribution than others).

There are certain relatively simple arguments with which we can accomplish this averaging while
losing logarithmic factors in the final probability bound (namely, using a concentration inequality for
Q conditioned on A, we can restrict to only a certain range of outcomes A which give a significant
contribution to the overall probability Pr[|X — x| < B]). To avoid logarithmic losses, we need to make
sure that our conditional probability bounds “decay away from the mean”, which requires a non-uniform
version of Theorem 1.6 (with a decay term), and some specialized tools for converting control of |py (7) —
wz(T)| into bounds on small-ball probabilities for Y. Also, we need some delicate moment estimates
comparing dependent random variables of “linear” and “quadratic” types, to quantify the dependence
between certain fluctuations in the conditional mean and variance as we vary A.

Furthermore, for the switching argument described in the previous subsection, it is important (for
technical reasons discussed in Remark 13.2) that in the setting of Theorem 3.1, B does not depend on
A and H. To achieve this, we develop Fourier-analytic tools that take into account “local smoothness”
properties of the approximating random variable Z.

3.7. Organization of the paper. In Section 4 we collect a variety of (mostly known) tools which
will be used throughout the paper. Then, in Section 5 we prove Theorem 1.6 (our sharp small-ball
probability estimate for quadratic polynomials of Gaussians), and in Section 6 we prove some general
“relative” Esseen-type inequalities deducing bounds on small-ball probabilities from Fourier control.

In Sections 7 and 8 we obtain bounds on the characteristic function ¢x(7) for various ranges of 7
(specifically, bounds due to “cancellation of the linear part” appear in Section 7, and bounds due to
“cancellation of the quadratic part” appear in Section 8). This is already enough to handle the additively
unstructured case of Theorem 3.1, which we do in Section 9.

Most of the rest of the paper is then devoted to the additively structured case of Theorem 3.1. In
Section 10 we study the “robust rank” of Ramsey graphs, and in Section 11 we prove some lemmas about
quadratic polynomials on products of Boolean slices. All the ingredients collected so far come together
in Section 12, where the additively structured case of Theorem 3.1 is proved.

Finally, in Section 13 we use a switching argument to deduce Theorem 2.1 from Theorem 3.1.

4. PRELIMINARIES

In this section we collect some basic definitions and tools that will be used throughout the paper.

4.1. Basic facts about Ramsey graphs. First, as mentioned in the introduction, the following clas-
sical result about Ramsey graphs is due to Erdds and Szemerédi [39].

Theorem 4.1. For any C, there exists ¢ = €(C) > 0 such that for every sufficiently large n, every
C-Ramsey graph G on n vertices satisfies () < e(G) < (1 —¢)(3).

Remark 4.2. In the setting of Remark 1.3, where GG has near-optimal spectral expansion, the expander
mixing lemma (see for example [10, Corollary 9.2.5]) implies that (for sufficiently large n) all subsets of
G with at least n'/270-02 yertices have density very close to the overall density of G. It is possible to use
this fact in lieu of Theorem 4.1 in our proof of Theorem 2.1.

More recently, building on work of Bukh and Sudakov [16], the first author and Sudakov [67] proved
that every Ramsey graph contains an induced subgraph in which the collection of vertex-neighborhoods
is “rich”. Intuitively speaking, the richness condition here means that for all linear-size vertex subsets W,

there are only very few vertex-neighborhoods that have an unusually large or unusually small intersection
with W.

Definition 4.3. Consider J,p,a > 0. We say that an m-vertex graph G is (4, p, a)-rich if for every
subset W C V(G) of size |[W| > dm, there are at most m® vertices v € V(G) with the property that
IN(0) N W[ < plW| or [W\ N(u)| < plW].

When the parameter « is omitted, it is assumed to take the value 1/5. That is to say, we write
“(6, p)-rich” to mean “(4, p,1/5)-rich”.
The following lemma is a slight generalization of [67, Lemma 4] (and is proved in the same way).
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Lemma 4.4. For any fized C,a0 > 0, there exists p = p(C, ) with 0 < p < 1 such that the following
holds. For n sufficiently large in terms of C and «, for any m € R with \/n < m < pn, and any
C-Ramsey graph G on n vertices, there is an induced subgraph of G on at least m vertices which is
((m/n)?, p,a)-rich.

For two disjoint vertex sets U, W in a graph G, we write e(U, W) for the number of edges between
U, W and write d(U,W) = e(U,W)/(JU||W]) for the density between U,W. We furthermore write
diU) = e(U)/(‘gl) for the density inside the set U.

Proof. We introduce an additional parameter K, which will be chosen to be large in terms of C and «.
We will then choose p = p(C, @) with 0 < p < 1 to be small in terms of K, C, and o. We do not specify
the values of K and p ahead of time, but rather assume they are sufficiently large or small to satisfy
certain inequalities that arise in the proof.

Let 6 = (m/n)? and suppose for the purpose of contradiction that every set of at least m vertices
fails to induce a (4, p, a)-rich subgraph. We will inductively construct a sequence of induced subgraphs
G = G[Up) 2 G[U1] 2 -+ 2 G[Uk] and disjoint vertex sets Sy, ..., Sk of size |S1| = -+ = |Sk| = [m*/2]
such that for each i = 1,..., K, we have |U;| > (6/4)|U;—1| and S; C U;—1 \ U;, as well as

[e(Si, {u}) < 4p-|S;] for all uw € U] or [e(S;, {u}) > (1 —4p) - |S;] for all u € Uj].
This will suffice, as follows. First note that for each i = 1,..., K, we have
[d(S;,8;) <4pforall je{i+1,...,K}]| or [d(S;,S;) >1—4pforall je{i+1,...,K}]|.

Without loss of generality suppose that the first case holds for at least half of the indices i = 1,..., K,
and let S be the union of the corresponding sets S;. Then one can compute d(S) < 4p+ 1/K. On the
other hand |S| > (K/2) -m®/2 > m® > n®/? and therefore G[S] is a (2C/a)-Ramsey graph. However,
now the density bound d(S) < 4p + 1/K contradicts Theorem 4.1 if p is sufficiently small and K is
sufficiently large (in terms of C' and «).

Let Uy = V(G). For i = 1,..., K we will construct the vertex sets U; and S;, assuming that
Ug,...,U;_1 and Sy, ...,S;_; have already been constructed. Note that we have |U;_1| > (§/4)"In >
(6/4)Kn = (m/n)PK4=Kn > m, using that pK < 1/3 and m/n < p < 8 X for p being sufficiently small
with respect to K. Therefore, by our assumption, U;_; must contain a set W of at least 6|U;_1| vertices
and a set Y of more than |U;_1]|* > m® vertices contradicting (4, p, «)-richness. Suppose without loss of
generality that |N(v) N W] < p|W| for at least half of the vertices v € Y, and let S; CY C U;_; be a
set of precisely [m®/2] such vertices v € Y. Then, let U = W\ S; C U;_1 \ S; and note that we have
|U| > |[W|/2 since |W| > 6|U;—1| > 4-(6/4)%n > 4m > 2|S;|. Furthermore, let U; C U be the set of
vertices u € U with e(S;, {u}) < 4p - |S;|. Now, we just need to show |U;| > (6/4)|U;—1]. To this end,
note that for all v € S; we have e({v},U) = |N(v) NU| < |N(v) N W| < p|W| < 2p|U|. Hence,

UNU|-4p-1Si < D el {w}) = e(Si, U\ Ui) < e(Si,U) = Y e({v}, U) < |Si] - 2p|U],

weU\U; vES;
implying that |U \ U;| < |U|/2 and hence |U;| > |U|/2 > |W|/4 > (§/4)|U;—1], as desired. O

Remark 4.5. In the setting of Remark 1.3, where G is dense and has near-optimal spectral expansion (and
n is sufficiently large), the expander mixing lemma can be used to prove that every induced subgraph
of G on at least n%9 vertices is (n=%9%,0.005, a)-rich (and therefore Lemma 4.4 holds) for a > 0.2. It is
possible to use this in lieu of Lemma 4.4 in our proof of Theorem 2.1.

4.2. Characteristic functions and anticoncentration. For a real random variable X, recall that the
characteristic function px: R — C is defined by px (t) = E[e?*X]. Note that we have |px (t)| < 1 for all
t € R. If px(t) is absolutely integrable, then X has a continuous density px, which can be obtained by
the inversion formula
1 > .
px(u) = —/ e "ox (t) dt. (4.1)
2 J_ o

Next, recall the Lévy concentration function, which measures the maximum small-ball probability.
Definition 4.6. For a real random variable X and € > 0, we define £(X,¢) = sup,cp Pr[|X —z| < ¢].

If X has a density px, then we trivially have £(X, ¢) < e max,er px(2). We can also control small-ball
probabilities using only a certain range of values of the characteristic function, via Esseen’s inequality
(see for example [86, Lemma 6.4]):
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Theorem 4.7. There is Cy7 > 0 so that for any real random variable X and any € > 0, we have
2/e

L(X,¢) §C4.7~€/ lox (t)] dt.

—2/e

In Section 6 we will prove some more sophisticated “relative” variants of Theorem 4.7.

4.3. Distance-to-integer estimates, and regularized least common denominator. For r € R,
let ||r||g/z denote the (Euclidean) distance of 7 to the nearest integer. Recall that the Rademacher
distribution is the uniform distribution on the set {—1,1}. If z is Rademacher-distributed, then for any
r € R we have the well-known estimate

[Efexp(ira)]| = [cos(r)| <1~ |lr/l|z/z < exp(=r/7§z)- (4.2)

If 5 € {0,1}"™ is a uniformly random length-n binary vector, then for any @ € R™ and any b € R, we can
rewrite @ - 5 + b as a weighted sum of independent Rademacher random variables. Specifically, we have
-E+b=r-F+E[@-£+b], where ¥ = @/2 € R” and ¥ € {—1,1}" is obtained from ¢ € {0,1}" by
replacing all zeroes by —1’s. Then 7 is uniformly random in {—1,1}", so (4.2) yields

[Elexp(i(@ - €+ b))]| = [Elexp(i(7- #))| = [ [Elexp(ir;z;)]| < exp ( - ZII%‘/(QW)II%/Z) (4.3)
j=1 j=1

In the case where we want to study @ - & where Z € {0,1}" is a uniformly random binary vector with a

given number of ones (i.e., a random vector on a Boolean slice), one has the following estimate.

Lemma 4.8. Fiz ¢ > 0. Let @ € R™, and suppose that for some 0 < § < 1/2 there are disjoint pairs
{iv, 1}, - {ing gy € [n] such that ||(ai, — aj,)/(27)||lrjz > 0 for each k = 1,...,M. Let s be an
integer with ecn < s < (1 — ¢)n. Then for a random zero-one vector 56 {0,1}" with exactly s ones, we
have .
[E[exp(i(a@- €))]] S exp(—Q2(Md%)).
Lemma 4.8 can be deduced from [85, Theorem 1.1]. For the reader’s convenience we include an
alternative proof, reducing it to (4.3).

Proof. We may assume that M < en/4 (indeed, noting that M < n/2 we can otherwise just replace M
by [en/4]). The random vector € corresponds to a uniformly random subset U C [n] of size s. Let us
first expose the intersection sizes |U N {i1,j1}],.--,|UN{irr, jar}], one at a time. For each k =1,..., M
we have |U N {ik, jr}| = 1 with probability at least ¢(1 — ¢)/4 even when conditioning on any outcomes
for the previously exposed intersection sizes |U N {i1,j51}],...,|U N {ik—1,7k—1}|- Hence the number
of indices k € [M] with |U N {ix, jr}| = 1 stochastically dominates a binomial random variable with
distribution Bin(M, ¢(1 — ¢)/4). Thus, by a Chernoff bound (see e¢.g. Lemma 4.16), with probability at
least 1 — exp(—Q.(M)) there is a set K C [M] of at least ¢(1 — ¢)M/8 indices k with |U N {ix, jr}| = 1.
Let us expose and condition on all coordinates of E € {0,1}" except those in (J,¢x{ix,jr}. The only
remaining randomness of the vector Ee {0,1}™ is that for each k € K we have either &, =1 or ¢, =1
(each with probability 1/2, independently for all k € K). Thus, after all of this conditioning, we have
i §= > wex (@i, — aj, )&, + b for some b € R, where (&, )rex € {0, 1} is uniformly random. Thus,

(4.3) implies |E[exp(i(a - £))]| < exp(— Dorer @i, —az)/(2m)l137) < exp(=Qc(M6?)), as desired. [

The above estimates motivate the notion of the essential least common denominator (LCD) of a vector
7 € S"=1 C R™ (where S"~! is the unit sphere in R™). The following formulation of this notion was
proposed by Rudelson (see [95, (1.17)] and the remarks preceding), in the context of random matrix
theory.
Definition 4.9 (LCD). For t > 0, let log, t = max{0,logt}. For L > 1 and ¢ € S"~! C R", the
(essential) least common denominator” Dy, (¥) is defined as

Dp(7) = inf{e > 0 : dist(67,Z") < L /log+(9/L)}.

(Here dist(60,Z™) = />0, HH’UZ'HH%/Z denotes the Euclidean distance from 67 to the nearest point in the
integer lattice Z™.)

To briefly explain the name “LCD”, recall that the ordinary least common denominator of the entries of a rational
vector ¥ € S*~1 N Q™ is inf{f > 0: dist(07,Z") = 0}.
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The following lemma gives a lower bound on the LCD of a unit vector ¢ in terms of ||¥]|co-
Lemma 4.10 (|95, Lemma 6.2]). If 7€ S"~! and L > 1, then
D1(®) > 1/(27ll).
Proof. Note that for 6 < 1/(2]|7]|oc) we have that ||67]| oo < 1/2. Thus we have that

dist(07, Z") = dist(07,0) = 6 > Ly/log, (0/L)
where we have used that x > /log, (x) for > 0. The result follows by the definition of LCD. g

If Dy, (7) is large, then we can obtain strong control over the characteristic function of random variables
of the form ¢+ Z, for an i.i.d. Rademacher vector & (specifically, we are able to compare such characteristic
functions to the characteristic function @z (t) = e~t"/2 of a standard Gaussian Z ~ N(0,1)). However,
if D, (¥) is small, then in a certain sense ¥/ is “additively structured”, and we can deduce certain com-
binatorial consequences. Actually, to obtain the consequences we need, we will use the following more
robust notion known as regularized LCD, introduced by Vershynin [95].

Definition 4.11 (regularized LCD). Fix L > 1 and 0 < v < 1. For a vector ¥ € R™ with fewer than
n'=7 zero coordinates, the regularized least common denominator (RLCD) ﬁLW(U), is defined as

Dy (V) = max{Dy (¢1/|[t1]|2): [I| = [n' 77T},
where ¥; € R! denotes the restriction of ¥ to the indices in I.

If a vector d is “additively structured” in the sense of having small RLCD, we can partition its index
set into a small number of “buckets” such that the values of d; are similar inside each bucket. This is
closely related to e-net arguments using LCD assumptions that have previously appeared in the random
matrix theory literature (see for example [86, Lemma 7.2]).

Lemma 4.12. Fiz H >0 and 0 <y < 1/4 and L > 1. Let d € RL, be a vector such that |dlloo < Hn

and ||ds|a > n3/272 for every subset S C [n] of size |S| = [n'™7], and assume that n is sufficiently
large with respect to H, v and L.
If Dy, (d) < n'/2, then there eists a partition [n] = RU(I;U---Ul,,) and real numbers k1, ..., fpy >0

with |[R| < n'=7 and || = -+ = |I,,| = [n'=*] such that for all j = 1,...,m and i € I; we have
|di - Kj| < n1/2+47.
Proof. Choose a partition [n] = RU ([ U---UI,,) and k; > 0for j =1,...,m with |[I1| =--- = || =

[n'=27] such that |d; — ;| < n'/?*47 for all 1 < j < m and i € I;, such that m is as large as possible.
It then suffices to prove that |R| < n!=7.

So let us assume for contradiction that |R| > n'=7, and fix a subset S C R of size |S| = [n!77].
Note that Dy (ds/|dsl|l2) < ﬁLﬁ(af) < n'/2 by Definition 4.11. Furthermore, since ||ds/||ds||2/lec <
Hn/n3/2=20 = Hp~Y/2+27 Lemma 4.10 implies Dy (ds/||ds||2) > (H~1/2)n/2=2Y. Thus, by Defini-
tion 4.9, there is some 6 € [(H~1/2)n'/?=27,2n'/?] such that

10/|ds|l2)ds — &2 < Ly/log, (0/L) < L\/logn (4.4)

for some w € Z°. By choosing % to minimize the left-hand side, we may assume that @ has nonnegative
entries (recall that d has nonnegative entries).
Now, the number of indices i € S with |(8/||ds]||2)d; — w;| > n~/?+27 is at most
16/ ll)ds — 3 _ I*logn _ 1y,
n—1+4y - np- 144y =

Furthermore, note that 6 < 2n'/2 and (4.4) imply ||@||]z < 3n'/2, and hence the number of indices i € S
with w; > n?7/3 is at most 9n'~*/3. Thus, as |S| = [n'~7], there must be at least |S|/2 > n'~7/2
indices i € S with [(8/||ds]|l2)d; — ws| < n=/2t2Y and w; € [0,n*/3] N Z. Hence by the pigeonhole
principle there is some x > 0 and a subset I,,11 € S C R of size |I,,11| = [n!727] such that for all
1 € I 41 we have w; = k and

1/2-2
nEE ey < O e,

7 ] — 7 s —1/2+2vy _
6/ 1dsll2)d: — w| = (8/ dsll2)di — wi] < e Su

Defining kp,y1 = (||J5||2/9)K > 0, this implies |d; — fpi1| < n'/2T4 for all i € I,,,1. But now the
partition V(G) = (R\ Ip+1) U (I3 U+ U I, 41) contradicts the maximality of m. O
14



4.4. Low-rank approximation. Recall the definition of the Frobenius norm (also called the Hilbert—
Schmidt norm): for a matrix M € R™*™ we have

n 1/2
|M]lp = ( 3 M%) " _firace (M),
ij=1
If M is symmetric, then || M]3 is the sum of squares of the eigenvalues of M (with multiplicity).
Famously, Eckart and Young [31] proved that for any real matrix M, the degree to which M can be
approximated by a low-rank matrix M can be described in terms of the spectrum of M. The following
statement is specialized to the setting of real symmetric matrices.

Theorem 4.13. Consider a symmetric matriz M € R™ "™ and let Ay,...,\, be its eigenvalues. Then
for any r=0,...,n we have

in |M—M|}= mi X2

in | = min > A%

S — el
rank(M)<r [I|=n—r '€

where the minimum is over all (not necessarily symmetric®) matrices M € R™™ with rank at most r.

4.5. Analysis of Boolean functions. In this subsection we collect some tools from the theory of
Boolean functions. A thorough introduction to the subject can be found in [81].

Consider a multilinear polynomial f(z1,...,%n) = > gcpy @s[[;es®i- An easy computation shows
that if Z is a sequence of independent Rademacher or independent standard Gaussian random variables,
then E[f(Z)] = ag and

Var[f(#)] = Y d. (4.5)
0£SC[n]
Thus, in the case deg f = 2, we can consider the contributions to the variance Var[f(Z)] coming from
the “linear” part and the “quadratic” part. This will be important in our proof of Theorem 2.1.

We will need the following bound on moments of low-degree polynomials of Rademacher or standard

Gaussian random variables (which is a special case of a phenomenon called hypercontractivity).

Theorem 4.14 ([81, Theorem 9.21|). Let f be a polynomial in n variables of degree at most d. Let & =
(z1,...,2n) either be a vector of independent Rademacher random variables or a vector of independent
standard Gaussian random variables. Then for any real number ¢ > 2, we have

E[l7@))"" < (Va—1)"E[s@?]".

We emphasize that we do not require f(Z) to have mean zero, so in the general setting of Theorem 4.14
one does not necessarily have E[f(Z)?]'/? = o(f(Z)) (though in our proof of Theorem 2.1 we will only
apply Theorem 4.14 in the case where E[f(Z)] = 0).

Note that [81, Theorem 9.21] is stated only for Rademacher random variables; the Gaussian case of
Theorem 4.14 follows by approximating Gaussian random variables with sums of Rademacher random
variables, using the central limit theorem.

Next, one can use Theorem 4.14 to obtain the following concentration inequality. The Rademacher
case is stated as [81, Theorem 9.23], and the Gaussian case may be proved in the same way.

Theorem 4.15. Let f be a polynomial in n variables of degree at most d. Let & = (x1,...,2,) either
be a vector of independent Rademacher random variables or a vector of independent standard Gaussian
random variables. Then for any t > (2¢)%/2,

P10 2 (Bl 2] < exp( - g,

4.6. Basic concentration inequalities. We will frequently need the Chernoff bound for binomial and
hypergeometric distributions (see for example [59, Theorems 2.1 and 2.10]). Recall that the hypergeo-
metric distribution Hyp(N, K, n) is the distribution of |Z N U], for fixed sets U C S with |S| = N and
|U| = K and a uniformly random size-n subset Z C S.

Lemma 4.16 (Chernoff bound). Let X be either:
e a sum of independent random variables, each of which take values in {0,1}, or

8Tt is easy to show that there is always a symmetric matrix M which attains this minimum, though this will not be
necessary for us.
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o hypergeometrically distributed (with any parameters).

Then for any § > 0 we have
Pr[X < (1 - 6)EX] < exp(—6*EX/2), Pr[X > (1 + 6)EX] < exp(—6*EX/(2 + 6)).

We will also need the following concentration inequality, which is a simple consequence of the Azuma—
Hoeffding martingale concentration inequality (a special case appears in [53, Corollary 2.2|, and the
general case follows from the same proof).

Lemma 4.17. Consider a partition [n] = Iy U---U I, and sequences ({1,...,4m), (l},...,0),) € N™
with Oy + 0, < |Ii| for k = 1,...,m (and b+ -+ + by, + 4 +---+ £, >0). Let S C {-1,0,1}"
be the set of vectors & € {—1,0,1}™ such that ¥1, has exactly l), entries being 1 and exactly ¢ entries
being —1 for each k =1,...,m. Let a > 0 and suppose that f: S — R is a function such that we have
|f (&) — f(@)] < a for any two vectors T, & € S which differ in precisely two coordinates (i.e., which are
obtained from each other by switching two entries inside some set I;). Then for a uniformly random
vector © € S and any t > 0 we have

- - t2
Pr{l(7) — BA(7)] > ] < 2exp( T T T )

Proof. We sample a uniformly random vector Z € S'in £ := €+ -+ £, + 0} +-- -+ £ steps, as follows.
In the first ¢; steps, we pick the ¢; indices ¢ € I; such that x; = 1 (at each step, pick an index i € I
uniformly at random among the indices where z; is not yet defined, and define z; = 1). In the next ¢5
steps we pick the ¢ indices 7 € I5 such that z; = 1, and so on. After ¢; + --- + £, steps we have defined
all the 1-entries of Z. Now, we repeat the procedure (for ¢} + - -+ £, steps) for the —1-entries.

For t =0,...,¢, define X; to be the expectation of f(Z) conditioned on the coordinates of Z defined

up to step t. Then Xj,...,X; is the Doob martingale associated to our process of sampling Z. Note
that Xo = Ef(Z) and X, = f(Z).
We claim that we always have |X; — X; 1] < a for t = 1,...,£. Indeed, let us condition on any

outcomes of the first £ — 1 steps of our process of sampling #. Now, for any two possible indices ¢ and
i’ chosen the t-th step, we can couple the possible outcomes of Z if ¢ is chosen in the #-th step with
the possible outcomes of Z if ¢/ is chosen in the ¢-th step, simply by switching the i-th and the i'-th
coordinate. Using our assumption on f, this shows that for any two possible outcomes in the ¢-th step
the corresponding conditional expectations differ by at most a. This implies | X; — X;_1| < a, as claimed.

Now the inequality in the lemma follows from the Azuma-Hoeffding inequality for martingales (see
for example [59, Theorem 2.25]). O

5. SMALL-BALL PROBABILITY FOR QUADRATIC POLYNOMIALS OF (GAUSSIANS

In this section we prove Theorem 1.6, which we reproduce for the reader’s convenience. For the sake
of convenience in the proofs and statements, in this section the notation a < b simply means that a < Cb
for some constant C' (i.e., there is no stipulation that n, the number of variables, be large).

Theorem 1.6. Let Z = (Z1,...,Zy) ~ N(0,1)2" be a vector of independent standard Gaussian random
variables. Consider a real quadratic polynomial f(Z) of Z, which we may write as

(D=2 FZ+f-Z+f

for some monzero symmetric matriz F' € R ™ some vector fe R™, and some fy € R. Suppose that for
some n > 0 we have

PP

~ 2 Z 1.
FeR™*n HFHF
rank(F)<2

Then for any € > 0 we have
€

o(f(2))
Remark 5.1. By Theorem 4.13, the robust rank assumption in Theorem 1.6 is equivalent to the assump-

tion that every subset I C [n] of size |I| = n — 2 satisfies >_,.; A? > n(A] +--- + A2), where A1,..., A,
denote the eigenvalues of F.

L(f(Z),e) <y
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We remark that for any real random variable X, one can use Chebyshev’s inequality to show that
L(X,e) =Q(e/0(X)), so the bound in Theorem 1.6 is best-possible.

In the proof of Theorem 2.1, we will actually need a slightly more technical non-uniform version of
Theorem 1.6 that decays away from the mean (at a high level, this is proved by combining Theorem 1.6
with the hypercontractive tail bound in Theorem 4.15, via a “splitting” technique; for this splitting
technique we need our rank assumption to be slightly stronger than in Theorem 1.6). We will also need
a lower bound on the probability that f (Z ) falls in a given interval of length e, as long as this interval
is relatively close to Ef(Z), and lies on “the correct side” of Ef(Z) (this lower bound requires no rank
assumption).

Theorem 5.2. Let Z = (Z1,...,Z,) ~ N(0,1)®" be a vector of independent standard Gaussian random

variables. Consider a non-constant real quadratic polynomial f(Z) of Z, which we may write as
FZ)=Z"FZ+F-Z+ fo

for some symmetric matriz F' € R"*™  some vector fe R™ and some fy € R.

(1) Suppose that F is nonzero and

F — F|2
i TR
Ferrn  ||F(|3
rank(F)<3

Then for any x € R and any 0 < e < o(f), we have

Pr[f —Ef € [z, +¢]] <, U(gf) eXp(—Q(U'(x})>)'

(2) Let A1,..., A\, be the eigenvalues of F. Suppose that |\;|] < Ay for i =1,...,n. Then for any
A>0and0<e<o(f), we have

. €
OSzlgn.ja'(f) Prif —Ef €[z,z+¢]] Za o)

Remark 5.3. Note that the infimum in (2) is only over nonnegative z (this nonnegativity assumption
corresponds to our implicit assumption that A; > 0). A two-sided bound is not possible in general, as
the polynomial f (Z ) = Z? shows. Also, while the rank assumption in Theorem 1.6 (robustly having rank
at least 3) was best-possible, we believe that the rank assumption in Theorem 5.2(1) (robustly having
rank at least 4) can be improved; it would be interesting to investigate this further (e.g., one might try
to prove Theorem 5.2(1) directly rather than deducing it from Theorem 1.6 via our splitting technique).

In addition, in Theorem 5.2(2), the quantitative bound for implicit constant hidden by “> 4” is rather
poor; our proof provides a dependence of the form exp(—exp(O(A?))). We believe that the correct
dependence is exp(—0(A?)), and it may be interesting to prove this.

By orthogonal diagonalization of F' and the invariance of the distribution of Z under orthonormal
transformations, in the proofs of Theorems 1.6 and 5.2 we can reduce to the case where f (Z ) =agp+
Z?:l(aiZi + \iZ?) for some ag, ...,a, € R. This is a sum of independent random variables, so we can
proceed using Fourier-analytic techniques.

The rest of this section proceeds as follows. First, in Section 5.1, we prove Lemma 5.5, which en-
capsulates certain Fourier-analytic estimates that are effective when no individual term a;Z; + )\iZf
contributes too much to the variance of f (Z ) (essentially, these are the estimates one needs for a central
limit theorem).

Second, in Section 5.2 we prove the uniform upper bound in Theorem 1.6. In the case where no
individual term contributes too much to the variance of f (Z ) we use Lemma 5.5, and otherwise we need
some more specialized Fourier-analytic computations.

Third, in Section 5.3 we prove the lower bound in Theorem 5.2(2). Again, we use Lemma 5.5 in the
case where no individual term contributes too much to the variance of f(Z), while in the case where one
of the terms is especially influential we perform an explicit (non-Fourier-analytic) computation.

Then, in Section 5.4 we deduce the non-uniform upper bound in Theorem 5.2(1) from Theorem 1.6,
using a “splitting” technique.

Finally, in Section 5.5 we prove an auxiliary technical estimate on characteristic functions of quadratic
polynomials of Gaussian random variables, in terms of the “rank robustness” of the quadratic polynomial
(which we will need in the proof of Theorem 3.1).
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5.1. Gaussian Fourier-analytic estimates. In this subsection we prove several Fourier-analytic es-
timates. First, we state a formula for the absolute value of the characteristic function of a univariate
quadratic polynomial of a Gaussian random variable. One can prove this by direct computation, but
we instead give a quick deduction from the formula for the characteristic function of a non-central
chi-squared distribution (i.e., of a random variable Z2 where Z ~ N (u, 0?); see for example [82]).

Lemma 5.4. Let W ~ N(0,1) and let X = aW + A\W?2 for some a, A\ € R. We have
_exp(—a®t?/(2 + 8A?t?))

)| =
lox(®)] (14 4X2¢2)1/4
Proof. It X = 0, then ¢ x(t) = paw(t) = <pW(at) = exp(—a?t?/2), as desired. So let us assume \ # 0.
+a/(2)))? — a?/(4)) and thus

Pa
Note that X = aW + AW?2 = X\(
(¢

lox ()] = loaw+asca)2 ()] = [0 t+as2r))2 (A)].

Using the formula for the characteristic function of a non-central chi-squared distribution with 1 degree
of freedom and non-centrality parameter (a/(2)))?, we obtain

i-a?/(42?)-At i-a?/(422)-At-(14-2i)t) —a2t?
‘eXp( 1—2ixt exp [Ewper . oxXp ST

2(At)] = = = . O
oW +a/ (202 (AD)] 11— 2iAt]1/2 (14 4X2¢2)1/4 (14 4X22)1/4

The crucial estimates in this subsection are encapuslated in the following lemma.

Lemma 5.5. There are constants Cs 5, Ct 5 > 0 such that the following holds. Let W1, ..., W, ~ N (0,1)
be independent standard Gaussian random variables, and fix sequences @, X € R™ not both zero. Define

random variables Xy, ..., X, and X as well as nonnegative o1, ...,0,,0,1' € R by
n n 3
Xi=aWi+ (W2 1), X=X, o?=o(X)?=a?+22, o*=) 0o rzizf -
i=1 i=1 =17

(a) If ffooo [T7, lex, (t)] dt < oo, then X has a continuous density function px : R — Rx>q satisfying

n

1
<G ( +f lox, (8) dt)-
Lo Jiy>r/20) 1;[1

(b) If 0? < 0?/4 for alli=1,...,n, then for any K > 0, we have

n /
lox, ()] dt < —=2=>
/t|zK/a 11 K"

i=1

o—u?/(20%)
sup |px (u) — ———=—
ueR

2

Remark 5.6. Note that 0 =>""" 67 -0 > > " o and therefore I' > 1.

The first part follows essentially immediately from the classical proof of the central limit theorem (see
for example [83]).

Proof of Lemma 5.5(a). First, note that we may assume that there are no indices ¢ with o; = 0 (indeed,
if o, = 0, then A\; = a; = 0 and we can just omit all such indices). By rescaling, we may assume that
2 = 1. Note that ¢x(t) =[], ¢x,(t), and hence [*_|px ()| dt < co. Also recall that the standard

Gaussian distribution has density u +— e ’/2 /V/2m and characteristic function ¢ — e=t/2, Thus, by the
inversion formula (4.1), it suffices to show that

n

[Tex.(t)—e 72

—o =1

1 o
2

dt 5 /l H|¢X1 )| dt. (5.1)

t1>T/32 ;7

Note that E[X;] = 0fori = 1,...,n, and let us write L = (31, E[|X;[*]) /(X 02)%/2 = S0 E[|1 X %)
Then for |t| < 1/(4L), by [83, Chapter V, Lemma 1] (which is a standard estimate in proofs of central
limit theorems) we have

n

[Tex.(t) —e /2

=1

= ’gpx(t) —e /2| < 16L - \t|3e_t2/3.
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By Hélder’s inequality and Theorem 4.14 (hypercontractivity) we have o < E[|X;|*] < 803 for i =
1,...,n, so we obtain 1/T' < L < 8/T". Thus, the interval |t| < I'/32 contributes at most fF/SQ 16L -

/32
|t|3e_’52/3 dt SL[7 t)Pe=t"/3dt < L < 1/T to the 1ntegral in (5.1). Therefore we obtain
n 1 n
/ H@X,i(t) —eP2lar < / /2 4 ‘dt < = +/ wai(t)’ dt. O
t1>r/32 |0y |t|>T/32 t1>r/32 |0

To prove Lemma 5.5(b), we use Holder’s inequality and Lemma 5.4.

Proof of Lemma 5.5(b). As before we may assume that there are no indices i with o; = 0, and by
rescaling we may assume that o2 = 1. Via Lemma 5.4, we estimate

2 242 242 52 o;
n n o n exp(—ait /((2+8X%t )O’i)> i
(O)]at < / (Ve dt) _ / .
/|f>K HSDX()' H( \t|>K|¢X’()| 11 |t]> K (1 + 4x22)1/ (o))

i=1 i=1 2 i=1
n exp ( —aZt?/((2+ 8)\?152)02-2)) o
< dat) .
In the first step we have used Hélder’s inequality with weights o7, ...,02 (which sum to 1) and in the

final step we have used Bernoulli’s inequality (which says that (1 + )" > 1+ ra for x > 0 and r > 1;
recall that we are assuming that 4(a? + 2A?) = 402 < 1 for each z)
Since Y"1, 02 = 1, it now suffices to prove that for each i = 1,...,n we have

exp ( — aftz/((Q + SA?tz)af)) 1
dt < —.
/t|>1< 1+ \t? /o7 T K

Fix some 4. If |\;| > |a;|, then A2 > ¢2/3 and

/ exp (= a2t2/((2+ 8331%)0%)) “ </ |
> I L+ M2t /o7 T sk 123 T K
Otherwise, if |a;| > |\i], we have a? > ¢2/3, 02 < 1, and therefore
exp ( —a2t?/((2+ 8A§t2)a§)) (1 +a2?/((2+ 8A?t2)a§)) R
1+ M2 /o? = 1+ \2t2 /02
_ (14 £2/(1+2262)) " B (14 £2/(1+2262)) " _ 1
~ 1+ M2 /o? - 1+ M2¢2 L+ (14 A2)e2
It follows that
exp ( - a?tQ/((Q + 8A?t2)af)> e 1 e 1 .
/t|>K 1+ M\2t2/o? N/ltzK T+Q+ M)~ K

5.2. Uniform anticoncentration. In this subsection, we prove Theorem 1.6. The crucial ingredient is
the following Fourier-analytic estimate.

Lemma 5.7. Recall the definitions and notation in the statement of Lemma 5.5, and fix a parameter
n > 0. Suppose that n > 2 and Y ,.; A7 > n\3 for all I C [n] with [I| =n —2 and all j € [n]. Then

n

[ Tlexldes,
t]>1/(320) 12

Proof. We may assume without loss of generality that |A;| > --- > |\,|. By adding at most two terms
with a; = \; = 0, we may assume n is divisible by 3. Note that if 02 < 02/4 for all i € [n], the result
follows immediately from Lemma 5.5(b). Therefore it suffices to consider the case when there is an index
j such that 032- > 02 /4.
Note that the given condition implies 225’1 M= i3 A > 77)\?/3. Now, Lemma 5.4 yields
n/3

n 2t2 n 1 o 2t2 1
()] < J
il;[lkPXl( )l = exXp <2+8)\2t2> 1:1 1 +4)\2t2)1/4 <exp <2+8)\?t2) Z];E (1 +4/\§it2)3/4
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_a2t2 n/3 —3/4 _a2t2 ,
< — 7 ) (1+4) A2 < — ) (14 nA22)73/4
—eXp<2+8/\§t2>( AN =P 2+ 822 (L4 A5t

i=1
242 —3/4
< (14 ajt / (1 +77)\2']52)73/4 < ()\th Jr0124t2)—3/4 < (O_"t|)73/2 < (O_‘t|)73/2.
- 2+ 8\t J ~ J ~ ~

Thus we have .

/ [Tlex.®)]at 5, / (ofth™*/*dt < 1/o. O
[t>1/(320) ;-1 [t]>1/(320)

The proof of Theorem 1.6 is now immediate.

Proof of Theorem 1.6. By rescaling we may assume o(f) = 1. It suffices to show that the probability
density function py_gs of f —Ef satisfies ps_gf(u) <, 1 for all w.

Since F' is a real symmetric matrix, we can write F = QDQT where D is a diagonal matrix with
entries Aq,..., A, and @ is an orthogonal matrix. Let W = QT7Z, and note that W is also distributed as
N(0,1)®™ (since the distribution N(0,1)®™ is invariant under orthogonal transformations). We have

F2)=fo+F-Z+ZTFZ = fo+ F- QW)+ WTQTFQW = fo+ (QTf) - W + WTDW.
Let d = (a,...,an) = QT f. We have

F=Ef = (a;W;+ N(W? - 1)).
=1

Let 01,...,0, > 0 be such that 02 = a? +2)?, so 1 = o(f)? = 0 + - -- + 02. Note that the assumption
in the theorem statement implies n > 3, and combining the assumption with Theorem 4.13 yields

'l 2

e EFIR L S

SRR TR N M
rank(F)<2 [I|=n—2

Hence for any subset I C [n] with [I| = n—2 and any j € [n] we obtain Y-, ; A7 > n(AT+---+A%) > nAZ.
Let I be as in Lemma 5.5 and recall that T" > 1.
Now, by combining Lemma 5.5(a) and Lemma 5.7, we have that

n

1 1
supps(u) = suppy-ss(u) S <=+ 1 + [ fox (0 dt S, 1.
ek wer Ver T Jjsryse };[1 !
By integrating over the desired interval, we obtain the bound in Theorem 1.6. O

5.3. Lower bounds on small-ball probabilities. Let us now prove the lower bound in Theorem 5.2(2).
Note that Lemma 5.5(b) does not apply when some o; is especially influential; in that case we will use
the following bare-hands estimate.

Lemma 5.8. Fiz A’ > 1 and let W ~ N(0,1) and for some a,\ € R (not both zero) let X = aW +
A(W?2 —1), so o(X)? = a® + 2)\2. Suppose that

(1) >0, or

(2) o(X) > 10A" - |\l
Then for any 0 < u < A'o(X), we have px(u) 24 1/0(X).

Proof. We may assume a > 0 (changing a to —a does not change the distribution of X). First note that
the case A = 0 is easy, since then we have o(X) = a and px(u) = e*(“/“ﬁ/z/( 2ma) 24 1/0(X). So
let us assume A # 0 and define g: R — R by
2
g(t) = at + A2 —1) = A- (t+%) .
Then for all ¢ € R we have

(917 = 4X - (14 5) =40 g(1) + 4N + 0 < 4o (X) -] (1)| + 40(X)".

Hence, for any t € R with g(t) = u, recalling 0 < u < A'o(X), we obtain |¢'(¢)| < /4(A' + 1)o(X)? Sar
o(X).
We claim that we can find ¢t € [-3A’,3A4’] with g(¢) = u. Indeed, in case (1), we have g(0) = —=A < u
and g(2A’+1) > 2A’a+2A'X > A’0(X) > u, and hence by the intermediate value theorem there exists
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t €[0,2A" +1] C [-3A’,3A’] with g(t) = u. In case (2), observe that a? = o(X)? — 2A% > 1004’2 - \? —
222 > 81A7 - A% 50 a > 9A’ - |\| and therefore |A\(94"2 — 1)| < A’a and ¢(X)? = a® + 2A? < 4a?. Hence
g(=34") = =3A'a+A\(94"% -1) < —24’a <0 <wand g(34") = 3Aa+ (942 1) > 2A'a > A'0(X) > u
and we can again conclude that there exists t € [-34’,3A'] with g(t) = u.

Now, we have
pwlt) eGP

, > . O
|~ (X)) MY o(X)

px (u) = pgw)(g(t)) =

g(W) 7' (t)

We need one more ingredient for the proof of Theorem 5.2(2): a variant of the Paley-Zygmund

inequality which tells us that under a fourth-moment condition, random variables are reasonably likely

to have small fluctuations in a given direction. We include a short proof; the result can also easily be
deduced from [5, Lemma 3.2(i)].

Lemma 5.9. Fix B > 1. If X is a real random variable with E[X] = 0 and o(X) > 0 satisfying
E[X*] < Bo(X)*, then
Pr[-2VBo(X) < X <0] > 1/(5B).

Proof. By rescaling we may assume that o(X) = 1. Note that then
9B% - Pr[-2VB < X < 0] =E[9B’1_, /5. x|
> E[-X (X +2VB)(X — VB)?|
— —E[X%] + 3B -E[X?] - 2B%?E[X] = -E[X*] + 3B > 2B

where we have used that —a(x + 2v/B)(z — vVB)? = (B — (z + VB)?)(x — VB)? < 9B%1_, /5y for
all x € R. The result follows. O

Now we prove Theorem 5.2(2).

Proof of Theorem 5.2(2). We may assume o(f) = 1. Borrowing the notation from the proof of Theo-
rem 1.6, we write

F=Ef =Y (a:Wi+\(W -1)),
i=1

with (Wy,...,W,) ~ N(0,1)®", and 0? = a? + 2)\? (then we have 1 = 02 = 0? + -+ + 02). It now
suffices to prove that for all u € [0, A + 1] we have py_gs(u) 24 1. Let L be a large integer depending
only on A (such that L > 2 and L > Cs.5(1 + 32C% ;) - 2v/27 - e(A+D*/2 for the constants Cs.5 and C
in Lemma 5.5). We break into cases.

First, suppose max; o; < 1/L. In this case, we define I' = o(f)3/ 3" 03 = 1/3" 0 and note
that Y7, 03 < (max; 0;)(Y 1, 07) <1/L,so ' > L. We also have 07 < 1/L* < 1/4, so Lemma 5.5(b)
applies. So by combining parts (a) and (b) of Lemma 5.5, for all u € [0, A + 1] we obtain, as desired,

. (u) - efu2/2 B 05'5(1 _|_320é.5) - 6*(A+1)2/2 B 05.5(1 _|_320é.5) - 1 . e*(A+1)2/2 5 1
I=RR =" o T = Vo L =2 Var M

Otherwise, there is ¢* € [n] such that o;« > 1/L. We claim that then there is an index j € [n]

satisfying at least one of the following two conditions:

(1) 0; > 1/(10(A+19)L?) and A\; > 0, or
Indeed, if 10(A + 19)L - |A;«| < o« we can simply take j = ¢* and (2) is satisfied. Otherwise we
have |\;«| > o0+ /(10(A + 19)L) > 1/(10(A + 19)L?) and the assumption in Theorem 5.2(2) yields
A1 > |Ni<| > 1/(10(A + 19)L?). So in particular A\; > 0 and o7 > Ay > 1/(10(A + 19)L?) and we can
take j = 1 and (1) is satisfied.

Now, let X; = a;W; +\;j(W7 —1) and let X' = f —Ef — X; = >, (a;W; + X\i(W? — 1)) contain all
terms of f —Ef except the term X;. By Theorem 4.14 (hypercontractivity) we have E[(X’)*] < 81o(X’)*
and therefore Lemma 5.9 shows that —18 < —180(X’) < X’ < 0 with probability at least 1/405.

We claim that we can apply Lemma 5.8 to X; and u € [0, A 4 19], showing that px,(u) 24 1/0; > 1.
Indeed, in case (1) we have 0 < u < 10(A 4 19)2L?¢; and can apply case (1) of Lemma 5.8 with
A" =10(A+19)2L?, while in case (2) we have 0 < u < (A+19)Lo; and can apply case (2) of Lemma 5.8
with A" = (A+19)L.
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Therefore, for any u € [0, A 4 1] we obtain

0
pr-gf(u) = pxr4x; (u) > /
~18

0
px@px,(u-v)dyza [ po@)dy =P8 <X <021 O
—18
5.4. Non-uniform anticoncentration. In this subsection we prove Theorem 5.2(1), which is essentially
a non-uniform version of Theorem 1.6. We begin with a lemma giving non-uniform anticoncentration
bounds for a quadratic polynomial of a single Gaussian variable, i.e., for one of the terms in our sum.

Lemma 5.10. Let W ~ N(0,1) and for some a,\ € R (not both zero) let X = aW + A(W? — 1), so
0?2 :=0(X)? = a® + 2)\2. Suppose we are given some x > 1030 satisfying |\| - x < a?/10. Then for each

u € R with /10 < |u| < 2z, we have

1 x
px(u) < —exp(——).

al o]
Proof. Define the function g: R — R by g(t) = at + A\(#? — 1). As in the proof of Lemma 5.8, we can
calculate (¢'(t))? = 4\ - g(t) + 42\? + a? for all t € R. Now, consider some u € R with z/10 < |u| < 2z.
There are at most two different ¢t € R with g(t) = u. For any such ¢, we have (using the assumption that
I\l -z < a?/10)

(g (1)) > 4X% + a® — 4|\ - 22 > a?/5 > a? /9.

We furthermore claim that any such ¢ must satisfy [¢| > x/(20|a|). Indeed, if |¢| < 2/(20]a|), then (using
that o > 1030 > 103a and the assumption || - x < a?/10)

x 1'2 T T x

2
| = lat + \t2 = 1)| < |a - Al A N O T P <t =z
9] = lat +A(E" = 1) < lal - 5577 + A max{zmo@?’ }—20+| " 20022 =20 T 2000 < 10

As |u| > /10, this contradicts ¢g(t) = u. Thus any ¢ € R with ¢g(¢!) = u must indeed also satisfy
[t| > x/(20]a|). Now, we obtain (using again that = > 1030 > 103a)

pw(t) 1 x? 1 x
_ <2. cexp(——— ) < = (ff). 0
Xt = 2 o] =2 el P\ s00a2 ) ¥ 1 P\

g(t)=u

Now, we prove Theorem 5.2(1). The main idea is to divide our random variable f—Ef into independent
parts, to take advantage of exponential tail bounds (by Theorem 4.15 or Lemma 5.10) for one of the
parts, and anticoncentration bounds (by Theorem 1.6) for the rest of the parts.

Proof of Theorem 5.2(1). By rescaling, we may assume o = o(f) = 1. If |z| < 10*> = 10%0(f), the
desired bound follows from Theorem 1.6. So we may assume that |z| > 10%0(f). Also note that the
assumption in Theorem 5.2(1) implies that n < 1. Borrowing the notation from the proof of Theorem 1.6,
we write

fF=Ef =Y (a:Wi+ \(W -1)),
i=1

with (Wq,...,W,) ~ N(0,1)®" and 0? = a? + 2)? (then we have 1 = 02 = 07 + -+ + 02). We may
assume that |A1| > --- > |A,|. Note that using Theorem 4.13 the assumption in Theorem 5.2(1) implies
that for every subset I C [n] of size [I| = n — 3 we have > ,.; A7 > n(A\f +--- + A2). In particular,
s A Z AT+ AT,

By adding at most three terms with a; = A; = 0, we may assume that n = 1 (mod 4). For a subset
JCnl,let X5 =30 (a;W; + \i(W? —1)) and 05 =3, ;07 = (X ;)%

Let i* € [n] be chosen such that o2 is maximal, and define Jo = {i*}. We claim that we can find a
partition of [n] \ Jo = [n] \ {i*} into four subsets Jy, Ja, J3, Jy satisfying the following conditions.

(a) For h =1,2,3,4, we have 0'[2n]\Jh >n/2.
(b) For any h =0,...,4 and any subset I C [n]\ Jj, of size |I| = n — |J,| — 2, we have >, ., A\? >
(n/4) - (X3 + -+ A7)
Indeed, we can build such a partition iteratively: let us divide [n] \ {#*} into n/4 quadruplets (starting
with the four smallest indices, then the next four, and so on). Iteratively, for each quadruplet, distribute
one element to each of Ji, Js, J3, Jy in the following way. We assign the index i in the quadruplet with
the largest o2 to the set J, which had the smallest value of a%h at the end of the last step, we assign
the index ¢ with the second-largest o7 to the set J, which had the second-smallest value of 03 , and so
on. One can check that this assignment process maintains the property that at the end of any step, the
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Values<73 forh=1,2 34d1fferbyatmostmaxza2—a*.Hencea[ N\ >UJ2+U >0J1—1 0[ 1

SO a[n]\Jl > 1/2 > n/2. Analogously, one can show a[n]\Jh >n/2 for h = 2,3,4, so (a) is satisfied. To
check (b), note that for each h = 0,...,4 the set [n] \ J,, is missing either one element from each of
the quadruplets considered during the construction (if 1 < h < 4) or is missing one element in total (if
h =0). For a subset I C [n]\ Jj, of size |I| = n — |J,| — 2, two additional elements are missing. Thus,
for every k = 1,...,n/4 the set I C [n] is missing at most k + 2 of the elements in [4k]. Thus, recalling
that |A1| > -+ > |A\n|, we obtain

S ON AN AL M)+ = AN A > ZAQ (n/4)-(AT+---+A2).
i€l
This establishes (b). Thus, the sets Ji, ..., Js indeed satisfy the desired conditions.

By our assumption |z| > 103¢(f) and by 0 < ¢ < o(f), we have |y| > 0.999|x| > (5/6) - |z| for all
y € [z, x +¢]. Thus, whenever f —Ef =31 (a;W; + \i(W? — 1)) = X, + -+ + X, is contained in

the interval [x,x + €], we must have | X j, | > |z|/6 for at least one h € {0,...,4}. So, we have
4
Pr[f ~Ef € [t +e)] <Y Pr [|XJ,L| > [2]/6 and Xpp\ s, € [x— X7 — X, + a]]. (5.2)
h=0

For h =1,...,4, note that

Pr |:|XJ}L > |z|/6 and X g, € [v— X, 70— X, —&-e]}

2 z € € T
< Pl 2 al/6] - L0X08) Sy e )-S5, Se(-0(2])), s3)

2e GUJh U[n]\Jh g

where in the second step we applied Theorem 4.15 to X j, with ¢t = |z|/(60,) > |z|/(60) and Theorem 1.6
to X[n)\ s, (noting that the assumption of Theorem 1.6 is satisfied by condition (b), see also Remark 5.1),
and in the last step we used that 0'[271]\Jh > n/2 by condition (a).

We now distinguish two cases. First, let us assume that o,y 5, > 7?/(100]2]). In this case, similarly
o (5.3), we can bound (recalling that o = 1)

Pr (| Xy,] = |ol/6 and Xpuyg, € [0 = X0 = Xy, + €]

2 | € e Izl |z] € ||
< < . 1. Ty« = _
~1 exp( 2¢ 6O'JO> O, o 400 P\ T900 ) = 5 TP\ T 100 )
where in the last step we used that te™® < 1/e < 1 for all t € R (specifically, we used this for ¢ =
|z|/(400)). Together with (5.3), this enables us to bound all five summands on the right-hand side of
(5.2), implying the desired bound for Pr[f —Ef € [z, + ¢]].
It remains to consider the case that op,pj, < 7°/(100[z[). Then we in particular have o7 =
1- J[27l]\Jo > 1 —7*/(10*z|?) > 1 — n/2. Furthermore, the assumption in Theorem 5.2(1) implies
iel\(i) A2 > (A2 4 -+ A2), and therefore A2 < (1 —n)(A? + -+ A2) < (1 —1n)/2 (recalling that
l=02= Z?:l(a?—FQ/\?)) Thus we obtain a = 0% —2X2. > (1—n/2)—(1—n) = n/2. Our assumption
also implies n*/(10%z|?) > U[n]\JO =D i\ - })\z > nAZ,, meaning that |A\;«| - |z| < n/100 < a2 /10.
Now, we observe

4
Prif —Ef € [z,z +¢]] Z [\XJh|2|x|/6andX[n]\JhE[m—XJh,x—XJh—i—E]

+Pr [|X[n]\JO\ < (4/6)]a] and X, € [& — Xup s @ — Xppo + s]} .

Again, (5.3) gives an upper bound for the summands for h = 1,...,4. To bound the last summand,
let us fix any outcome of X\ 7, With | X\ 7,| < (4/6)[2]. Then the probability that X, = a;W;- +
i« (W2 —1) lies in the interval [z — X m\Jo> T — X[n)\J, +€] (which has length ¢ and is somewhere between
2/10 and 2z) is by Lemma 5.10 bounded by
()5 ()
o, o o

where in the last step we used that a? > 1/2 (see above). Thus, we again obtain the desired bound for
Prif —Ef € [z,z +¢]]. O
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5.5. Control of Gaussian characteristic functions. For later, we also record the fact that under
a robust rank assumption, characteristic functions of certain “quadratic” functions of Gaussian random
variables decay rapidly.

Lemma 5.11. Fiz a positive integer r. Let Z = (Zy,...,Zn) ~ N(0,1)®™ be a vector of independent
standard Gaussian random variables. Consider a real quadratic polynomial f(Z) of Z, written as

f(2)=ZFZ+f -Z+ f
for some symmetric matriz F € R™*"™ some vector fe R™ and some fy € R. Let

s= min ||F—F|3.

cR"” Xn

rank FF<r

Then for any T € R, we have

1

@527 = [Blexplir /(2 S i gyora

Proof. Let A1, ..., \, be the eigenvalues of F, ordered such that |\;| > --- > |\,|. By Theorem 4.13, we
haves:zj 7"+1)\J2 ) )
As in the proof of Theorem 1.6, we write f(Z) — E[f(Z)] = Z;L:l(ajo + Xi(W? — 1)), where

(Wi,...,W,) ~N(0,1)®" are independent standard Gaussians. From Lemma 5.4, recall that

1

[Eexp(iT(a;W; + Xj (W} — 1)))| = [Eexp(it(a;W; + \;W3))| < AT e2)iA
J

for j =1,...,n. We then deduce

. n n 1
. . . 2
|Elexp(iT f(Z))]] = g1;[1 |Elexp(it(a;W + X; (W] —1)))]| < 1;[1 W

. L(n—3) /7] i/ L(n—r)/r] /4

<[Il1+4 Z A < [1+472 Z A2,
j=1

—r/4
<14+ Z A2 < 0

j=r+1 (1 T T28)T/4

6. SMALL-BALL PROBABILITY VIA CHARACTERISTIC FUNCTIONS

Recall that Esseen’s inequality (Theorem 4.7) states that £(X,e) < f 5/ |ox(t)]dt for any real
random variable X. We will need a “relative” version of Esseen’s inequality, as follows.

Lemma 6.1. Let X,Y be real random variables. For any € > 0 we have

2/e

L(X,e) SL(Y,e) +e / lox () — oy ()] dt.

2/e
In the proof of Lemma 6.1 we use the Fourier transform: for a function f € L*(R) we write
fo=[ erwa

Proof of Lemma 6.1. By rescaling it suffices to prove the claim when € = 1. Let us abbreviate the second
summand on the right-hand side of the desired inequality by I := fi lox (t) — oy (t)| dt. Furthermore,
let 1 = 1y 1) * 1{—1,1) (Where % denotes convolution); note that 0 < ¢(t) < 2 for all ¢, and the support

of ¢ is inside the interval [—2,2]. Let f(t) = ¢(t) = (m(t))Q; we compute

() = (/_11 e‘it”da:)2 _ (zsintf.
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for t # 0 and f(0) = 22. Note that for |[t| < 1 we have f(t) > 1, and for all t € R we have f(t) <
min{4,4/t*} < 8/(t* + 1). By the formula for the Fourier transform and the triangle inequality, for any
x € R we have

‘E[f(X_JU) fYy —z |—’ / (0 710Xx_ —if(Y — I)d@‘
é/ |E[ —i0(X—z) 67i9(y7$)]|d0
= /_OO P(=t)]ex(t) — ey ()| dt < 2/_2 lox (t) — oy (£)|dt = 2I.

Now, note that for any s € R we have

Pr|X —s| <1] = E[1jx—s<1] S E[f(X =5)] SE[f(Y —5)]+[E[f (X —5) = f(Y —s)]| <E[f(Y —5)]+21,

and therefore

Pr(|X —s| <1 <E[f(Y —s)]+2I <) o [Py —s =gl < 1] +21 (6.1)
]GZ

SLY, )Y 5 o 20 <40 L(Y,1) +21.
]GZ

Thus, £(X,1) <40-L(Y,1) +2I < L(Y,1) + I, as desired. O

Next, we will need a slightly more sophisticated exponentially decaying mon-uniform version of
Lemma 6.1.

Lemma 6.2. Let X,Y be real random variables. Suppose that for some 0 <1 <1 and 0 < ¢ < o we
have

€
PrllY —z| <¢g] < — —
Y —af s el < 22 exp(—nlz|/o)

for all x € R. Then for all x € R,

2 c 2/e
Pr| X —z|<¢e] S —— + — — 2 t) — t)|dt.
X 2l < 5 5+ en(alal/ o) w2 [ lox() —pr @)
Proof. As in Lemma 6.1, we may assume that e = 1, and let us again write I := fEZ lox (t) — @y (t)| dt.
Note that the assumption in the lemma statement implies £(Y,1) < 1/(no) <e-1/(no)-exp(—n/2). So
if |x| < o, the desired bound follows from Lemma 6.1. Otherwise, if || > o, then (6.1) implies

PrllY —z— 4| <1
PrX —2| <1 S Y —e—ji<i

12
jez =+l
PrllY —ax— 4| <1 PrllY —x— 4| <1
_ Z [ j2+1j| ]+ Z [ j2+13| ]+I
JEZ JEZ
|7+z|>|=]/2 |j+r|<\z\/2
PrlY —z —j[ <]
< P Y —y| < 1 I
< sup iy —y Dt 2+1 2 @22+l
w1 STsl/2 sz’ gAY

li— (=) |<|z|/2
S = exp(—nfel(20) + s +1
— exp(—n|z|/(20)) +
S oo exp(n ]
from which the desired result follows (using that 2 + 1 > 2? > 22 + 02 since we assumed |z| > o). O

It turns out that these ideas are not only useful for anticoncentration; we can also derive lower bounds
on the probability that X is close to some point z, given local control over the behavior of Y near x.

Lemma 6.3. There is an absolute constant Cg.3 such that the following holds. Let X,Y be real random
variables, and suppose Y is continuous with a density function py. Let € > 0 and x € R and suppose
that K > 1 and R > 4 are such that py (y1)/py (y2) < K for all y1,ys € [x — Re,z + Re]. Then

2/e
Pr[|X — x| < 10*Ke] > éPrHY —z|<el—Css (R_IE(Y, €) +€/ loy (£) — ox ()] dt).
—2/e
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The reader may think of K as a constant (in our applications of this lemma, we will take K = 2).
We remark that it would be possible to state a cruder version of this lemma with no assumption on the
density py. This would be sufficient to prove a version of Theorem 3.1 where B also depends on A and
H (in addition to depending on ('), but this would not be enough for the proof of Theorem 2.1 (for
technical reasons discussed in Remark 13.2).

Proof. Tt again suffices to prove the claim when € = 1. Let the function f and I := fEQ lox (t) — @y (¢)| dt
be as in the proof of Lemma 6.1, and recall that 1;_; 1)(t) < f(¢) < min{4,4/¢*} < 8/(¢* + 1) for all
t € R and furthermore |E[f(X — 2)] — E[f(Y — z)]| < 2I. We have

Pr|X — o] < 10K] > EIF(X — 2)1x_sziotk] = {ELX ~2)] ~ {ELA(X — )L apoaonxd
> JE[(Y ~ 2)] - § — ELF(X ~ 2)Lxspsa00x]
1 I 2
> PV -] <1) -5 - Z ﬁPrﬂX—x—ﬂgl]. (6.2)
|j|2]9€9299K

Asin (6.1), we have

PHIX —o—j S 1) S 3 o PrIY —2 = j— K| < 1]+ 21,

keZ
SO
2 . Pr[|Y —z—j — k| < 1] 2
Yoo P Xz <1<16 Y _ +2(> |1
2 2 2 2
= A P 2+ (k2 +1) P+
5]>9999 K 171>9999 K
KPr]|Y —z| <1] L(Y,1)
<16 3 > 7 16 > (CENCET R
2 0wy 2 Ty
0000k <[j|<(R—1)/2 max{ ||, Jk[}>(R—-1)/2
KI<(R-1)/2
2
<16K -PrflY — 2| <15~ +16-2-5- ———— - L(V,1) +20]
= e T Rz fY D+

IN

éPrHY —z| <1+ OR™Y - LY, 1)+ 0(),

where we used that 3., 1/(j?+1) <5and 3 g 157 1/ (72 +1) <2305 50 1/((5 1)) <2/(T-1)
for T > 1. Plugging this into (6.2) gives the desired result. O

7. CHARACTERISTIC FUNCTION ESTIMATES BASED ON LINEAR CANCELLATION

Consider X as in Theorem 3.1, and let X* = (X — EX)/o(X). When ¢t is not too large, we can
prove estimates on @ x~(t) purely using the linear behavior of X (treating the quadratic part as an “error
term”). In this section we prove two different results of this type.

First, when ¢ is very small, there is essentially no cancellation in ¢x-(t), and we have the following
crude estimate. Roughly speaking, we use the simple observation (from Section 3.1) that X can be
interpreted as a sum of independent random variables (a “linear part”), plus a “quadratic part” with neg-
ligible variance. We can then use standard estimates for characteristic functions of sums of independent
random variables.

Lemma 7.1. Fize, H > 0. Let G be an n-vertex graph with density at least €, and consider ey € R and a
vector € € RV with 0 < e, < Hn for allv € V(G). Let U C V(G) be a random vertex subset obtained
by including each vertex with probability 1/2 independently, and let X = e(G[U]) 4+ >, cyy €v + €o. Let
X*=(X —EX)/o(X), and let Z ~ N(0,1) be a standard normal random variable. Then, for allt € R,
we have
lox=(t) = @z ()] Semr [tln ™2,

We remark that on its own Lemma 7.1 implies a central limit theorem (stating that X is asymptotically

Gaussian) by Lévy’s continuity theorem (see for example [30, Theorem 3.3.17]).
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Proof. Define the random vector ¥ € {—1,1}V(%) by taking , = 1 if v € U, and x, = —1 if v ¢ U (s0
x, for v € V(G) are independent Rademacher random variables). Then, we compute

G) 1 1 1 1
X =¢p 6(4)+§ > cvty > (6”+§degc(v))x”+1 2wty

veV(G) veV(G) uveE(G)
1
:EX+§ Z (ev—f— deg (v )xv—k Z TyZo,
veV(G) weE(G)
as in (3.1). Defining d,, = e, + degq(v)/2 for v € V(G), we deduce that

1- 1
X—EX:§d~z+Z Z TyXy.

uwveE(G)
That is tosay, X —EX has a “hnear part” 3 1d.7 and a quadratlc part” 7 ZUUGE &) Tuly- Recalling (4.5),
we have 0(X)? = ||dH2 +e(G) > 1 Ld)|2 > i L11d||2/n >. n® (here we are using our density assumption

as well as the assumptlon that e, > 0 for all v € V(G)).
First, we compare X* = (X —EX)/o(X) to its linear part (d-Z)/(20(X)). For all t € R, we have
|exp(it) — 1] < |t| and therefore

ox- (1) — E[eit(cia?)/(%(X))]‘ < E‘ exp ( il Z muxv) — 1‘

‘ E Lyy

40(X)
weEE(G) uv€E(G)
1/2
t t t _
(el 5 ) :4J<L(>~e<€>“2sm~nse'ﬂn "

weEE(G)

Next, the linear part can be handled as in a standard proof of a quantitative central limit theorem
(c.f. Lemma 5.5). Let 0y = o(d-Z) = ||d|[z and I' = (3 v () d2)3/2/ 2 vev(@) a3 > ||d]|3/n* > g nl/?
(recalling that ||d]|2 >. n?), and note that ¢z (u) = e~*"/2. For |u| < I'/4, we have

[E[E9/7] — gy )| < 160 uf e
by [83, Chapter V, Lemma 1]. This yields
[l @D/ — ()| Sent fuln™/?

for all u € R (this is trivial for |u| > T'/4 > i n'/?). Taking u = toy/(20(X)) and using o1 /(20(X)) =
Idll2/(ld]3 + Fe(G)!/? =1 = O:(n""), we have

B[/ @0N] — g (1)) < [T/ — op )| + |pz(u) = 920 Ser V2 (7:2)

<PZ

Here, we used that the function ¢z (u) =e™* */2 has bounded derivative, and therefore lpz(u)—pz(t)| <
lu—t| = |o1/(20(X)) — 1]+ [t| = Oz (n"1|t|). The desired inequality now follows from (7.1) and (7.2). O

As mentioned above, Lemma 7.1 will be used for very small . When t is somewhat larger we will need
a stronger bound which takes into account the interaction between the linear and quadratic parts of our
random variable. Specifically, writing Z; and Zs for the linear and quadratic parts of our normalized
random variable X*, we show that e**%2 does not “correlate adversarially” with €%, using an argument
due to Berkowitz [12]. Roughly speaking, the idea is as follows. Considering Z € {—1,1}V(%) as in the
proof of Lemma 7.1, we can apply Taylor’s theorem to the exponential function to approximate e?*42 by
a polynomial in Z,, thereby approximating ¢ x-(t) by a sum of terms of the form E[[ [, 4 rget?1] (where
the sets S are rather small). Then, we observe that it is impossible for terms of the form [[,.qzs to
correlate in a pathological way with %1, because all but | S| of the terms in the “linear” random variable
Z1 are independent from Hie g %s. We can use this observation to prove very strong upper bounds on
the magnitude of each of our terms E[[],. g zse"?'] (we do not attempt to understand any potential
cancellation between these terms, but the resulting loss is not severe as there are not many choices of 5).

In some range of ¢, the above idea can be used to prove a much stronger bound than in Lemma 7.1
(where we obtained a bound of |t|n~1/?). However, naively, this idea is only suitable in the regime
[t] < /n, for two reasons. The first reason is that (one can compute that) the typical order of magnitude
of Z, is about 1/y/n, so a Taylor series approximation for e®*#2 becomes increasingly ineffective as |¢|
increases past y/n. The second reason is that depending on the structure of our graph G it is possible
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that oz, (©(yv/n))| 2 1, meaning that consideration of the linear part of X* simply does not suffice to
prove our desired bound on @x-(t) (for example, this occurs when €= 0 and G is regular).

In order to overcome the first of these issues, we restrict our attention to a small vertex subset I,
taking advantage of the different way that the linear and quadratic parts scale (related ideas appeared
previously in [13]) . Specifically, we condition on an outcome of the vertices sampled outside I, leaving
only the randomness within I (corresponding to the sequence #7 € {—1,1}!). We then redefine Z; and
Z5 to be the linear and quadratic parts of the conditional random variable X* (as a quadratic polynomial
in 7). Dropping to a subset in this way significantly reduces the variance of Z5, but may have a much
milder effect on Z7, in which case the above Taylor expansion techniques described above are effective.

The second issue is more fundamental, and is essentially the reason for the case distinction in our proof
of Theorem 3.1 (recall Section 3.2). Specifically, the range of ¢ which we are able to consider depends on
a certain RLCD (recall the definitions in Section 4.3).

Lemma 7.2. Fiz C,H >0 and 0 < v < 1/4, and let L = [100/~]. Then there is a = o(C, H,y) > 0
such that the following holds. Let G be a C-Ramsey graph with n vertices, where n is sufficiently large
with respect to C, H, and vy, and consider ey € R and a vector € € RV with 0 < e, < Hn for all
v e V(G). Let d € RV be given by d, = e, + degy(v)/2 for all v € V(G). Neat, let U C V(G) be
a random vertex subset obtained by including each vertex with probability 1/2 independently, and define
X =e(GU]) + > ey ev +eo. Let X* = (X —EX)/o(X). Then for any t € R with

n? < |t| < a- min{n?/2Dy,,(d), n*/*T/5}.

we have

lox- ()| Seumay n™7

Before proving Lemma 7.2, we record a simple fact about the vector d in the lemma statement.

Lemma 7.3. Fiz C > 0 and let G be a C-Ramsey graph with n vertices, where n is sufficiently large
with respect to C'. Consider a vector € € RZ(()G) and define d € RV by d, = e, + degg(v)/2 for all

v € V(G). Then for any subset I C V(G) of size |I| > \/n, we have ||d;|2 >¢ [1]3/2.
Proof. Note that G[I] is a (2C)-Ramsey graph, so by Theorem 4.1 we have e(G[I]) >¢ |I|?. Thus,

2 2
10518 =3 (e + pdeto(0)) = 3 (ogarn(e)/2? = 11 (G 2011 0

vel veV

Note that this lemma in particular implies that in the setting of Lemma 7.2 the vector d has fewer
than n'=7 zero coordinates, meaning that lA)Lﬂ(J} is well-defined (recall Definition 4.11).

In the proof of Lemma 7.2, we will also use the following Taylor series approximation for the expo-
nential function.

Lemma 7.4. For all z € C and K € N, we have
K

J
-3

=0

K+1
< emax{O,Re(z)} |Z| )
- K!

Proof. This follows from Taylor’s theorem with the integral form for the remainder: note that
z 1
‘ / etz —t)& dt‘ = |z|E+L / e*(1—s)% ds
0 0

Now we prove Lemma 7.2.

< emax{O,Re(z)}lz‘K—i-l O

Proof of Lemma 7.2. Let us define # € {—1,1}V(%) by taking 2, = 1 ifv € U, and 2, = —1 if v ¢ U
(and note that then Z is a vector of independent Rademacher random variables). As in the proof of
Lemma 7.1, we obtain X — EX = %J z+ %ZMGE(G) T, and o(X) >c n/? (here, we used that
by Theorem 4.1 the graph G has density at least € for some ¢ = £(C) > 0 only depending on C). We
furthermore have o(X) = (i”dﬂ% + Le(G)V? <y nd/2

By the definition of RLCD (Definition 4.11), there is a subset I C V(G) of size |I| = [n'~7] such that

Dy (d) = Dr(dr/|dr]l2)-
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Step 1: Reducing to the randomness of ;. The first step is to condition on a typical outcome of
Ty € {—1, 1}YV(EN 50 that we can work purely with the randomness of #; € {—1,1}!. Define the

vector i € R! by taking
1
Yo = 1 Z an

weV (G)\I
wweE(G)

for each v € I. Also, let
1- N . 1
Zy = (idl +y) Ty, Zy = 1 Z Ty Ly

u,vel
uwveE(G)

Note that X — E[X|fv(g)\1] = Z1 + Z5. Using the fact that ‘E[eit(y+c)]| = |E[@ity]| for any real random
variable Y and non-random ¢ € R, we have

} ‘ it(Z, + 2
[ox- (t)] = [E[eX/70]| < BR[Oy g0 ]] = EFF“(W)
g

fV(G)\I:|

The inner expectation on the right-hand side always has magnitude at most 1. Since deg.(v) < n
for v € I, with a Chernoff bound we see that with probability at least 1 — exp(—Q(n?/*)) we have
lyy| < n'/217/8 for all v € I. Conditioning on a fixed outcome of Ty (g)\z such that this is the case, it

now suffices to show that
(21 + Z) _5
E — 2/ < .

‘ [eXp< o(X) ﬂ ‘ ~OHA T (7:3)

for all t € R with n?7 < |t| < « - min{n'y/QlA)L,,y(d),n1/2+7/8}, where @ = «(C, H,~) > 0 is chosen
sufficiently small (in particular, we may assume « < 1).

Step 2: Taylor expansion. Let K = [10/~v]. By Lemma 7.4 we have

el (o]l () (o))
. K . j K+1
< ‘E[exp(éii%) ;;(;if{i) } —|—E[}$'((|Tt£?)> * } (7.4)

Recalling that || = [n'~7] and our assumption that |t| < n!/2+7/8 we have

B[(t22)0(X))?] = — B2 <~ |12 S0 T a2y T
217 T ox)2 = ax)2 ~C T3 - '
By Theorem 4.14 (hypercontractivity), we deduce E[(|tZs|/a(X))5*] <o, n= "V E+D/8 Thus, using
that (K + 1)y > 10, we obtain
1 [ |tZo] \*H .
E|— < . 7.5
[K! (U(X)) ~ea (7:5)

Also, note that ZJKZO %(itZQ/J(X))j is a polynomial of degree 2K in #7. Noting that 22 = 1 for all v,
one can represent this polynomial as a linear combination of at most |I|>! < n?£ multilinear monomials
[I,cg v with [S| < 2K. The coefficient of each such monomial has absolute value Oc, (1), recalling
that |t| < n'/2t7/% and 0(X) = Qc(n?/?) and |I| = [n'~7] (and K = [10/~]). For the rest of the proof,
our goal is now to show that for any set S C I with |S| < 2K we have

itZy
E {exp( ) H xv]
‘ U(X) veES
The desired bound (7.3) will then follow from (7.4), bounding the first summand by summing (7.6) over
all choices of S and bounding the second summand via (7.5).

Seury n” (7.6)

Step 3: Relating to the LCD. So let us fix some subset S C I with |S| < 2K. Let fz %CZ} +7€R!, s0
Zy = f- . Noting that |a,| <1 for all v € I, and using (4.2), we have

e (o) I = o] T e (rt) T )

vES velI\S ve

<11

veI\S
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tfo
2ro(X)

Sexp(— )

vel\S

2 rd 2
. It f 1>

xp | |S] — dis Z . 7.7

» <e p(l \ bt(zm(X)’ ) (7.7)

(Here we used that for any @ € R! we have D ovens Hav”fa\z = dist(@p g, Z"\%)? > dist(a, 27)% - |9].)
Since [t| < n!/?T7/% and o(X) = Qc(n®?) and we are conditioning on Fy(g)\; such that |y,| <
n/2t7/8 for all v € I, we have (using that |I| = [n'~7])
= 1/24+/8 | 1/2Y . ,,1/24+~/8
Hligll. . » (/%) - n
2r0(X) ™ n3/2

—v/4
Sn/,

-

and therefore [t|||7]]2/(2mo (X)) < 1 for sufficiently large n. By our assumption |t| < an?/2Dy - (d) =
an?/2Dy(d;/||dz|2), we have

il an 2D/l I
dro(X) ~e n3/2

Hence, by choosing a = «(C, H,v) > 0 to be sufficiently small in terms of C, H, and ~, for sufficiently
large n we obtain |t|||dr||2/ (470 (X)) < Dr(d;/||dr||2) and therefore

. [r (/2 o e o (el dr
, 77 ) > dist [ 12 gy > dis A A
dlbt(?ﬂa(X)’ 2 dist 2mo(X)’ 2ro(X) — dist Ao (X) ||d;|,

nyfos, () 0y

where we applied the definition of LCD (see Definition 4.9). Now, |t|||d;||2/ (47 Lo (X)) >c., n)/?, since
t| > n?" and o(X) <g n¥? and ||d;||2 Z¢ [I]*/? > n(3/2-37/2 by Lemma 7.3. Thus, for sufficiently
large n, we have |t]||dy||2/ (47 Lo (X)) > n7/4, and therefore the term (7.8) is at least Ly/log, (n7/*)—1>

(L/2)y/log, (n7/*). Then, recalling that L = [100/~] and K = [10/~] and |S| < 2K, it follows that

(M N (L ) L 10ty
dlSt<27r0-(X)’Z > 3 log,, (n7/%) 24772~Zlogn2(4K+5)10gn2\S|+(2K+5)10gn.

Combining this with (7.7), we obtain the desired inequality (7.6). O

< aDp(dr/||dr|2)-

8. CHARACTERISTIC FUNCTION ESTIMATES BASED ON QUADRATIC CANCELLATION

In Section 7, we proved some bounds on the characteristic function of a random variable X of the
form X = e(G[U]) + >_,cp €v + €o purely using the linear part of X. In this section we prove a bound
which purely uses the quadratic part of X (this will be useful for larger t).

In the setting and notation of Section 7, the regime where this result is effective corresponds to a
range where |t| is roughly between n'/2T2(1) and n3/2. However, the bounds in this section will need
to be applied in two slightly different settings (recalling from Section 3.2 that the proof of Theorem 3.1
bifurcates into two cases). To facilitate this, we consider random variables X of a slightly different type
than in Section 7: instead of studying the number of edges in a uniformly random vertex subset, we
study the number of edges in a uniformly random vertex subset of a particular size. We can interpret
this as studying a conditional distribution, where we condition on an outcome of the number of vertices
of our random subset (if desired, we can deduce bounds in the unconditioned setting simply by averaging
over all possible outcomes).

We remark that in this setting where our random subset has a fixed size, it is no longer true that the
standard deviation o(X) must have order of magnitude n*/2. Indeed, the order of magnitude of o(X)
depends on € and the degree sequence of G. Therefore, it is more convenient to study the characteristic
function of X directly, instead of its normalized version X* = (X — EX)/o(X). To avoid confusion,
we will use the variable name “7” instead of “¢” when working with characteristic functions of random
variables that have not been normalized (so, informally speaking, the translation is that 7 = ¢/o(X)).

Lemma 8.1. Fiz C >0 and 0 < n < 1/2. There isv = v(C,n) > 0 such that the following holds. Let G

be a C-Ramsey graph with n vertices, where n is sufficiently large with respect to C and n, and consider

a vector € € RV(%) and ey € R. Consider { € N with nm < { < (1—n)n, and let U be a uniformly random
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subset of € vertices in G, and let X = e(G[U])+ >, ey €v+eo. Then for any 7 € R withn™ ' < |7| <wv
we have

lox(r)| <n™

The proof of Lemma 8.1 depends crucially on decoupling techniques. Generally speaking, such tech-
niques allow one to reduce from dependent situations to independent ones (see [28] for a book-length
treatment). In our context, decoupling allows us to reduce the study of “quadratic” random variables
to the study of “linear” ones. Famously, a similar approach was taken by Costello, Tao, and Vu [27] to
study singularity of random symmetric matrices.

To illustrate the basic idea of decoupling, consider an n-variable quadratic polynomial f and a sequence
of random variables { € R™. If [n] = T U J is a partition of the index set into two subsets, then we can
break £ = (&1,...,&,) into two subsequences & eR and &5 € RY (and write f(£) = f(é,@)) Let us
assume that the random vectors f 7 and f J are 1ndependent Now, if f ', is an independent copy of f 75
then Y := f(f;, §J) f(&, EJ), is a linear polynomial in 51, after conditioning on any outcomes of fJ, §J
(roughly speaking, this is because “the quadratic part in 5_} gets cancelled out”). Then, for any 7 € R,
we can use the inequality

|(Pf(€) (7—)‘2 — ‘Eeiff(g“&)

2 < El:‘E[ein(ngJ) |5]‘2] _ E[E[eiﬂ-(f(flfJ)—f(ng/J)) | EI}]
= E{]E[eif(f(fz,&)—f(ff,ifz)) | ngng]}

<E H]E[ei‘r(f(&z7€J)—f(€17$})) ‘ 5173]]

}. (8.1)

(This inequality appears as [65, Lemma 3.3|; similar inequalities appear in [12,77].) Crucially, the
expression IE[e”(f (€1.60)=F(1:85)) | { T, E_?]] can be interpreted as an evaluation of the characteristic function
of a linear polynomial in EI, which is easy to understand.

In general, (8.1) incurs some loss (one generally obtains bounds which are about the square root of
the truth). However, under certain assumptions about the degree-2 part of f, this square-root loss “in
Fourier space” does not seriously affect the final bounds one gets “in physical space”. Specifically, the
first and third authors [65] observed that it suffices to assume that the degree-2 part of f “robustly has
high rank”, and observed that quadratic forms associated with Ramsey graphs always satisfy this robust
high rank assumption (we will prove a similar statement in Lemma 10.1).

Our proof of Lemma 8.1 will be closely related to the proof of the main result in [65], although our
approach is slightly different, as we need to take more care with quantitative aspects. In particular,
instead of working with a qualitative robust-high-rank assumption we will directly make use of the fact
that in any Ramsey graph, there are many disjoint tuples of vertices with very different neighborhoods
(this can be interpreted as a particular sense in which the adjacency matrix of G robustly has high rank).

Lemma 8.2. For any C, 8 > 0, there is ( = ((C, 8) > 0 such that the following holds for all sufficiently
large n. Let G be a C-Ramsey graph with n vertices, and let ¢ = |(logn|. Then there is a partition
V(G) = IUJ and a collection V C I9 of at least n'=P disjoint q-tuples of vertices in I, such that for all
(v1,...,vq9) € V we have

|[J\(N(v))U---UN(@,.))| >n*"? and |[(JON(@))\ (N@w)U---UN(v,_1))|>n'"? (8.2)
forallr=1,...,q

Proof. By Lemma 4.4 (applied with m = n'=#/2 and a = 1/5), for some p = p(C) with 0 < p < 1
we can find a vertex subset R C V(G) with |R| > n'~#/2, such that the induced subgraph G[R] is
(n=PB/2 p)-rich. Let us now define ¢ = Bp/(2log(1/p)) > 0, and let ¢ = |¢logn].

We claim that for any subset U C R of at size at least |[U| > n'/®, we can iteratively construct a
g-tuple (v1,...,vy) € U? with

[R\ (N(v1)U---UN(v))| 2 p"|R] and  [(RON(vp)) \ (N(v1)U---UN(vr1))| > p"|R]  (8.3)

for r = 1,...,q. Indeed, for any 0 < k < ¢, consider a k-tuple (vy,...,v;) € U* satisfying (8.3) for

r=1,...,k Since p* > p? > p<loe™ = n=rB/2 we can apply the definition of G[R] being (n=r?/2, p)-

rich (see Definition 4.3) to the set W := R\ (N(v;) U---U N(vy)) of size |[W| > p¥|R|, and conclude

that there are at most |R|'/® < n!/® vertices v € U satisfying |(R N N(v)) \ (N(v1) U---U N(w))| =

IN(w)NW| < p|W]|or |R\ (N(i)U---UN(vg) UN(@))| = |W\ N()| < p|W|. Hence, as |U| > n'/?,

there exists a vertex vy, € U with [(RN N(vpg1)) \ (N(vy) U---UN(vg))| > p|W| > pF*+1|R| and
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IR\ (N(v1)U---UN(vgy1))| > p|W| > p**1R|. So we can indeed construct a g-tuple (v1,...,v,) € U?
satisfying (8.3) for r =1,...,¢q

By repeatedly applying the above claim, we can now greedily construct a collection ¥V C RY of [n!=#]
disjoint g-tuples of vertices in R such that each such g-tuple (v1,...,v,) € V satisfies (8.3) forr =1,...,¢
(indeed, as long as our collection V has size |V| < n'~#, the number of vertices appearing in some g-tuple
in Vis at most ¢-n'~? < (Clogn)-n'=8 < n'=8/2/2 < |R|/2, and hence there are at least |R|/2 > n'/®
vertices in R remaining). Now, define I to be the set of the ¢- [n'~#] < (Clogn)-2n'~8 < nl=F0+r)/2 /3
vertices appearing in the g-tuples in V, and let J = V(G)\I. We claim that now for every (vi,...,v,) € V
and every r = 1,...,q the desired conditions in (8.2) follows from (8.3). Indeed, by (8.3) the sets
appearing in (8.2) have size at least p"|R| — |[RNI| > p?-n'=P/2 —|I| > n=PFr/2.n1=B/2 _p1=B0+r)/2 /9 —
n'=B0+r)/2 /2 > n1=B (using that p < 1 and n is sufficiently large). O

Roughly speaking, the condition in (8.2) states that (v1,...,vq) have very different neighborhoods.
This allows us to obtain strong joint probability bounds on degree statistics, as follows.

Lemma 8.3. Fizn > 0. In an n-vertex graph G, let (vi,...,vq) be a tuple of vertices satisfying (8.2)
(for all v = 1,...,q) for some vertex subset J C V(G) and some 0 < § < 1. For some { € N with
nm < £ < (1 —mn)n, let U be a random subset of ¢ vertices of G. Consider any 7 € R\ {0}, any
0<§<1/2, and ¥ € RY. Then

1
Pr

7|+ 8)(|7| + n~ =572 -
\TdegUOJ(vT)—TdegUmJ(v1)+erR/Z<5forr:2,...,q} < (On<(| |+ ) ||7-| )>)
To prove Lemma 8.3 we will need the following estimate for hypergeometric distributions.

Lemma 8.4. Fizn > 0. For some even positive integer k, let Z ~ Hyp(k, k/2,£) with nk < £ < (1—n)k.
Then for any 7 € R\ {0}, any 0 < § <1/2 and z € R, we have

(7] +8) (I +1/VE)

7]

Pri|tZ + xHR/Z < 0| Sy

Proof. We may assume that = € [-7TEZ, —7EZ + 1], which implies that z/7 differs from —EZ by at
most 1/|7|. Note that the standard deviation of Z is ©,(v/k); by direct computation or a non-uniform
quantitative central limit theorem for the hypergeometric distribution (for example [69, Theorem 2.3]),

for any y € R we have
exp (=, (y*/k))

Pr[Z —EZ =y] <

~T

It follows that

Pr HTZ+I||R/Z } ZPr{

1€EZ

Z+777

VEk
) exp(—Q,((j —EZ)?/k)
ctlay x eE)

litz/m— Z/T\<5/\T|

5\ exp(— 0 (max{o, [i/7] — (1+ 6)/I7[})2/K))
=D (1 2 |T|) v

i€Z

exp(—Q, (i%/(472k))

S(”2;) 2 vk Zf

1€ iI€EZ
ji[>4 li[<4

|ﬂ+5,\ﬂV7+ Uﬂ+5Mﬂ+1hF)
7| N 7]

where in the third step we used that for any i € Z there are at most 1+ 26/|7| integers j € Z satisfying
|7+ /7 —1i/7| < d/|r], and for every such integer we have |j — EZ| > |i|/7 — 1/|7| — 6/|7| (since =/7
differs from —EZ by at most 1/|7|). O

~Mn

From this we deduce Lemma 8.3.

Proof of Lemma 8.3. Forr =2,...,q, let £ be the event that ||7 degyn ;(vi) =7 degyn (v1)+2illr/z < 9.
We claim that (1-8)/2

5 -

Pri& |[&n--NE_1] S, S )(|T|;7n ).
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for every r = 2,...,q. This will suffice, since the desired probability in the statement of Lemma 8.3 is

q
Pri&;n---n&) =[] Prl& &0 NE .

r=2

Now fix r € {2,...,¢q}. By assumption both of the sets appearing in condition (8.2) have size at
least [n'~#]. Inside each of these two sets, we choose some subset of size exactly [n'~?] and we
define S C J\ (N(vi)U---UN(v,_1)) to be the union of these two subsets. Then |S| = 2[n'~#] and
|SNN (v,.)| = [n'="]. For the random set U C V(G) of size £, let us now condition on an outcome of |[UNS|
such that (n/2)|S| < |[UNS| < (1-n/2)|S]| (by a Chernoff bound for hypergeometric random variables, as
in Lemma 4.16, this happens with probability 1—n=<"(1) > 1—((|7|+6)/|7|)-n~(1=#)/2) and condition on
any outcome of U\ S (as S is disjoint from N (vy)U- - -UN(v,_1), this determines the value of degyn 5 (v;)
for j=1,...,7 — 1 and in particular determines whether the events &; hold for j =2,...,r — 1). Now,
conditionally, degyng(vr) = |U NS N N(v,)| has a hypergeometric distribution Hyp(|S],|S|/2,|U N S|),
so the claim follows from Lemma 8.4 (taking x = 7deg(yn )\ s(v1) — 7degyn s (v1) + 2,), recalling that

|S| = 2[nt=A7. O
We are now ready to prove Lemma 8.1.

Proof of Lemma 8.1. We apply Lemma 8.2 with 8 = /3, obtaining a partition V(G) = I U J and a
collection V C I9 of at least n'~"/3 disjoint g-tuples of vertices in I, where ¢ = [Clogn]| with ¢ =
¢(C,n/3) > 0, such that each g-tuple (v1,...,v,) € V satisfies (8.2) for r =1,...,q. Let A denote the
adjacency matrix of G and let { € {0,1}™ be the characteristic vector of the random set U (meaning
g;, =1lifveU,and 5,, =0ifv ¢ U), so 56 {0,1}"™ is a uniformly random vector with precisely ¢ ones.
We define

F€) =X =e(GUN+ Y enteo=
velU
For the rest of the proof we condition on an outcome of |UNI| satisfying (n/2)|1| < |[UNI| < (1—n/2)|I|.
By a Chernoff bound for hypergeometric random variables, as in Lemma 4.16, this occurs with probability
1—n="M (asyn < £ < (1—n)n and |I| > n'~"/3), so the characteristic function for the random variable
X under this conditioning differs from the original characteristic function ¢x by at most n~“7(1). Hence
it suffices to prove that |ox (1) <n~ (for n~ 1" < |7| < v) for our conditional random variable X.
Let f I and § J. be the restrictions of § to the index sets I and J. Having conditioned on |U N I|, these
vectors 5 7 and f 7 are independent from each other. Let f ', be an independent copy of 5 J; by (8.1) we
have

ETAE+E- €+ eo.

N | =

. = = ]2
|()0X(T)|2 = |90f(£")(7-)|2 = ‘]Ee”f(&’g']) :| (84)

Now, we can write f(&7,&y) — f(g[,g’J) =D ier @i +b, where a; = >, ; A; (& — &) for each i € 1
and b only depends on &; and &’; (but not on &;). Let § = n—1/24n/3,

< E[‘E[ez‘ﬂf(ff,éj)—f(éf,fs)) 1E,.8)]

Claim 8.5. With probability at least 1 —n~'2/2 the outcome of (EJ,E{]) is such that
ITas/(2m) — Tai [ (27)||g /7 > 6
for at least |V|/2 > n'="/3 /2 disjoint pairs (i,i') € I?.

Assuming Claim 8.5, it follows from Lemma 4.8 that with probability at least 1 —n~'2/2, the outcome
of £; and &’} is such that

E[er (€ EN-1E&)) | &, ]

= [Blem(Serneit) | €, )

— ‘E[eiziej Ta;&; | EJ,é?f;] < e_Qn(nn/S)'

For sufficiently large n, the right-hand side is bounded by n~12/2. Noting that the expectation on the
left-hand side is bounded by 1 for all outcomes of E 7 and 5_?,, we can conclude that the right-hand side
of (8.4) is bounded by n~'? and therefore |px(7)| < n~° for sufficiently large n, as desired. It remains
to prove Claim 8.5.

Proof of Claim 8.5. Let us also condition on any outcome of f_i’, Say that a ¢-tuple (v1,...,v4) € V is
bad if no pair (v,,v1) € I? with r € {2,..., ¢} has the property in the claim. In other words, (v1,...,v,)
is bad if for all r = 2,..., g we have |[Ta,, /(27) — Tay, /(27)]||g,7 < 6.
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For any g¢-tuple (v1,...,v,) € V we can bound the probability that (vi,...,v,) is bad by applying
Lemma 8.3 with z, = —(7/(27)) > ,c ;(Av, j — Ay, 5)E; for 1 =2,...,q (vecall that (vq,...,v,) satisfies
(8.2)), obtaining

jeg

Pr{(vi,...,vq) is bad] = Pr[HmU /(2m) = Tay, /(2m)||lg/z < 0 for r=2,... ,q}
= Px[||(7/(2m) ey (1) — (7/(27)) degry (02) + g < 0 for 7 =2,

( <|T/ 27r|+5><||://(<227$)||+n 0 ﬁ)/z)»i_l

—1/2+n/3 —1/2+n/6 - [Clogn|—1
(o, (U2 2 e 2NV ) €

7]

IN

using that n=1™7 < |7| < v. Now, if v is sufficiently small with respect to C' and 1 (and consequently
also sufficiently small with respect to ¢), we deduce that Pr[(vi,...,v,) is bad] < 1/(4n'?). Hence the
expected number of bad tuples (v1,...,v,) € V is at most [V|/(4n'?). Thus, by Markov’s inequality,
with probability at least 1 — n~'2/2 there are at most |V|/2 bad g-tuples in V. When this is the case,
among each of the at least |V|/2 different g-tuples (v1,...,v4) € V that are not bad we can find a pair
(v, v1) € I? with the desired property that ||Ta,, /(27) — Tay, [(27) (g7 = 6. Since the g-tuples in V are
all disjoint, this gives at least |V|/2 disjoint pairs in I? with this property, thus proving the claim. [

As we saw earlier, this finishes the proof of Lemma 8.1. (|

9. SHORT INTERVAL CONTROL IN THE ADDITIVELY UNSTRUCTURED CASE

Now we can combine the characteristic function estimates in Sections 7 and 8 to prove Theorem 3.1 in
the “additively unstructured” case (recall the outline in Section 3.2), defined as follows. This definition
is chosen so that the term ﬁLﬁ(cf) appearing in Lemma 7.2 is large, meaning that Lemma 7.2 can be
applied to a wide range of [¢|.

V(G)

Definition 9.1. Fix 0 < v < 1/4, consider a graph G with n vertices and a vector € € R, and

let d, = e, + degg(v)/2 for all v € V(G). Say that (G,€) is y-unstructured if DLW(J') > nl/z, for
L =[100/~]. Otherwise, (G, €) is y-structured.

From now on we fix v = 10~%. For our proof of Theorem 3.1, we split into two cases, depending
on whether (G, €) is y-structured. In this section we will prove Theorem 3.1 in the case where (G, €)
is y-unstructured. Eventually (in Section 12) we will handle the case where (G, €) is vy-structured, i.e.,
where ﬁLﬁ(cf) < n'/2. While the arguments in this section work for any constant 0 < v < 1/4, the proof
of the y-structured case in Section 12 requires y to be sufficiently small (this is why we define v = 107%).

Proof of Theorem 3.1 in the y-unstructured case. Fix C, H > 0, let G and € € RV(%) and ey € R be as
in Theorem 3.1, and assume that (G, €) is y-unstructured and that n is sufficiently large with respect to
C and H. Recall that U is a uniformly random subset of V(G) and X = e(G[U]) + >,y €0 + €0, and
also recall (e.g. from the proof of Lemma 7.2) that o(X) = ©¢ g (n®/?). Let Z ~ N(EX,0(X)) be a
Gaussian random variable with the same mean and variance as X.

First note that for any 7 € R, Lemma 7.1 implies

lpx (1) = 02 (T)| = |e(x—Ex)/0(x) (T0(X)) = P(z-5x) /0 (x) (T0(X))| Sco Il (X)n™V2 Se Irln

(noting that the graph G has density at least Q¢ (1) by Theorem 4.1). Then, note that since |z (7)| =
exp(— (X )2 2/2), for || > n?'/o(X) we have |pz(7)| < exp(—n*7/2). Furthermore, in Lemma 7.2 we
have DL,'y(d) > n'/2 by our assumption that (G,€) is ’y—unstructured Hence for o = o(C,H,v) > 0
as in Lemma 7.2, we obtain that |¢x (7)| = [¢(x—Ex)/e(x)(T0(X))| Sc,zy n7° for n?7/o(X) < |7| <
ant/?t/8 j(X).

Let v = v(C,v/9) > 0 be as in Lemma 8.1. Note that by a Chernoff bound we have n/4 < |U| < 3n/4
with probability 1 — e=(")_ If we condition on such an outcome of |U|, then for n='+7/9 < |7| < v,
Lemma 8.1 shows that the conditional characteristic function of X is bounded in absolute value by
n~5 (assuming that n is sufficiently large). It follows that for this range of |7| we have |px(7)| Sc.m
n=5 4 effl(n) S n=5.
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Recalling that o(X) = O¢ g (n/?) (and therefore n=1*7/9 < an'/2t7/8 /(X)) for sufficiently large
n), we can conclude that for n?7/c(X) < || < v we have |ox (7)| So.n n™° and |px (1) — 02(7)| Sc.u
n~% 4+ exp(—n?7/2) < n°. Hence, defining e = 2/v > 0 (which only depends on C), we obtain

o/e 7 /o(X)
/ |Q0X(T)*S0Z(7_)|d7' SC,H/ |T\nd7'+21/~n75 ,SC,H n*—2,
a)e —n27 /o (X)

Let B = B(C) = 10* - 2¢. For the upper bound in Theorem 3.1, note that by Lemma 6.1 for all 2 € R
we have (using that £(Z,¢) < 2¢/0(X) Sc.m n™%/? as pz(u) < 1/o(X) for all u € R)

2/e
Pr[|X —z| < B] <2-10"- L(X,¢) S L(Z,¢) + 8/ lox (7) — @z (7)|dr e n /2.

—2/e
For the lower bound in Theorem 3.1, fix some A > 0. We can apply Lemma 6.3 with K = 2 and any
fixed R > 4 (which we will chose sufficiently large in terms of C, H,~, and A). Indeed, note that for any
fixed A > 0 and R > 4, for x € Z with |x — EX| < An3/? and yy,y2 € [¢ — Re,z + Re], we have that
pz(y1)/pz(y2) < exp(—((y1 —EX)* — (y2 — EX)?)/(20(X)?)) < exp(2Re - 4402 /O¢ r(n*)) < 2 if n is
sufficiently large with respect to C, H, A, and R. Hence Lemma 6.3 yields

1 2/e
Pr[|X —z| < B] > éPrHZ —z|<e]—Css <R1£(Z, €) —l—E/
—2/e

oy (7) — g2(7)| dr)

. exp(—A2n3/(20(X)?)) _Cez 2

—Csa-0O n*—2) > n=3/2,
8Vano(X) R o(X) 6.3 Oc.m( ) 2c.H,A

~

if R is chosen to be large enough with respect to C, H, and A (recall again that o(X) = O¢ g (n/?)). O

10. ROBUST RANK OF RAMSEY GRAPHS

In [65], the first and third authors observed that the adjacency matrix of a Ramsey graph is far from
any matrix with rank O(1). We will need a much stronger version of this fact: the adjacency matrix of
a Ramsey graph is far from all matrices built out of a small number of rank-O(1) “blocks” (in the proof
of Theorem 3.1, these blocks will correspond to the buckets of vertices with similar values of d,). Recall
that || M| is the sum of the squares of the entries of M.

Lemma 10.1. Fiz 0 < 6 < 1, C > 0, r € N and consider a C-Ramsey graph G on n vertices with
adjacency matriz A. Suppose we are given a partition V(G) = Iy U -+ U Iy, with |[I| = -+ = |I]
and n®/2 < m < 2n°. Then, for any B € R™™ with rank(B[I; x I}]) < r for all j,k € [m], we have
|A = Bl§ Zcrs n*.

The proof of Lemma 10.1 has several ingredients, including the fact that if a binary matrix is close to
a low-rank matrix, then it is actually close to a binary low-rank matrix. Note that for binary matrices
A, Q, the squared Frobenius norm |4 — Q|2 can be interpreted as the edit distance between A and B:
the minimum number of entries that must be changed to obtain B from A.

Proposition 10.2. Fiz r € N. Consider a binary matriz A € {0,1}"*"™ and a real matrix B € R"*"
such that rank B < r and ||A — B||% < en? for some € > 0. Then there is a binary matriz Q € {0,1}"*"
with rank Q < r and ||A — Q|3 < Cr\/En?, for some C, depending only on r.

We remark that it is possible to give a more direct proof of a version of Proposition 10.2 with dramati-
cally worse quantitative aspects (i.e., replacing /¢ by a function that decays extremely slowly as € — 0),
using a bipartite version of the induced graph removal lemma (see for example [25, Theorem 3.2]). For
the application in this paper, quantitative aspects are not important, but we still believe our elementary
proof and the strong bounds in Proposition 10.2 are of independent interest (induced removal lemmas
typically require the so-called strong regularity lemma, which is notorious for its terrible quantitative
aspects). Our proof of Proposition 10.2 relies on the following lemma.

Lemma 10.3. Fiz r € N. Let n > 0, and let A € {0,1}"*™ be a binary matriz where every entry is
colored either red or green, in such a way that fewer than n?/(10-27)2 -n? entries are red. Suppose that
every (r+ 1) x (r+ 1) submatriz of A consisting only of green entries is singular. Then there exists a
binary matriz Q € {0,1}"*"™ with rank Q < r which differs from A in at most n - n? entries.
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Proof. For £ € N, let us call an ¢ x ¢ submatrix of some matrix green if all its ¢? entries are green.

First, consider all rows and columns of A that contain at least 1/(10 - 22") - n red entries. There
can be at most (1/10) - n such rows and at most (1/10) - n such columns. Let us define a new matrix
A; € {0,1}"*™ where we replace each of these rows by an all-zero row and each of these columns by
an all-zero column, and where we re-color all elements in these replaced rows and columns green. Note
that then A; and A differ in at most (21/10) - n? entries, and A; still has the property that each green
(r +1) x (r + 1) submatrix is singular. Furthermore, each row and column in A; contains at most
n/(10 - 22") - n red entries.

Now choose ¢ maximal such that A; contains a non-singular green ¢ x £ submatrix. Clearly, £ < r,
and without loss of generality we assume that the ¢ x £ submatrix A;[[¢]x[]] in the top-left corner of A;
is non-singular and green. By the choice of ¢, every green (£ + 1) x (£ + 1) submatrix in A; is singular.

Now, in the first ¢ rows of A; there are at most £-n/(10-22") - n < (n/10)n red entries. For each of
these red entries in the first £ rows of A;, let us replace its entire column by green zeroes (i.e., an all-zero
column with all entries colored green). Similarly, in the first ¢ columns of A; there are at most (1/10)n
red entries, and for each of these red entries let us replace its entire row by green zeroes. We obtain a
new matrix A € {0,1}"*" differing from A; in at most (21/10) - n? entries. In this matrix Aj it is still
true that each green (£+ 1) x (¢ 4+ 1) submatrix in A; is singular, but that As[[¢]x[¢]] is non-singular.
Furthermore, A, has no red entries anywhere in the first £ rows or first £ columns.

Next, consider the set of columns of A; € {0,1}"*" with indices in {¢+1,...,n}. There is a partition
{{+1,...,n} =1 U---U Iy such that for each k = 1,...,2", the columns of Ay with indices in I} all
agree in their first £ rows. For each k = 1,...,2" with |I;| < n/(10-2"7)-n, let us replace all columns with
indices in Ij by green all-zero columns. Similarly, there is a partition {{+1,...,n} = J; U---U Jar such
that the rows with indices in the same set Jj all agree in their first ¢ columns. For each k =1,...,2"
with |Ji| < n/(10 - 2") - n, replace all rows with indices in Jj with green all-zero rows. In this way, we
obtain a new matrix Az € {0,1}"*" differing from Ay in at most (21/10) - n? entries. Still, all green
(£+1) x (£+ 1) submatrices in Ag are singular, As[[¢]x [¢]] is non-singular, and all entries in the first ¢
rows and in the first £ columns of A3 are green.

Finally, define the matrix Q € {0,1}"*" by replacing the red entries in Az as follows. For each red
entry (j,7) in A we have j € Ji and i € Iy, for some k and k' such that |Ji|, [Ix/| > /(10 - 2") - n.
So, the submatrix Ag[Ji % I}/] of As must contain at least one green entry (since Az has fewer than
n?/(10 - 27)2 . n? red entries). Let us now replace the red (j,i)-entry in Az by some green entry in
As[Ji xIis]. Replacing all red entries in this way, we obtain a matrix @ € {0,1}"*™ differing from As in
at most /(10 -27)2 - n? < (n/10) - n? entries.

Allin all, @ differs from A in at most (77/10)-n? < n-n? entries. The ¢x ¢ submatrix Q[ [¢]x[/]] is still
non-singular. We claim that whenever we extend this £ x ¢ submatrix in @ to an (£41) x (¢+1) submatrix
by taking an additional row j € {¢{+1,...,n} and an additional column i € {£+1,... n}, the resulting
(£ +1) x (4 1) submatrix of @ is singular. If the (j,4)-entry in As is green, then this (¢ + 1) x (£ + 1)
submatrix of ) agrees with the corresponding submatrix in As, which is green and therefore singular. If
the (j,i)-entry in Aj is red, then the (j,4)-entry in @ agrees with some green (j’,4')-entry in A3 where
j,7' € Ji and 4,4’ € I for some k,k’. Hence the desired (¢4 1) x (¢ 4+ 1) submatrix of Q agrees with
the (¢4 1) x (£ + 1) submatrix As[([(]U{i'})x ([(JU{j’'})] of A3, which is green and therefore singular.
Hence we have shown that all (¢ 4+ 1) x (¢ + 1) submatrices of @ that contain Q[[¢] x [¢]] are singular.
Since Q[ [¢] % [¢]] is non-singular, this implies that rank Q = £ < r. O

Now we are ready to prove Proposition 10.2.

Proof of Proposition 10.2. Choose some 0 < ¢, < 1 depending only on r such that®
e < inf{||S = T|%: S € {0,1}+VXC+D pnon-singular, T € RO+ gingular},

where ||S — T'||s denotes the maximum absolute value |(S — T'); ;| among the entries of S — T

Let A and B be matrices as in the lemma statement. Let us color each entry A;; of A red if
|Ai; — Bij|*> > ¢, and green otherwise. Then, as ||[A — B||3 < en?, there are fewer than en?/c, red
entries in A. Furthermore, as rank B < r, by the choice of ¢,, every (r + 1) x (r + 1) submatrix of A

9For the sake of giving explicit bounds, note that we can take any ¢, < (277 /(r! - r2))2. Indeed, note that any matrix
S € {0,1}(r+Dx("+1) which is non-singular has |det(S)| > 1. Suppose there is a matrix T’ such that det(T) = 0 and

1S — Tl < ct/?. This implies that ||T]|cc < 2 and therefore switching entries of S and T one by one changes the

determinant by at most r!- 2" - c$/2 < r72. As we switch r? entries and det(S) > 1 while det(7T) = 0, we obtain a
contradiction.
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consisting only of green entries must be singular. Thus, taking C, = 10 -2"/,/c, the desired statement
follows from Lemma 10.3 with n = (10 - 2")+/¢/c,. O

We also need the simple fact that low-rank binary matrices can be partitioned into a small number
of homogeneous parts. This essentially corresponds to a classical bound on the log-rank conjecture.

Lemma 10.4. Fizr € N, and let s = 2". For any binary matriz Q € {0,1}™*™ with rank Q < r, we can
find partitions Py U---UPs and Ry U---U Ry of [n], such that for alli,j € [s], the submatriz Q[P;x R;]
consists of only zeroes, or only ones.

Proof. First, we claim that the matrix @ has most 2" different row vectors: indeed, let ' = rank Q < r
and suppose without loss of generality that the submatrix Q[[r'] x [r]] is non-singular. Then each row
of @ can be expressed as a linear combination of the first ' rows, and any two rows of ) which agree
in the first r’ entries must be given by the same linear combination. Hence there can be at most 2" = s
different row vectors in the matrix @, and we obtain a partition [n] = P; U--- U Ps such that any two
rows with indices in the same set P; are identical.

Similarly, there is a partition [n] = P; U --- U Py such that any two columns with indices in the same
set R; are identical. Now, for all ¢,j € [s], all entries of the submatrix Q[P; x R;] must be identical to
each other, i.e., must be either all zeroes or all ones. ]

Apart from Proposition 10.2 and Lemma 10.4, in our proof of Lemma 10.1 we will also use the fact
that every m-vertex graph has a clique or independent set of size at least %logn (this is a quantitative
version of Ramsey’s theorem proved by Erdés and Szekeres [38], as mentioned in the introduction).

Proof of Lemma 10.1. By Theorem 4.1 there exists some a = «(C,§) > 0 such that every 2C/(1 — §)-
Ramsey graph on sufficiently many vertices has density at least a and at most 1 — a. Fix a sufficiently
large integer D = D(C, ¢) such that 1/log, D < /4, and choose ¢ = ¢(C,r,d) > 0 small enough such
that \/z < 1/D? and e'/* < o/(22"P+1C,.), where C, is the constant in Proposition 10.2. It suffices to
prove that we have | A — BJ|Z > en? if n is sufficiently large with respect to C,§, and r. So let us assume
for contradiction that ||A — Bz < en?.

Note that Y7y i ||(A—B)[Ij><lk.]||§ < ||A— B3 < en?, so there can be at most \/em? pairs (j, k)
with 1 < j < k < m such that ||(A— B)[I;x 1] ||ré > \/(n/m)?. Hence a uniformly random subset of [m)]
of size D contains such a pair (j, k) with probability at most (g ) v/ < 1. Thus, there exists a subset of
[m] of size D not containing any such pair (7, k), and we may assume without loss of generality that [D]
is such a subset. Then for any 1 < j < k < D we have ||(A — B)[; XIk]va < Ve(n/m)? = /e |I;| - |1kl

For any 1 < j < k < D, by Proposition 10.2 (recalling that rank(B[I; xI}]) < r) we can find a binary
matrix QUF) € {0, 1}k with rank(QU*)) < r and ||A[I; x It] — QUM ||E < C.e'/4(n/m)?. Now, by
Lemma 10.4, we can find partitions of I; and Ij into 2" parts each, such that the corresponding (272
submatrices of QU*) each consist either only of zeroes or only of ones. Let us choose such partitions for
all pairs (j,k) with 1 < j < k < D, and for each of the sets Iy, ..., Ip, let us take a common refinement
of the D — 1 partitions of that set. This way, for each of the sets I,...,Ip we obtain a partition into
27(P=1) parts in such a way that for all 1 < j < k < D each of the submatrices of Q%) induced by the
partitions of I; and Ij consist either only of zeroes or only of ones.

For each j = 1,..., D, inside one of the parts of this partition of I;, we can now choose a subset I; C I
of size |[}| = [1I;]/27P=17 = [n/(2"P=Dm)]. Then for all 1 < j < k < D, the submatrix Q(j’k)[lj’-,lu
consists either only of zeroes or only of ones. Consider the graph H on the vertex set [D] where for
1 <j <k <D we draw an edge if all entries of Q(j’k)[lj’-,l,’f] are one (and we don’t draw an edge if all
entries are zero). Then, by Ramsey’s theorem (specifically, Erdés and Szekeres’ classical bound [38]),
this graph H must have a clique or independent set S C [D] of size |S| > (logy, D)/2. Without loss of

generality assume that S = {1,...,|S|}. Let us now consider the induced subgraph of the original graph
G on the vertex set I{ U+ U /g
If S=1{1,...,|5|} is an independent set in H, then for all 1 < j < k < |S| the matrix Q(jvk)[lj’-xllg] is

all-zero, so A[I; xI;,] € {0,1}/7%* can contain at most C,.c'/4(n/m)? ones (since || A[I; x I;] — QUP||Z <

C,e'/*(n/m)?). In other words, for all 1 < j < k < |S| the graph G[I; U --- U Ijg ] has at most

Cre"/*(n/m)? < C,.gl/4~22T(D_1)-|I]’-|-|I,'c| < (a/2)-|I}]-|I},| edges between I} and I}, As |I]| = --- = |I|g,

the edges within the sets I, ..., I} also contribute at most 1/|S| < 2/log, D < «/2 to the density of
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G[I1U---Ul[g]. Thus, the graph G[I{ U --Ul[g ] has density less than a, but it is a 2C/(1 — 6)-Ramsey
graph since |I7 U---U I"S‘| >n/(27P=Dm) > pl=0/2r(P=D+1 > p(1-0)/2 This is a contradiction.

Similarly, if S = {1,...,|S|} is a clique in H, then for all 1 < j < k < |S| the matrix QU:*) [}, I;] is an
all-ones matrix, and we can perform a similar calculation for the number of non-edges in G[I{U---Ul[g].
We find that G[I{ U--- U I]g ] has density greater than 1 — o, which is again a contradiction. O

11. LEMMAS FOR PRODUCTS OF BOOLEAN SLICES

In this section we study products of Boolean slices (that is, we consider random vectors # € {—1,1}"
whose index set is divided into “buckets”, uniform among all vectors with a particular number of “1”s in
each bucket). The main outputs we will need from this section are summarized in the following lemma.
Namely, for a “well-behaved” quadratic polynomial f, a Gaussian vector Z and a vector & sampled from
an appropriate product of slices, we can compare f(Z) with f(Z). Our assumptions on f are certain
bounds on the coefficients, and that our polynomial is in a certain sense “balanced” within each bucket.

Lemma 11.1. Fiz 0 < 6 < 1/4. Suppose we are given a partition [n] = [;U- - UL, with |I1| = -+ = | L,
and n°/2 < m < 2n°, where n is sufficiently large with respect to 5. Consider a symmetric matriz
F e R q vector f € R™ and a real number fy satisfying the following conditions:

(@) ||flloc < nt/245.

(b) |F; ;| <1 foralli,j € [n].

(¢) For each k =1,...,m, the sum of the entries in f;k s equal to zero.

(d) For all k,h € [m], in the submatriz F[Iy x 1] of F all row and column sums are zero.

Consider a sequence (£1,...,0m) € N™ with ¢, — |Ix]|/2] < Vn'=%logn for k = 1,...,m. Then, let
Z € {=1,1}" be a uniformly random vector such that ¥y, has exactly ) ones for each k = 1,...,m,
and let 7 ~ N(0,1)®" be a vector of independent standard Gaussian random variables. Define X =
fo+ f T+ TTFZ and Z = fo+ JF 7+ ZTFZ. Then the following three statements hold.

(1) EX = f() + Z?:l Fzz + O(n3/4+45) and EZ = fo + Z?:l Fz,z

(2) o(X)? = 2| F|I3 + | I3 + O™/4+7) and o(2)? = 2| F || + || f13.

(8) For any T € R we have

lox(7) = @z(7)| S |7|* - 0P T120 || - /A0,

We will apply this lemma in the additively structured case of our proof of Theorem 3.1. In that proof,
we will use Lemma 4.12 to partition (most of) the vertices of our graph into “buckets”, where vertices
in the same bucket have similar values of d,, (for the vector d defined in Definition 9.1). This choice of
buckets will ensure that (a) holds, for a conditional random variable obtained by conditioning on the
number of vertices in each bucket (the resulting conditional distribution is a product of slices).

We also remark that the precise form of the right-hand side of the inequality in (3) is not important;
we only need that f‘Tlgn,Mg lox (T) — pz(7)| dr is substantially smaller than 1/0(X) (for small §).

Lemma 11.1 can be interpreted as a type of Gaussian invariance principle, comparing quadratic
functions of products of slices to Gaussian analogs. There are already some invariance principles available
for the Boolean slice (see [42,43]), and it would likely be possible to prove Lemma 11.1 by repeatedly
applying results from [42,43] to the individual factors of our product of slices. However, for our specific
application it will be more convenient to deduce Lemma 11.1 from a Gaussian invariance principle for
products of Rademacher random variables.

Indeed, we will first compare X to its “independent Rademacher analog” (i.e., to the random variable
Y defined as Y = fo + f ¥+ yTFy, where i € {—1,1}" is uniformly random). In order to do this, we
will first show that for different choices of the sequence (¢1,...,¢,,), we can closely couple the resulting
random variables X (essentially, we just randomly “flip the signs” of an appropriate number of entries in
each I;). Note that the “balancedness” conditions (c) and (d) in Lemma 11.1 ensure that the expected
value of X does not depend strongly on the choice of (¢1,...,4y).

Lemma 11.2. Fiz 0 <6 < 1/4, and consider a partition [n] =1y U---U I, as in Lemma 11.1, as well
as a symmetric matric F € R™ ™ a vector f € R™ and a real number fy satisfying conditions (a—d).
Assume that n is sufficiently large with respect to .

Consider sequences (1, ..., Uy), (01, ..., 0,) € N™ with [{, — |I};| /2] < Vn'=9logn and |} — |Ix|/2] <
vn'=dlogn for k =1,...,m. Then, let T € {—1,1}" be a uniformly random vector such that Zj, has
ezactly ly ones for each k =1,...,m and let ¥ € {=1,1}" be a uniformly random vector such that i,
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has exzactly £}, ones for each k =1,...,m. Let X = fy + -2+ FZ and X' = fo+ f- & + ZTF7.
Then we can couple T and & such that | X — X'| < n®/*4 with probability at least 1 — exp(—n®/?).

Proof. Let us couple the random vectors Z and 7’ in the following way. First, independently for each
k=1,...,m,let us choose a uniformly random subset Ry C I, of size |I| —2||Ix|/2—Vn'~%logn|. Note
that then |I; \ R is even and 2v/n'~%logn < |Rx| < 3vn!~9logn. We also have 0 < £, — | \ Rg|/2 <
|Ry| and 0 < ¢} — I \ Rg|/2 < |Ry|. Let us now sample g, € {—1,1}%* by taking a uniformly random
vector with exactly £ — |I \ Rx|/2 ones, and independently let us sample i € {1, 1} by taking a
uniformly random vector with exactly ¢, — |I1 \ Rx|/2 ones. Furthermore, let us sample a random vector
in {—1,1}/*\F with exactly |l \ Rk|/2 ones and define both of &7\, and T\, to agree with this
vector. After doing this for all K = 1,...,m, we have defined Z and &’ with the appropriate number of
ones in each index set I. For convenience, write R = Ry U --- U Ry.

We now need to check that | X — X'| < n?/4+49 with probability at least 1 — exp(—n®/?). Since & and
I’ agree in all coordinates outside R, all terms that do not involve coordinates in R cancel out in X — X”.
We may therefore write X — X’ = gr(#) — gr(Z'), where (using that F' is symmetric)

ﬁ) = Z fzxz + Z Fi,jximj = Z fixi + Z FiJ‘J?iij + 22 Z FiJ‘Iil'j. (111)

i€R (i,§)€[n] i€R (i,j)ER? iZR jER
i€ER or jJER
(and similarly for gr(#')). It suffices to prove that with probability at least 1 — exp(—n?/?)/2 we have
lgr(Z)| < n3/4+49/2 (then the same holds analogously for |gr(z’)| and overall we obtain | X — X'| =
lgr(Z) — gr(Z")| < n3/419 with probability at least 1 — exp(—n®/?)).
Let us ﬁrst consider the first two summands on the right-hand side of (11.1). Their expectation is

E Z‘fle —+ Z Fl'ijifl,'j = Z f1 . ]E[lzGsz] + ZZFi’j . E[Ilivjeinxj]. (112)

i€R (i,j)ER? i=1 i=1j=1
Now note that for each k = 1,...,m, the expectation E[1,cgrx;] is the same for all indices ¢ € Ij. Since
Zielk fi = 0 by condition (c), this means that the first summand on the right-hand side of (11.2) is zero.

For the second summand in (11.2), note that for any k, h € [m] the expectation E[1; jcgx;x;] has the
same value Ej, j, for all indices i € I, and j € I), with ¢ # j. For all i € I, and j € I}, the magnitude of

this expectation is at most Pr[i € R] < 3v/nl=%logn/|Ix| < n~/?*% (noting that || = n/m > n'=%/2).
By (d) we have >, > .., Fj; =0, and so we can conclude that

m
E Zfiﬂ?i+ Z Fijoiz; || = ZZFz‘,i(E[lieRx —Ei1)

i€R (i,j)€ER? k=1i€ly

2n—1/2+§ < 2n1/2+5

HM:

where in the last step we used (b). Furthermore, note that

Z fi{,Ci + Z Fi’j.’IJiiL’j = ‘}F fR + fTRF.’Z"R, (113)
i€ER (i,5)€R?

where here by slight abuse of notation we consider g as a vector in {—1,0,1}" given by extending
Fr € {—1,1}% by zeroes for the coordinates outside R. Note that this describes a random vector
in {—1,0,1}"™ such that for each set I for k = 1,...,m, exactly £, < n'/2 entries are 1, exactly
[Tx| — 2| [Ik|/2 — Vn'=9logn]| — £, < 3vVnl=0 — 4 logn < n1/2 — {, entries are —1, and the remaining
entries are 0. Note that for any two outcomes of such a random vector differing by switching two entries,
the resulting values of f - T + i F 7R differ by at most 5n'/2%3% (indeed, by (a) the linear term f-Zr
differs by at most 4| f|| < 4n'/273% and by (b) the term &L, FZx differs by at most 8|R| < n!/2+3%),
Thus, we can apply Lemma 4.17 and conclude that with probability at least 1 — 2 exp(— n3/2+89 /(16 -

2m -n/? - 25n1+69)) > 1 — 2exp(—n?/800) the quantity in (11.3) differs from its expectation by at most
p3/4+40 /4. Given the above bound for this expectation, we can conclude that with probability at least
1 — 2exp(—n’/800),

Zfil‘i—‘r Z F,»inxj §n3/4+45/3. (11.4)

i€ER (i,5)€R?

It remains to bound the third summand on the right-hand side of (11.1).
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In order to do so, we first claim that with probability at least 1 — 2nexp(—n’/256) for each i =
L,...,n we have |}, p2F; jz;| < n!/4+9 Indeed, for any fixed i, the sum > jer 2k jx; can be
interpreted as a linear function (with coefficients bounded by 2 in absolute value by (b)) of a random
vector in {—1,0,1}" such that for each set Ij, for k = 1,...,m, exactly £; < n'/? entries are 1, exactly
11| —2||Tx| /2 — Vnl=9log n| — £y < n'/2 (), entries are —1, and the remaining entries are 0. So for each
i=1,...,n, by Lemma 4.17 (noting that E[}_ . F; jz;] = 0 by (d)) we have |}, Fi ja;| < n/4+0
with probability at least 1 — 2exp(—n'/2+20/(2m - n'/2 . 82)) > 1 — 2exp(—n®/256).

Let us now condition on an outcome of R and #r such that we have |Y"._p2F; jx;] < n'/4%9 for
i=1,...,n. Note that

JER

22 Z Fi’jxixj = Z Z 2Fi,jxj xZ;.
igR jER igR \jER

Subject to the randomness of the coordinates outside R (which are chosen to be half 1 and half —1 inside
each set Iy \ Ry for k = 1,...,m), the expectation of this quantity is 0 (since for each individual z;
with ¢ € R we have Exz; = 0). Furthermore, this quantity can be interpreted as a linear function of the
entries z; with ¢ ¢ R, with coefficients bounded in absolute value by n!'/4*%. Thus, by Lemma 4.17 we
have (237,05 > e g Fijwiz;| < n3/4+3% with probability at least 1 — 2exp(—n3/276%/(2n - 16n1/2+20) >
1 —2exp(—n?).

Combining this with (11.4) and (11.1), we conclude that |gr(%)| < n?/4749 /2 with probability at least
1 —2(n + 2) exp(—n®/800) > 1 — exp(—n®/2)/2. O

The following lemma gives a comparison between the random variable X in Lemma 11.1 and its
“independent Rademacher analog”. This lemma is a simple consequence of Lemma 11.2, since a uniformly
random vector § € {—1,1}" can be interpreted as a mixture of different Boolean slices.

Lemma 11.3. Fiz 0 < 6 < 1/4, and consider a partition [n] =1, U---U I, as in Lemma 11.1, as well
as a symmetric matrix F € R™*"™ q vector fe R™ and a real number fo satisfying conditions (a—d).
Assume that n is sufficiently large with respect to 0.

Consider a sequence ({1,...,0y) € N™ with [0, — |I|/2| < Vn'=%logn and for k = 1,...,m, and
let # € {—1,1}" be a uniformly random vector such that Ty, has exactly ¢ ones for each k =1,...,m.
Furthermore let 5 € {—1,1}"™ be a uniformly random vector (with independent coordinates). Let X =
fot+ f-Z+TFZ andY = fo+ f-§+ §TFij. Then we can couple & and § such that |X — Y| < nd/4t4e
with probability at least 1 — exp(—(logn)?/8).

Proof. For k = 1,...,m, consider independent binomial random variables ¢;, ~ Bin(|I|,1/2). We can
sample 7 by taking a random vector in {—1,1}" with exactly ¢}, ones among the entries with indices in I},
for each k = 1,...,m. Note that altogether this gives precisely a uniformly random vector in {—1,1}".

We now need to define the desired coupling of Z and §. By the Chernoff bound (see Lemma 4.16), with
probability at least 1 —4n? -exp(—(logn)?/4) < 1 —exp(—(logn)?/6) we have |¢}, —|Ix|/2| < Vn'~9logn
for k =1,...,m (here, we used that m < 2n° and |I;| = n/m < 2n'~%). Whenever this is the case, then
by Lemma 11.2 we can couple Z and ¢ in such a way that we have | X — Y| < n3/4t49 with probability
at least 1 — exp(—n%/?). Otherwise, let us couple & and 7 arbitrarily.

Now, the overall probability of having | X —V| < n3/474% is at least 1—exp(—(logn)?/6)—exp(—n%/2) >
1 — exp(—(logn)?/8), as desired. O

In order to obtain the comparison of the characteristic functions of X and Z in Lemma 11.1(3), we
will use Lemma 11.3 to relate X to Y. It then remains to compare the characteristic functions of Y and
Z. To do so, we use the Gaussian invariance principle of Mossel, O’Donnell, and Oleszkiewicz [74]. The
version stated in Theorem 11.5 below is a special case of [81, (11.29)].

Definition 11.4. Given a multilinear polynomial g(z1,...,2z,) = Esg[n] as[[icgwi, fort =1,...,n
the influence of the variable x; is defined as

Inf,[g] = Z a%.
SCln]
tes
Theorem 11.5. Let g be an n-variable multilinear polynomial of degree at most k. Let §j € {—1,1}"
be a uniformly random vector (i.e., a vector of independent Rademacher random variables), and let
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Z~ N(0,1)2" be a vector of independent standard Gaussian random variables. Then for any four-times-
differentiable function ¥: R — R, we have

B (0(7) - (o] < & - 10 ||mzxnft

As a simple consequence of Theorem 11.5, we obtain the following lemma.

Lemma 11.6. Fiz 0 < § < 1/4. Consider a vector f € R™ with || f]lsc < n*/?T3% and a matriz F € R"*™
with entries bounded in absolute value by 1, as well as a real number fo. Assume that n is sufficiently
large with respect to §.

Let § € {—1,1}" be a uniformly random vector, and let Z ~ N(0,1)®™ be a vector of independent
standard Gaussian random variables. Let Y = fo + f Y+ Yy Fy and Z = fo + f 74+ ZTFZ. Then for
any four-times-differentiable function ¢: R — R, we have

E[(Y) = (2)]| S [0 oo - n* 12 + |9 || oo - /2.

Proof. Let I’ be obtained from F by setting each diagonal entry to zero. Define the multilinear poly-
nomial g by g(Z) = fo + f - T + TTF'T + > Fii, and let Y/ = g() and Z' = g(Z). Note that
Infy[g] < (R1/2139)2 4 n < 209 for ¢ = 1,...,n, so 31, Infy[g]* < 4n3+'%. Theorem 11.5 then
implies that

E[p(Y") —p(Z2")]] < 27|[p™ || oo - 0312,

Furthermore, we always have y? = 1 for i = 1,...,n, meaning that Y’/ =Y and in particular E[¢)(Y") —
¥(Y)] = 0. By the Cauchy—Schwarz inequality, we also have

E(Z') = (D)) EW(Z") = ¢(Z)] < |14 loo - EIZ" = Z] < ||/ ]loo - (B[(Z" = 2)°])'/? < 2010 | oon

where we used E[(Z/ — 2)?| = E[(F11(22 = 1)+ + Fp (22 = 1) =2|F1 1> + - + 2|Fn]? < 2nin
the last step. Combining these estimates gives the desired result. O

Let us now prove Lemma 11.1.

Proof of Lemma 11.1. We may assume that n is sufficiently large with respect to 6. Let § € {—1,1}"
be a uniformly random vector and define Y = fy + f ¥+ yTFy. By Lemma 11.3 we can couple ¥ and ¢/
such that | X — Y| < n?/4+% with probability at least 1 — exp(—(logn)?/8).

We can now compute EY = EZ = fy + >, F;;. Furthermore, since |X — Y| < n? always holds,
we have [EX — EY| < E|X — Y| < 03/ 4+ exp(—(logn)?/8) - n? < n®/4+4% and therefore EX =
fo+ 0 Fii + O(n3/4+49). This proves (1).

Note that Y —EY = f 7+ ZKJ 2F; ;jy;y; (here we are using that y? =1 and that F' is symmetric).

Therefore (4.5) gives o(Y)? = || fII3 + 3, 4F2; = 2/ F I3 + If13 — 2327, F2 = 20113 + 1F13 + O(n)
(and so in particular O'(Y)2 < n2+65) Furthermore (using the Cauchy— Schwarz 1nequahty), we have
lo(X)? - =|E[(X - —(Y-EY)’]| <E[|X -Y -EX +EY|-|[X+Y —EX — EY|]

[(x - Y| +[EX —EY|)?))? - (B[(X - EX|+|v ~EY|)?])"

IN

1/2

IN

[|X Y|+ O( 3/4+45))2D1/2~(2E[|X—IEX|2]+2E[|Y—IEY|2])

1/2

A

A

|E
(B
(]E X =YY+ E|X - Y]-On®*4) + 0(n3/2+85)> v (0(X)*+o(Y)?)

1/2
n¥/2455 1 exp(~(logn)/8) - + O(m**+%9)) " (o(X) + o(Y))
S (o(X) + o ().
Hence |o(X) — o(Y)| < n3/4t4% and in particular o(X) < o(Y) + O(n?/4+49) < n!+39. Thus, we obtain
l0(X)? = o(Y)?] = |0(X) — a(V)|(0(X) + o(Y)) < nd/4H40 . nlH+30 = pT/4473 This gives o(X)? =
o(Y)? +0(n™*+7) = 2| F||§ + || f]5 + O(nT/*+7).
To finish the proof of (2), we observe that Z —EZ = f -7+ S FLa(E-1)+ >icj 2k j2i%;, s0 we

can compute 0(2)? = || I3 + 302, 287 + 325.;(2F5)* = 2| FIIE + | £13-
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For (3), consider some 7 € R. We have
loy (1) — oz ()] = ‘E[exp(iTY) - exp(iTZ)]‘ = ‘E[COS(TY) +isin(7Y) — cos(7Z) —isin(72)]
< ‘E[COS(TY) - COS(TZ)]’ + ‘E[Sin(TY) - sin(TZ)]H S r)t - ndH20 47| nl/2,

where in the last step we applied Lemma 11.6 to the functions v — cos(tu) and u +— sin(7u). We
furthermore have

[x () =y (7)) = [Blexp(i7X) —exp(irY)]| < E||exp(irX)—exp(ir¥)|| < |7|-BIX -] § |7]-n®/+4,

using that the absolute value of the derivative of the function u — exp(iTu) is bounded by |7|. Combining
these two bounds using the triangle inequality gives (3). O

12. SHORT INTERVAL CONTROL IN THE ADDITIVELY STRUCTURED CASE

Recall the definition of «-structuredness from Definition 9.1, and recall that in Section 9 we fixed
v = 10~* and proved Theorem 3.1 in the case where (G, €) is y-unstructured. In this section, we finally
prove Theorem 3.1 in the complementary case where (G, &) is y-structured.

As outlined in Section 3, the idea is as follows. First, we apply Lemma 4.12 to the vector d in
Definition 9.1 to divide the vertex set into “buckets” such that the d, in each bucket have similar values.
We encode the number of vertices in each bucket as a vector &; if we condition on an outcome of A
then we can use the machinery developed in the previous sections to prove upper and lower bounds on
the conditional small-ball probabilities of X. Then, we need to average these estimates over A. For this
averaging, it is important that our conditional small-ball probabilities decay as we vary A (this is where
we need the non-uniform anticoncentration estimates in Theorem 5.2(1) and Lemma 6.2).

This section mostly consists of combining ingredients from previous sections, but there are still a few
technical difficulties remaining. Chief among these is the fact that, as we vary the numbers of vertices
in each bucket, the conditional expected value and variance of X fluctuate fairly significantly. We need
to keep track of these fluctuations and ensure that they do not correlate adversarially with each other.

Proof of Theorem 3.1 in the ~y-structured case. Recall that G is a C-Ramsey graph with n vertices, eg €
R and € € RV(%) is a vector satisfying 0 < e, < Hn for all v € V(G), and that U C V(G) is a uniformly
random vertex subset and X = e(G[U]) + >, <y o +eo. We may assume that n is sufficiently large with
respect to C, H, and A.

Step 1: Bucketing setup. As in Definition 9.1, define d € RV(®) by d, = e, 4 deg (v)/2 for all v € V(Q).
We are assuming that (G, €) is y-structured, meaning that lA)LW(cT) < n'/2, where L = [100/~] = 10°
(recall that v = 107%).

Note that ||d]joc < (H + 1)n. Furthermore, for any subset S C V(G) of size |S| = [n1~7], we have
lds|lz =5 n3/2737/2 by Lemma 7.3 and therefore in particular ||dg|s > n3/2727. Thus, we can apply
Lemma 4.12 and obtain a partition V(G) = RU (I; U--- U I,,,) and real numbers k1, ..., Kk, > 0 with
IR < n'™7 and || = -+ = |In| = [n'~?] such that |d, — kx| < n'/274 for all k = 1,...,m and
vely Let V=LU---Ul, =V(G)\R.

Since |R| < n'™7, we have 2n/3 < |V| < n (i.e., |[V] is of order n) and thus furthermore |V|?7/2 <
n?7 /2 <m < 2172727 < 2|V|?7 (which means that we can apply Lemmas 10.1 and 11.1 to the partition
V111U'”Ufm).

In the next step of the proof, we will condition on an outcome of U N R, and from then on we will
only use the randomness of UN (L U---UI,)=UNV.

Step 2: Conditioning on an outcome of U N R. Recall that U C V(@) is a random subset obtained by
including each vertex with probability 1/2 independently. Let 2, = 1if v € U and =, = —1 if v ¢ U,
so the z, are independent Rademacher random variables. Then, as in (3.1) and the proof of Lemma 7.1
our random variable X = e(G[U]) + >_, <y €v + €0 can be expressed as

1 1 1 1 1
EX + 3 Z (ev + 2degG(v))xv + 1 Z Tuly = EX + 3 Z dyZy + 1 Z ZyZy. (12.1)
veV(G) weE(G) veV(G) weEE(G)
Let us now write # for the vector (z,),cv; we emphasize that this does not include the indices in R.
We first rewrite (12.1) as a quadratic polynomial in Z (where we view the random variables x, for
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u € R = V(G)\V as being part of the coefficients of this quadratic polynomial). To this end, let
M € {0,1}V*V be the adjacency matrix of G[V], and also define

1 1 1
yv:dv—i—i Z z, forveV and E:EX+§Zd”x”+Z Z TyLoy-
uER vER uwveE(G[R])

weE(G)
Then
1 1
X=F + 8xTMx (12.2)
Since |R| <n'7,and 0 < d, < Hn+n/2 < (H—|— 1)n for all v € V(G), Theorem 4.15 (concentration via

hypercontractivity) in combination with (4.5) shows that with probability at least 1 — exp(—Qz(n?/?))
(over the randomness of z,, for © € R) we have

‘ Z Ty| < n'/? for each v € V, Z Tuly| <N, Zdvzv <n%?/2,
uER wv€E(G[R]) vER
wveE(G)

which implies that |F — EX| < n%? and |y, — d,| < n'/2 for all v € V. For the rest of the proof, we
implicitly condition on an outcome of U N R satisfying these properties, and we treat F and ¢ = (yy)vev
as being non-random objects.

Note that [l < Hn +n/2 +n'/? < (H + 2)n and ||§lls > |ldv]l2 = |I§ = dvll2 > dvll2 — n.
Furthermore, we have ||dy ||y >¢ n3/2 by Lemma 7.3 and therefore ||| >¢ n3/2.

Step 8: Rewriting X via bucket intersection sizes. Recall that we have a partition V = I, U---U [, into
“buckets” with |I;| = --- = |I,,,| = |[V|/m and |[V|?7/2 < m < 2|V|?7. Let I € RV*V be the identity
matrix, and let Q € RV*Y be the symmetric matrix defined by taking Q. = 1/|I| = m/|V| for u,v
in the same bucket I, and @, = 0 otherwise. Multiplying a vector ' € RY by this matrix Q has the
effect of averaging the entries of ¥ over each of the buckets Ix, and hence (I — Q)¢ has the property that
for k =1,...,m the sum of the entries in v7, is zero.

Let us define A € RV by A= Q7 so for any k=1,...,m and any v € I}, we have

A
A, ‘mz <|UﬂIk| 5 )

Hence, A encodes the sizes of the intersections |[UNIg| for k=1,...,m. In our analysis of the random
variable X, we will condition on an outcome of A and apply Lemma 11.1 to study X conditioned on A.
However, the vector  and the matrix M appearing in (12.2) do not satisfy conditions (a), (c), and (d)
in Lemma 11.1. So, we need to modify the representation of X in (12.2).

Define M* = £(I - Q)M (I — Q) and vy = 1(I-Q)(§+4MA). Then (recalling that ) is symmetric)

1 1
X=E+§y x+8fTMx
1 L oL 1 . 1, I I .
=F+ 5([— Q)Y %+ SU (QT) + ng(I— QM(I - Q)T+ ZxT(I— Q)MQZ + ngQMQx
1 - 1—» —
= (E+2§' A+8ATMA) —&-u?*&-f—kaM*f. (12.3)

Furthermore, M* has the property that for all k, h € [m], in the submatrix M*[I}xI};] all row and column
sums are zero, and ’LE*& has the property that for each k = 1,...,m, the sum of entries in (u?*A) 1, 1s equal
to zero. Also note that since M has entries in {0,1}, all entries of (I — Q)M Q and hence all entries of
M* have absolute value at most 1. Thus, @ and M™ satisfy conditions (b)—(d) in Lemma 11.1.

Also, since M* is defined in terms of the adjacency matrix of a Ramsey graph, Lemma 10.1 tells us

that it must have large Frobenius norm. Indeed,
N 1
IM* [ = 57 IM = (MQ + QM = QMQ)|[; Ze n* (12.4)

by Lemma 10.1 applied with § = 2y = 2-107% and r = 3 (here we are using that M is the adjacency
matrix of the (2C')-Ramsey graph G[V] of size |V| 2 n, and we are using that the matrix B = MQ +
QM — QMQ € RV*V has the property that rank B[I x I,] < 3 for all k, h € [m]).
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Step 4: Conditioning on bucket intersection sizes. By a Chernoff bound, with probability at least
1—2n? . n=M =1 —n=*W we have ||U N I| — [I;]/2] < VIIk|(logn)/2 = \/[V]/m - (logn)/2 for
k=1,...,m, or equivalently |A,| < /m/|V]logn for all v € V.

We furthermore claim that with probability 1 — n~%() we have [ 0% oo < n'/2+57, Indeed, recall
that @’ = LI-Q) T+ %M&) and (from Step 2) |y, — d,| < n'/? for all v € V. Recall from the choice
of buckets in Step 1 that for all k = 1,...,m and v € I}, we have |d, — kx| < n'/?t%7, implying that
Yo — ki < 20?247 In particular, we obtain |y, — y.| < 4n'/?t%7 for all u,v € V that are in the same
bucket Iy. Hence ||(I — Q)¥|loo < 4n'/?T%7. Furthermore, since all entries of (I — Q)M Q@ have absolute
value at most 1, Theorem 4.15 (concentration via hypercontractivity) shows that with probability at
least 1 —n-n~«® =1 — p=0 we have ||[(I — Q)MA|ls = ||(I — QQMQ||oc < v/nlogn, which now
implies || [loc < n/2+57 as claimed.

Let us say that an outcome of A is near-balanced if 0% Moo < nl/2¥57 and |A,| < \/m/[V]logn
for all v € V. We have just shown that A is near-balanced with probability 1 — n~«(). Note that for
near-balanced A we in particular have [ W% oo < |V|1/2+67 and [[UNI] = |Ik| /2] < /|V]/m-(logn)/2 <
VIVIE=271og |V| for k = 1,...,m. If we condition on a near-balanced outcome of A (which is equivalent
to conditioning on the bucket intersection sizes |[U N I| for kK = 1,...,m), then we are in a position to
apply Lemma 11.1 with 6 = 2y = 2-10~*. Together with the machinery in Sections 5, 6, 8, and 10 we
can then obtain upper and lower bounds for the probability that, conditioning on our outcome of &, the
random variable X lies in some short interval'’

To state such upper and lower bounds, let us write Ex = E[X |5] and define oz > 0 to satisfy
025 = Var[X|A]. By Lemma 11.1(2), for near-balanced A we have 025 =2|M*||2+ ||u72||§+0(n7/4+14“’),
implying that o3 > [[M*||r Zc n by (12.4).

Claim 12.1. There is a constant B = B(C) > 0 such that the following holds for any fixed near-balanced
outcome of A.
(1) For any x € Z we have
exp(—Qc(lz — Egl/oz)) +n 0!
9X
(2) There is a sign s € {—1,1}, depending only on M*, such that for any fired A > 0 and any x € Z
satisfying 3n < s(x — Ex) < Aoy, we have

Pr[\X —a| < B‘&} <c

= 1
Pr[\X — ) < B‘A} >4 —.
9X
We defer the proof of Claim 12.1 until the end of the section (specifically, we will prove it in Sec-
tion 12.1). The proof combines the machinery from Sections 5, 6, 8, 10, and 11.

Step 5: Estimating the conditional mean and variance. We wish to average the estimates in Claim 12.1
over different near-balanced outcomes of A. To this end, we need to understand how the conditional
mean and variance Ex = E[X |A] and 025 = Var[X|A] depend on A (recall that we already fixed an
outcome for U N R in Step 2, which in particular fixes £ and ¢). Most importantly, Ex positively

correlates with the coordinates of A: recall that A encodes the number of vertices of our random set U
in each bucket, so naturally if we take more vertices we are likely to increase the number of edges we end
up with. However, there are also certain (lower order, nonlinear) adjustments that we need to take into
account. In this subsection we will define “shift” random variables Egpifi(1), Fsnite(2) and oshigy depending

on A. We then show that these shift random variables control the dependence of Ex and oz on A.
Let Egie(1) = %gj’ A and Egnise(2) = éﬁTME. Recalling (12.3), by Lemma 11.1(1) (applied with
d = 2v) we have E3 = E[X|A] = E+ Egpige (1) + Eonite2) + 2_vev Moy +O(n3/487Y if A is near-balanced.

100ur upper and lower bounds for this probability differ by a constant factor. As suggested by one of the anonymous
referees, one may wonder whether in this setting it would also be possible to characterize this probability for short intervals
asymptotically (up to a 1+ o(1) factor), potentially even asymptotically characterising the conditional point probabilities
of the form Pr[X = z|A] (proving a local limit theorem conditional on the outcome of A). While one might be able to
asymptotically characterize conditional small-ball probabilities of the form Pr[|X — z| < B|A] when B — oo as n — oo
by adapting the arguments in this paper, characterising point probabilities (or probabilities for bounded-length intervals)
would likely require significant new ideas.

44



Recalling v = 10~* and that all entries of M* have absolute value at most 1, we obtain
|Ex — E — Equite(1) — Bsnito2)| < 2n. (12.5)

for all near-balanced A (i.e., Ex is “shifted” by about Egpif(1) + Esnie(2) from E).

Recall that ||7]l2 >¢ 7%/ and [|7]|ec < (H + 2)n from the end of Step 2. Furthermore, we observed
that ||(I — Q)¥|lee < 4n'/2*47 in Step 4, which implies ||(I — Q)72 < 4n' %Y. Thus we obtain |Qifll2 >
1712 — (I = Q)72 =c n*/? and ||Q]lco < (H + 2)n. Roughly speaking, this means Qf behaves like
a vector where every entry has magnitude around n, and we can apply the Berry—Esseen theorem to
Egnige(1) = %gj’ A = %(Qg) ST = Zvev(%Qg)vxv (the Berry—Esseen theorem is a quantitative central
limit theorem for sums of independent but not necessarily identically distributed random variables; see
for example [83, Chapter V, Theorem 3|). Indeed, let Z ~ N(0, (3[|Q#]2)?); the Berry—Esseen theorem

shows that for any interval [a,b] C R, we have

| Pr[Egnite(1) € [a,b]] — Pr[Z € [a,b]]] Sco,m 1/V/n. (12.6)
In particular, for every interval [a,b] C R of length b — a > ||M*||r, we have
b—a

Pr[Eshift(l) € [avb]] S/C,H (127)

(recalling that ||M*|lr Z¢ n by (12.4)).

Recall from Step 4 that for near-balanced A we have 02& = 2||M*||3 + ||7I1'*&||§ + O(nT/4+147) =
2| MR+ 31— Q)7+ (I — Q)MA|2+O(n™/4+147) (using the definition of W% in Step 3).
define o > 0 to satisfy o = 2||M*||% + [|3(I — Q)7]|3. Note that o does not depend on A (in a moment
we will define ogpire to bound the deviation of oz from ). Also note that we have o > [[M*||r Z¢c n
(recalling (12.4)) and 02 < 2n? + 4n?T87 < p?! meaning that o < n'-0.

Finally, let us define ognir, = ||2(1 — Q)MA|2. Using the inequality ||7 + @3 < 2||7]|3 + 2[|[|3 for
any vectors 7,1 € R, as well as (12.4) (recalling that v = 10~4), for any near-balanced A we have

n3/2

Let us now

* 1 —
<43+ 2 50 - Q)7

2 1 L2
% 2+2H1(I7Q)MAH2:202+2J§hift.
Similarly (using ||7 —@[|3 > §[|7]|5 — [|]|3),

o 2 01 + 5|50 - @], - |50 - @[ = Jo? - 3,
A — F 2112 2 4 9 2 shift*

Therefore, for every near-balanced 5, we must have o3 < 20 or 0/2 < 03 < 20 (indeed, if 02 <
02&/47 then 025/2 <202 and (5/4)02& > 02/2).

Step 6: Controlling correlations of the shifts. In order to average the estimates in Claim 12.1 over the
different outcomes of &, we need to ensure that the “shifts” ounits, Eshire(1), Eshite(2) (each of which are
determined by &) do not correlate adversarially with each other. More specifically, we need that the
quantities ospifs, Esnife(2) do not correlate very strongly with Egpifi(1), as shown in the following claim.

Claim 12.2. Let [a,b] C R be an interval of length b —a > | M*||p. Then
E|(EZute) + 0-52hift>]lEshifc(l)G[a,b]} Scm n'?(b—a).

In order to prove Claim 12.2, we will use a similar Fourier-analytic argument as in the proof of
Lemma 6.1 to estimate expressions of the form E[z,, - - -z, ]]'Eshift(l)e[avb]]’ and deduce the desired bounds
by linearity of expectation. We defer the details of this proof to the end of the section (specifically, we
will prove it in Section 12.1).

After all this setup, we are now ready to prove the desired bounds in the statement of Theorem 3.1.
Let B = B(C) > 0 be as in Claim 12.1. Consider z € Z, and write ' =  — E. Let £ be the event that
|X — 2| < B. We wish to prove the upper bound Pr[€] <o g n~3/2, and if |2/| < (A + 1)n®/? for some
fixed A > 0 we wish to prove the lower bound Pr[£] > .4 n™3/? (recall that |E — EX| < n3/2 from

~

Step 2, so we have |2/| = |z — E| < (A + 1)n®/? whenever |z — EX| < An®/?).

Step 7: Proof of the upper bound. First, recall from Step 4 that A is near-balanced with probability
1 —n«M_  Also, for £ to have an appreciable chance of occurring, FEgnite(1) must be quite close to 2.
Indeed, note that if £ occurs, A is near-balanced, and | Enite(1) — 2’| > o(log n)2, then we have

|X — E — Eqite(1)| > |Benite1) + E — 2| = B = |Eqwiee(1) — 2’| — B > o(logn)? /2
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> ||M*||g Z¢ n from Step 5). On the other hand by (12.2) we have (recalling that

= 3(QY) - 7)

1 1

X —E— Egint) = =7 - %+ -
shift(1) 2y T+ ]

Hence (as M is a symmetric matrix with zeroes on the diagonal), we have E[X — E — Eg,;g(1)] = 0 and

o(X — E — Egir1)? = 55 IM[1E + I3 — Q)73 < n? + 0 ¢ 0? by (4.5) and the definition of ¢ in

1 1 1
FTME— 5(Q)) %= 5((I - Q)) - T+ ZaTME.

Step 5. Thus, accounting for the probability that A is not near-balanced, we have

Pr[€ N {|Egige(1) — 2’| > o(log n)*}] <Pr[|X - F — Egnite(1y| > o(log n)?/2] + n~vM < pwel) < p=3/2
(12.8)
by Theorem 4.15 (concentration via hypercontractivity).

So, it suffices to restrict our attention to A which are near-balanced and satisfy |Egnige(1) — x| <
o(logn)?. The plan is to apply Claim 12.1(1) to upper-bound Pr[€|A] for all such A, and then to
average over A. When we apply Claim 12.1(1) we need estimates on oz and |z — Ex|; we obtain these
estimates in different ways depending on properties of Fgpig(1), Eshite(2)s Oshift -

First, the exponential decay in the bound in Claim 12.1(1) is in terms of |z — Ex|. From (12.5) one
can deduce that |z — Ex| is at least roughly as large as [2" — Egpifo(1)], unless Egpife(2) is atypically large
(at the end of this step we will upper-bound the contribution from such atypical 5) Let H be the event
that A is near-balanced and satisfies | Esnite(1) — @' < o(logn)? and |z — Ex| > |Eguee1) — 2'|/2 — 2n;
we start by upper-bounding Pr[€ N H)].

For any outcome of A such that { holds, by Claim 12.1(1) we have

_ - —0.1
Pr[|X — ol < BJA] <o exp(~Qc (| — Exl/o5)) +n
X
< exp(*QcﬂEshift(u —'|/oz)) R 12.9)
Ox

(recalling from Step 4 that o3 > || M*|lr Z¢ n). Also note that by (12.7), we have

o(logn)?

Pr[H] < Pr[|Egige1) — 2’| < o(logn)®] Seom 372

< n—0.45 (10g n>2

(recalling that o > ||M*||r and o < n'% from Step 5).
Recall from the end of Step 5 that we always have 03 < 204y or 0/2 < 03 < 20. First, we bound

PrEnHN{o/2 <ox < 20}]

N | Egnite (1) — ']
:ZPr [50?{ﬂ{0/2§0&§20}ﬂ{j§ L <j—|-1H
o

§=0
(o) ES ; ) —Q .
<c Zpr [’Hﬂ(a/? <oz <20)N {j < M <j+1}] . (M+n—l-1>
= o o
1.1 = |Eshift(1) - $/| eXp(_QC(j))
<Pr[H]-n"" +ZPr{j§<j+l] e
, o o
7=0
< —0.45 2 11, N\~ 0 exp(—0c(j)) < . -3/2
SoEn (logn)® - n + ZO 372 . Sen ,
j=

where in the first inequality we used (12.9) and in the final inequality we used (12.7) (recalling that
o2 ||M*||r).
Next, let us bound Pr[€ NH N {0z < 204nig }]. Note that Claim 12.2 implies

E 0’2&]1Eshift(l)€[a-,b]10’5§2Ushifti| <4-E |:0’52hift1Eshift(1>€[a,b]i| S_,C’,H nl/Z(b - a) (12-10)

for any interval [a, b] C R of length b—a > [|[M*||r. Hence, recalling from Step 4 that o35 > |[M*||r Z¢c n
for every near-balanced 5, we obtain

Prl€NHN{ox < 20mis }]
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ox ; . | Bty — 2|
Pr|ENHN < 20iee + N A& ogtlindjc 50 T 1
;o renmn o < 2oy o {2 < AL IS e T

A ;i Esﬁ —.’E,
<c ZPr [Hﬂ{oA<205hlﬁ}ﬁ{2‘ 7% 2l+1}ﬁ{j§|l.ft(l)|<j+1H

=0 = [M[|e 2| M*|[g
_(eXP‘(QC(J)) +n1'1)
2| M* ||

Pr[H] [ { ox } { | Bty — | H exp(—Qc(5))
< + Pr |{ox < 206nirt} N < Neg< ) 70 iy 2 )

i Z (02 = 2owin} Bl "US e 20 Ml

o~ n'P2M e exp(=Qc(d))
< n=045(1oen)2 - 11 4 n 4 F , c
NG H (logn) i;() (20| M*|[p)? 2| M*||¢
nl/2 nl/2
oo 32 gy 00D S0 4 i S

1,7=0

(The first inequality is by (12.9) and in the third inequality we used (12.10) with Markov’s inequality.)
We have now proved that Pr[ENH] <c i n~3/2. Recalling the definition of H and (12.8), it now suffices
to upper-bound the probability that & holds, A is near-balanced, and |t — Ex| < |Egnie(1) — 2'[/2 — 2n.
If A is near-balanced and |l — Ex| < |Egnige(1y — 2'|/2 — 2n, then |Egig (1) — 2’| > 4n and, using
v’ = r — F and (12.5), furthermore |Egpigt(2)| > [Eshier) + E — @] — |[Ex — o] = 2n > |Egpige 1) — 2']/2.
Hence (using Claim 12.2 noting that | M*||r < n, and Markov’s inequality)

Prllz — Ex| < |Egig1) — 2'|/2 — 2n and A is near-balanced]

> 1/2 2%n

i it+1 i—1 o172
< ZPI[(Q n < | Eaige(ry — 2’| < 2770) 0 (| Egnigez)| > 2 | Son Z 21,2 SnTl2

For every near-balanced outcome of A, by Claim 12.1(1) we have Pr[€|A] <¢ 1/(7A Sc 1/n (recalling
from Step 4 that o5 > ||[M*||[r Zc n). Hence the probability that £ holds, A is near-balanced, and
|z — Ex| < |Egnie(1) — 2|/2 — 2n is bounded by OcyH(n*S/Q), completing the proof of the upper bound.

Step 8: Proof of the lower bound. Fix A > 0, and assume that |z — E| = |2/| < (A + 1)n3/2. We
need to show that Pr[€] 2c .4 n~ /2. To do so, we define an event F such that we can conveniently
apply Claim 12.1(2) after conditioning on this event (roughly speaking, we need Egpif (1) to take “about
the right value”, and we need Egpig(2) and ospige “not to be too large”). We study the probability of F
by applying (12.6) (Gaussian approximation for Egpi (1)) as well as Claim 12.2 together with Markov’s
inequality (as in the upper bound proof in the previous step).

Let s € {—1,1} be as in Claim 12.1(2). For any 0 < K < n%/2/(20), we can consider the event that
Ko < s(2' — Egpige(1)) < 2K 0, which can be interpreted as the event that Eg,ig (1) lies in a certain interval
of length Ko whose endpoints both have absolute value at most |2/| + 2Ko < (A +2)n3/2. Using (12.6),
we can compare the probability for this event to the probability that a normal random variable with
distribution N (0, (3]|Q¥]l2)?) lies in this interval. In this way, we see that the probability of the event
Ko < s(2" — Egnigg(1)) < 2Ko is at least

exp(—(A +2)%n%/(311Q7113))
V2r - 317

where we used that | Q7|2 >¢ 7%/ and ||Q¥]lec < (H + 2)n (which implies that ||Qiflls < n%/?), as
discussed in Step 5.

Now, recalling that nl'% > ¢ > ||[M*||p ¢ n from Step 5, we can take K = K(C,H,A) > 10*
to be a sufficiently large constant such that the right-hand-side of (12.11) is at least a/n?’/ 2, such that
|M*||p > K~=Y*.n, and such that the hidden constant in the < g notation in the statement of
Claim 12.2 is at most K /4. By the choice of K, we have

o exp(—Oc,A(l))

Ko -
g On(n3/2)

— Oc.n(1)yn) > K — Ocn(1/y/n), (12.11)

Pr[Ko < s(2' — Egire(1)) < 2Ko] >
a7
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Furthermore, using Claim 12.2 and Markov’s inequality we have

n'/?. oK o
2K5/An2 232
Thus, with probability at least o/(2n%/2), we have thift@)—l—oszhift < 2K54p2 and Ko < 5(2" = Egnige (1)) <
2Ko. Let F be the event that these two conditions are satisfied and A is near-balanced (and note that F
only depends on the randomness of &) Recalling from Step 4 that A is near-balanced with probability
1 —n~“M we see that Pr[F] > o/(4n®/?).

We claim that whenever F holds, we have 0/K? < 05 < K?0 and 3n < s(x — Ex) < 3K®03. For
the first claim, note that if F holds, then o2, < 2K®/*n? < K?n?/4 and hence 0'25 > 02/2 — 0% >
0?/2 — K?n?/4. So, if ¢ > Kn, we obtain the desired lower bound oz > ¢/2 > o/K? If 0 < Kn,
then we instead obtain the desired lower bound on o5 by observing that o < Kn < K?||M*||p < K?0x
(using that Ais near-balanced). For the upper bound on o, recall from the end of Step 5 that we have
ox <20 < K20 or 05 < 204nige- In the latter case, we obtain o3 < 204 < Kn < K?|M*|r < K?0.
Altogether, we have proved that o/K? < o A< K 20 whenever F holds, as claimed.

For the second of our two claims, note that whenever F holds, we have Eszhift@) < 2K%/4p2 <
2K7/4HM*||% < K?0?/4, so | Egnite(2)| < Ko /2 and hence Ko /2 < s(2’ — Egpie(1) — Eshire2)) < 2.5K0.
Recalling (12.5) and 2’ = « — E, this implies the desired claim

Pr((EZyis(2) + Tonite > 2K°/*n?) N (Ko < s(2' — Bgire()) < 2Ko)] < KMV

3n < Ko/2—-2n<s(x—Ex) <25Kc+2n<3Ko < 3[(3057

where in the first and fourth inequalities we used that n < KY4|M*|lp < K'%0, and in the last
inequality we used the first claim.

Now, having established the above claims for all outcomes of A satisfying F, Claim 12.1(2) implies
that Pr[€|F] 2c.m.a 1/(K?0). Thus, Pr[€] > Pr[F] - Pr[E|F] Zc.m.a o/(4n?/2) -1/ (K?0) 204 n~3/2,
completing the proof of the lower bound. O

12.1. Proofs of claims. In order to finish the proof of Theorem 3.1 in the y-structured case, it remains
to prove Claims 12.1 and 12.2.

Proof of Claim 12.1. Recall that in the statement of Claim 12.1 we fixed a near-balanced outcome of A
and the desired conclusions are conditional on this outcome of A. Throughout this proof, let us therefore
always condition on the fixed outcome of 5, which we now view as being non-random, and for notational
simplicity we omit all “|§” notation.

Recall that we have 0% = 2||M*[|5 + [|[wk I3 + O(n™/4+147) and 0% oo < n'/2+57 (since A is near-
balanced). Also recalling that all entries of M* have absolute value at most 1, this implies 025 <
n?+n-plt107 4 O(n7/4H147) < 22 (as y = 107*). Thus, o5 < n'l

For the upper bound in (1) we will use Lemma 6.2 and for the lower bound in (2) we will use
Lemma 6.3. Recalling (12.3), let Z be the “Gaussian analog” of X: let z ~ N(0,1)®" be a standard
n-variate Gaussian random vector and let

7= <E+ %17~5+ ;&TM&> iy F 4 TME

Let v = v(2C,0.001) > 0 be as in Lemma 8.1 and let ¢ = 2/v. Let s € {—1,1} be the sign of the
eigenvalue of M* with the largest magnitude. We collect several estimates.

(A) 0(Z) x¢c 05 Zc nand |[EZ — Ex| < 2n.

~

(B) For all z € R,

2 _
(©) 25, lex(7) = z(r) dr <n~12.
(D) For any fixed A" € Rxq, assuming that n is sufficiently large with respect to A’, we have
pz(y1)/pz(y2) <2 for all Y,y € R with 0 < s(y; — EZ) < A'0(Z) and |y; — yo| < 2n'/%e.
(E) For any fixed A’ > 0 and any = € Z satisfying 0 < s(z —EZ) < A'0(Z),

Pr[|Z —z| <e] 2o

o7 and pz(x) 2o ar o(7)
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We will prove (A-E) using the results from Sections 5, 8, 10, and 11; before explaining how to do this,
we deduce the desired upper and lower bounds in (1) and (2). Let B = B(C) = 10* - 2¢. First, using
that by (A) we have ¢ < o(Z) for sufficiently large n, and using (B), we can apply Lemma 6.2 to X —EZ
and Z —EZ and o(Z). Hence for all © € Z we have

Pr[|X —z| < B]<2-10" sup Pr[|X —y| <¢]
y€ER
le—y|<B

Se oot rgen(-ae (22 ve [ 22/; lox(r) — (7] dr.

The bound in (1) then follows from (A) and (C). Second, by (A) and (E), if x € Z satisfies 3n <
s(z — BEx) < Aoy then Pr[|Z — x| < €] 2¢,4 1/0 5. Furthermore, for all y1,ys € [z — n'/4e,z + nl/4¢]
by (A) we have 0 < 3n — [EZ — Ex| — n'/*e < s(y1 — EZ) < A'0(Z) for some A’ = A'(C, A), and
therefore pz(y1)/pz(y2) < 2 by (D). Let K = 2 and R = n'/*, so by Lemma 6.3 we have (recalling that
B =10*-2¢ = 10*Ke)

2/e

PI‘HX — .CE| S B] Z QC,A(I/UA) — 06.3 <R1£(Z, E) +€/
—2/e

|ox(7) = ¢z (7)| dT>~

The bound in (2) then follows from (A-C).

Now we prove (A-E). First, note that for any matrix M e with rank at most say 400, we have
|| p* — M”% = &IIM—(MQ+QM — QMQ+64]T/.7)H% >c n? > ||[M*||Z by Lemma 10.1. Also note that
M* and w% satisfy conditions (a)~(d) in Lemma 11.1 for § = 2y = 2- 1074, as discussed at the end of
Step 3 and the start of Step 4 above.

Then, the two parts of (A) follow from parts (1) and (2) of Lemma 11.1 (applied with § = 2y = 2.107%),
recalling 03 Z¢ n from the end of Step 4. Furthermore, (B) and (E) follow from Theorem 5.2(1-2) (for
the second part of (E), we use Theorem 5.2(2) with € — 0).

Now, consider y1,y2 as in (D), so in particular |y; — ya| < 2n
Lemma 5.11 (with r = 8), and (A), we have

RVXV

1/4¢. By the inversion formula (4.1) and

oo

1 . ) .
|Pz(y1) *Pz(y2)| = ‘27_[_/ (67“—91 _ 6717212)]E617Z dr

— 00

< / min{|r (s — y2)|,1} - [Ee"Z| dr

oo
<c / min{n*4|7|,1} - (1 + 7203 "2dr <n~ 7% = 0(1/0(2)),
— 0o

from which we may deduce (D) using the second part of (E). It remains to prove (C), i.e., to bound the
integral ffég/a lox (1) — oz(T)|dr by n=12. If |7] < n=%9 then by Lemma 11.1(3) (with § = 2v) we
have |ox (7) — @z (7)| < |7* - 324 4 |7 - n?/4487 < |7| - n3/4487, Thus, the contribution of the range
|7| < n7%9 to the integral fféjs lox (1) — @z (1) dr is O((n=999)2 . n3/487) = O(n=1-23+87) | which is
smaller than n~=12/2 (recalling that v = 107%).

For n= 099 < |7| < 2/e we bound |px(7)| and |pz(7)| separately. By Lemma 5.11 (with r = 400)
we have |pz(7)] <o (1 + 72n2)7100 < (p092)7100 = ;=2 To bound |¢x(7)| we use Lemma 8.1, after
conditioning on any outcome of U N (Io U---U I;,). After this conditioning, the remaining randomness
is just within the first bucket I;, and conditionally X is of the form required to apply Lemma 8.1 with
respect to the (2C)-Ramsey graph G[I1] of size |I;| > n'=27, and we obtain |ox (7)| <n~ (17275 < p—*
since |[7| > n799 > |[;|7%999. Thus, in the range n=%% < |7] < 2/e we have |px(7) — 0z(T)] <
lox (T)] + |pz(7)] < n~2, and so the contribution of this range to the integral f_zgjs lox (T) — oz(7)|dr
is also smaller than n=12/2. O

We will deduce Claim 12.2 from the following auxiliary estimate, applied with £k = 1 and with k£ = 2
(recall that the functions ¥ and f already appeared in the proof of Lemma 6.1).

Claim 12.3. Fiz k € N. Let us define the function ¢: R — R as the convolution 1 = 1;_1 17 *x 1|_q 1]
(where 1(_1 1) is the indicator function of the interval [-1,1]) and let f = ¥ be the Fourier transform of

. Consider a matriz A € RV*YV whose entries have absolute value at most 1, and a vector ﬁ e RY with
1Bllec < /4. Then for any t € R we have |E[(ZTAZ)* f(5 - & — t)]| <p (Vn/||B]l2)2*H! - nF—1/2,
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Proof. Observing that 22 = 1, we can express (FTAZ)* as a multilinear polynomial of degree at most
2k in the |V| < n variables x, for v € V. For each ¢ < 2k this polynomial has at most O(n) terms of
degree £, and for each such term the correspondlng coefficient has absolute value at most Ok( (2k—0)/ ).

It suffices to prove that |Elz,, - -z, f( - Z — t)]| <¢ 18]l ) for any ¢ < 2k and any distinct
v1,...,v € V. Indeed, this does imply |[E[(ZTAZ)*f(5 - 7 — 1)]] <k Z ConR=0/2 8], R Sk
(vn/)|B|2)2k+E - nk=1/2 using that ||B]2 < v/ since |V| < n and ||| < 77/4 <1.

Note that the support of the function ¢ is inside the interval [—2,2] and we furthermore have 0 <
¥(0) < 2 for all § € R. Therefore we can write

[Efze, @0, f(5 -7 )] = ‘E[/

— 00

2

) o Gl dGH <2 / IE[zy, - - 2o, e~ FD)]| df.

-2

oo

By (4.2), for —7/2 < XA < 7/2 and v € V we have |[E[e"***]| = | cos A| < exp(—A2/7?), and

) 1 1
Bloe ]| = |3 xp(i3) = 5 exp(-i%)| = [sin Al < W,

Since |08, < 7/2 for all v € V and —2 < § < 2, we can deduce (also using that |3,| < 1 for all v € V)

2
2 2 2 2 2 212
Elo, - 20, f(5 - 7 — )] < 2/ \95% - (0*/7)82 < 2/ 10]e=0*/=)(1513-0) gg

UEV\{UL...,OZ}

. 1 20 Bla/7
Se / 61 e~ 171/ dg = z+1/ o Jale dz e 181,
-2 IBIISTE S =215l

as desired (where in the last step we used that the integral [~ | z|me’z2dz is finite). O
Finally, let us deduce Claim 12.2.

Proof of Claim 12.2. First, note that it suffices to consider the case where the interval [a,b] has length

exactly (2H + 4)n. Indeed, in the general case we can cover [a,b] with [(b— a)/((2H + 4)n)] Sc.u

(b—a)/((2H + 4)n) intervals of length exactly (2H + 4)n (here, we used that b — a > ||M*||r Z¢c n by

(12.4)). So assume that b—a = (2H +4)n and let s = (a+b)/2, then [a,b] = [s— (H +2)n, s+ (H +2)n].
Using that Q and M are symmetric recall from Step 5 that

T A=5QDF Fane = (ATMA = GTQMOQ)R,

2
i = 1l ~ QMEIR = (1~ QMQEI = L FTQM(I — Q) MQi = %f QMU QIMG
Recall that M has entries in {0, 1}, and recall the definition of @ in Step 3 (and the fact that multiplying
with @ has the effect of averaging values over buckets). This shows that in QM@ and also in (I —Q)MQ
(and consequently in (1/n)QM (I — Q)?MQ) all entries have absolute value at most 1.

Furthermore recall from Step 4 that ||Q¥]lec < (H 4 2)n and ||Q||2 =¢ n3/2. Consider ¢ and f as in
the statement of Claim 12.3, and recall from the proof of Lemma 6.1 that f(t) > 1;_; 1j(¢) for all t € R
(more specifically, the function f is given by f(t) = (2(sint)/t)? for t # 0 and f(0) = 22). Also note that

2 2 :
Eshift@) and 05, are both nonnegative.

Now, let 5 € RV be given by ((H + 2)n)~* - éQg, and note that then ||3]le < 1/2 < 7/4 and

Egnite(r) =

1112 >c,u n'/?. Furthermore, let t = ((H + 2)n)~'s, so (recalling that Egn) = 2(QY) - & and
la,b] = [s = (H 4+ 2)n, s + (H + 2)n]) we have Egz (1) € [a,b] if and only if B-i—te [— ’1]. Hence

3 E[(T(QMQ)7)* (5 -7 — 1)
E[Eghift@)]]-Eshift(l)é[a,b]] = ]E[Es2hift(2)15-57t€[71’1]] < E[E? it (2) f(ﬁ )] = 64

and therefore by Claim 12.3 applied with A = QMQ and k = 2,

E(Bite() Lomureclat]) S (V/I1B]12)° - 0% Seom n®2.
Similarly, writing A = (1/n)QM (I — Q)>MQ and applying Claim 12.3 wih k = 1, we have
E[02it0 L By €lant)] < Elo2uf(5-7—1)] = 1% E[(@TAZ) f(B-7— )] S n- (Vn/|Bl2)* n'? Som n2.
Summing these two estimates and recalling that b — a = (2H + 4)n now gives the desired result

]E[(Eszhift@) + O-ghift)]]‘Eshift(l)e[a7b” Sc.H nl/z(b —a). U
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13. SWITCHINGS FOR POINTWISE PROBABILITY ESTIMATES

So far (in Theorem 3.1), we have obtained near-optimal estimates on probabilities of events of the
form |X — z| < B, for some large constant B. However, in order to prove Theorem 2.1, we need to
control the probability that X is exactly equal to = (assuming that ey and the entries of the vector € are
integers). Of course, an upper bound on Pr[|X — z| < B] as in Theorem 3.1 implies an upper bound on
Pr[X = z]. So it only remains to prove the lower bound in Theorem 2.1.

In order to deduce the lower bound in Theorem 2.1 from Theorem 3.1, it suffices to show that Pr[X = z]
does not differ too much from Pr[X = z'] for 2’ € [x — B,z + B]. In order to show this, we use the
switching method, by which we study the effect of small perturbations to U. For example, in the setting
of Theorem 2.1 one can show that for a typical outcome of U there are many pairs of vertices (y, z) such
that y € U, 2 ¢ U and |[N(2) N (U \ {y})| — IN(y) N (U \ {z})| + e. — e, = £. For such a pair (y, z),
modifying U by removing y and adding z (a “switch” of y and z) changes X by exactly £.

As discussed in Section 3.5, we introduce an averaged version of the switching method. Roughly
speaking, we define random variables that measure the number of ways to switch between two classes,
and study certain moments of these random variables. We can then make our desired probabilistic
conclusions with the Cauchy—Schwarz inequality.

First, we need a lemma providing us with a special set of vertices which we will use for switching
operations (the properties in the lemma make it tractable to compute the relevant moments).

For vertices vy, ...,vs in a graph G, let us define
N(vi,...,vs) =V(G@)\ ({vr,...,vs} UN(v1) U+ U N(vy))
to be the set of vertices in V(G) \ {v1,...,vs} that are not adjacent to any of the vertices vy, ..., vs.

Lemma 13.1. For any fited C;H > 0 and D € N, there exist p = p(C,D) with 0 < p < 1 and
§ =6(C,D) > 0 with § < p3/3P*Y such that the following holds for all sufficiently large n. For every
C-Ramsey graph G on n vertices and every vector € € ZV (%) with 0 < e, < Hn for allv € V(G), there
exist subsets S C Sy C V(G) with |S| > n%*® and S| > 617 - n such that the following properties hold.

(1) The induced subgraph G[So| is (9, p)-rich (see Definition 4.3).

(2) For any vertices v, ...,vs € S with s < D, we have |N(vy,...,vs) N S| > 6|So].

(8) For any vertices v,w € S, we have |degs(v)/2 + e, — degg(w)/2 — ey| < /1.

Remark 13.2. We will apply Lemma 13.1 with D = 8B + 4, where B = B(C) is as in Theorem 3.1. So
the size of Sy depends on B. Eventually, we will apply Theorem 3.1 to a Ramsey graph G[N], for a
certain subset N C Sy (with U N N as our random vertex set, conditioning on an outcome of U \ N).
Since the proportion of G that N C Sy occupies depends on D, we will have to apply Theorem 3.1 with
A, H depending on D (and therefore on B). So, it is crucial that in Theorem 3.1, B does not depend on
A H.

To prove Lemma 13.1 (specifically, property (2)), we will need a dependent random choice lemma: the
following simple yet powerful lemma appears as [46, Lemma 2.1].

Lemma 13.3. Let F' be a graph on n vertices with average degree d. Suppose that a,s,r € N satisfy

su d' (" (f)t >a

Then, F has a subset W of at least a vertices such that every r vertices in W have at least s common
neighbors in F'.

Proof of Lemma 13.1. Let € = €(2C') be as in Theorem 4.1, so for sufficiently large m every 2C-Ramsey
graph on m vertices has average degree at least em. Let p = p(C,1/5) > 0 be as in Lemma 4.4. Let
§ = 6(C, D) > 0 be sufficiently small such that § < p?/3P+! and for all sufficiently large m (in terms of

C and D) we have
sup( etm — (m) 5t) > m%%.
e (5)7) =

To see that this is possible, consider ¢ = nlogm for some small 7 (in terms of €), and let § be small in
terms of 7 and D.
By Lemma 4.4, we can find a (6, p)-rich induced subgraph G[Sy] of size |Sp| > 61/7 - n.
Since |So| > 6/7-n > \/n, the graph G[Sp] is 2C-Ramsey. Let G[Sp] be the complement of this graph,
so that G[Sp] is also a 2C-Ramsey graph and therefore has average degree at least £|Sp|. By Lemma 13.3
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and the choice of §, the graph G[Sp] contains a set S” of |S| > |Sp|%? > 2(H + 1)n%8 vertices such that
every D vertices in S’ have at least §|Sy| common neighbors in G[Sp]. This means that for any s < D
and any vy, ...,vs € S, we have [N (v1,...,vs) N So| > §|Sp], so (2) holds for any subset S C S’
Finally, note that degq(v)/2+e, € [0,(H 4 1)n] for all v € §’, and consider a partition of the interval
[0, (H +1)n] into |2(H +1)+/n| sub-intervals of length (H+1)n/|2(H +1)v/n] < /n. By the pigeonhole
principle, there exists a set S C S’ of at least 2(H + 1)n%9/|2(H + 1)\/n| > n%4® vertices v whose
associated values degq(v)/2 + e, lie in the same sub-interval. Then (3) holds. O

As foreshadowed earlier, the next lemma estimates moments of certain random variables that measure
the number of ways to switch between certain choices of the set U. The proof of this lemma relies on
Theorem 3.1.

Lemma 13.4. Fiz C,H,A > 0, let B = B(2C) be as in Theorem 3.1 and define D = D(C) = 8B + 4.
Consider a C-Ramsey graph G on n vertices and a vector vector € € ZV(E) with 0 < e, < Hn for all
veV(Q). Let S C Sy CV(G), p=p(C,D) >0 and § = §(C,D) > 0 be as in Lemma 13.1, and define

T ={(y;2) € S* : |(N(2) \ N(y)) N So| > p*|So| and |(N(y) \ N(2)) N So| > p?[So|}.
Consider a random vertex subset U C V(G) obtained by including each vertex with probability 1/2
independently, and let X = e(G[U])+ >, cpy €u- Forl=—B,..., B, let Yy be the number of vertex pairs
(y,2) € T withy € U and z ¢ U such that (|IN(z) N (U\{y})| +e.) — (Ny)N({U\{z})| +ey,) =L. For
x€Z,let Zy_p i+ € {0,1} be the indicator random variable for the event that v — B < X < x + B.

Then, for any = € 7 satisfying |x — EX| < An/2, and any a_p,...,ap € {0,1,2}, we have

(| /m)—s++es

n3/2

a_—
EY'5” - Y5" Zy_pu+B] XcyH,4

We defer the proof of Lemma 13.4 (using Theorem 3.1) until the end of the section, first showing how
it can be used to prove Theorem 2.1. This argument requires the set 7" in Lemma 13.4 to be non-empty,
which is implied by the following lemma.

Lemma 13.5. The set T defined in Lemma 13./ has size |T| > |S]?/2 > n%96/2.

Proof. Recall that the set S C S has size | S| > n%48 and that G[So] is (d, p)-rich, where § < p3/3P+1 < p
is as in Lemma 13.1. We first claim that at least (3/4) - |S|? pairs (y,2) € S? satisfy the first condition
|(N(2)\N(y))NSo| > p?|So| in the definition of T. Indeed, by Definition 4.3, all but at most n'/® vertices
z € Sp satisfy |N(2) N Sg| > p|So|. Hence, |[N(z) N So| > p|So| for at least |S| — n'/® vertices z € S.
Furthermore, for each such z € S we have |(N(z)\ N(y))NSo| = [(N(2)NSo) \N(y)| = p-|N(2) N S| >
0| S| for all but at most n'/® vertices y € Sy and in particular for at least |S|—n'/® vertices y € S. Thus,
there are at least (|S| —n'/%)2 > (3/4) - |S|? pairs (y, 2) € S? satisfying |(N(z) \ N(y)) N So| > p?|Sol.
Analogously, at least (3/4)-]S|? pairs (y, z) € S? satisfy the second condition |(N(y)\ N (z))NSo| > p?|So|
in the definition of 7. This means that the number of pairs (y, z) € S? satisfying both conditions is at
least |S)? — 2(]S]? — (3/4) - |S|?) = |S|?/2 and hence |T| > |S|?/2 > n%9 /2. O

Now we are ready to deduce Theorem 2.1 from Lemma 13.4.

Proof of Theorem 2.1. Consider a C-Ramsey graph G, a random subset U C V(@) and X = e(G[U]) +
> veu €v + €0 as in Theorem 2.1, and consider the setup of Lemma 13.4. Note that the upper bound in
Theorem 2.1 follows immediately from the upper bound in Theorem 3.1, so it only remains to prove the
lower bound.

For x € Z let Z, be the indicator random variable for the event that X = x. Note that for all x € Z
and { = —B,...,B we have E[Y_,Z, /] = E[Y;Z,]. Indeed, if X = e(G[U]) +>_,cpyeut+eo =+,
then Y_, is the number of ways to perform a “switch” of two vertices y € U, z ¢ U with (y,z) € T,
to obtain a vertex subset U’ = (U \ {y}) U {z} with e(G[U']) + >,y €v + eo = z. Conversely, if
X = e(G[U]) + > cu ev + €0 = z, then Y} is the number of ways to perform such a switch “in reverse”
to obtain a vertex subset U’ with e(G[U']) + > .y e +eo =z + L. So, 2"E[Y_,Z, ] and 2"E[Y,Z,]
both describe the total number of ways to switch in this way between an outcome of U with X = x + ¢
and an outcome with X = z.

Now, for every « € Z with |z — EX| < An®/? there is some £ € {—B, ..., B} such that

B
Z EY_ - YgZyiv]
=—B

1
2B+1,,

EY - YpZord 2

52



1 (1T1/v/n)*5*

_ > Ry
TP 1]E[Y_B YBZ: - B2iB| 20,04 n3/2 ?

where the last step is by Lemma 13.4. For this ¢, the Cauchy-Schwarz inequality, together with
Lemma 13.4 and the fact that Z, ., < Z,_p .+ B, implies that

E[Y_g - - YZsis])? T|/v/n)4B+2/n3 T|//n
E[Y:Za] = E[Y_Zosd] > = ( [2 5V +e)) i > ca ( I/fiB 1 /32:| I?{xzf
E[Y_B o ‘Y_g_ly—ZY_(_A,_l o 'YBZ%-"-@] (‘T|/\/ﬁ) * /n / n /

Finally, we use the Cauchy—Schwarz inequality and Lemma 13.4 once more (noting that Z, <
Zys_B.s+8) to conclude that

(E[Y;Z.))* (7l/vn)?/n* 1 0

WX =l =R0 2 g, RO ([T e e

It now remains to prove the moment estimates in Lemma 13.4. We will write the desired moments as
a combinatorial sum of probabilities; for various tuples of pairs of vertices (y, z), we then need to control
the joint probability that X = e(G[U])+>_,cy €u lies in a certain interval and that U contains a specified
number of vertices from the neighborhoods of the various y and z. The next lemma gives a lower bound
for certain probabilities of this form. Slightly more precisely, it allows us to specify the intersection
sizes of U in with given disjoint vertex subsets W1, ..., Ws. When applying this lemma in the proof of
Lemma 13.4, we will take s = a_pg+- - -+ap, and given s pairs of vertices (y1, 21),- .., (ys, 2s) € T, we will
take W1, ..., W to be certain regions of the Venn diagram given by the neighborhoods of y1, 21, . . ., ys, 2s-
We can then use the intersection sizes of U with W7, ..., Wy to control the events that the s-tuple of pairs
(Y1, 21), -, (ys, 25) contributes to Y*5” -+ Y32 Z,_p,4p. For this argument, we will, however, need
to condition on the outcome of U outside these special regions of the Venn diagram. This conditioning
affects the linear terms and constant terms in our random variable X, so we use the variables f,, and fy
in the lemma statement below (when applying the lemma, we take f, and fy to be the terms obtained
from e, and eq after accounting for this conditioning).

Lemma 13.6. Let 6’ > 0 and R > 1, and consider an n-vertex graph G, a real number fo, and a
sequence f € RV(G) with |f,| < Rn for each v € V(G). Let U C V(G) be a vertex subset obtained by
including each vertex with probability 1/2 independently, and let X = e(G[U]) + >,y fo + fo. Then the
following hold.
(1) Var[X] < R*n®.
(2) For any s < R and any disjoint subsets Wi,...,Ws C V(G), each of size at least 6'n, and any
wi,...,ws € Z satisfying |wz — |WZ|/2’ < Ry/n fori=1,...,s, we have

Pr||X — EX| < 6R*n*? and [UNW;| =w; fori=1,...,s8| Z¢'.R n=5/2,

Proof. For (1), the expression for X in (3.1) and the formula in (4.5) show that

1 1 2
Var[X] = 1 Z <f,, t3 deg(v)> + —e(G) < R?n®.
veV(G)

Let £ = EX and note that for each ¢ = 1,...,s we have

—1
PI"HU N Wl| = wl} = <|":IU/1> Xg/,R n_l/Q.

and these events are independent for all . Thus, in order to establish (2), it suffices to show that when
conditioning on |[UNW;| = w; for i = 1,...,s, we have | X — E| < 6R?n>/? with probability at least 1/2.

Also note that the value of X changes by at most (R+ 1)n when adding or deleting a vertex of U. We
can sample a uniformly random subset U C V(G) conditioned on |[U N W;| = w; for i = 1,...,s by the
following procedure. First, sample a uniformly random subset U’ C V(G), and then construct U from U’
by deleting |U’ N W;| —w; uniformly randomly chosen vertices from U’ NW; (if |U'NW;| > w;) or adding
w; — |U' N W;| randomly chosen vertices from W; \ U’ to U’ (if [U' N W;| < w;) for each i = 1,...,s.
With probability at least 1/2 the value X' = e(G[U']) + X_, i fo + fo satisfies | X’ — E| < 2Rn3/2 and
we have ||[U' N W;| — |[W;|/2] < sy/n for i = 1,...,n (by Chebyshev’s inequality using Var[X'] < R?*n?
and Var[|[U' NW;|] < n/4). Whenever this is the case, we have ||[U’ N W;| —w;| < 2Ry/nfori=1,...,s,
implying | X — X'| < 4R?n*/? and thus | X — E| < 4R?*n3/? + 2Rn%/? < 6R*n>/?, as desired. 0
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The proof of Lemma 13.4 involves the consideration of tuples ((y1,21), .- -, (ys,25)) € T* and studies
the probability that each (y;, z;) contributes to some specified Y,. So, we will need to establish various
properties of the tuples ((y1, 21), - - -, (ys, 2zs)) € T°. In particular, the properties in the following definition
will be used in our proof of the upper bound in Lemma 13.4. In this definition, and for the rest of this
section, we write 14 for the characteristic vector of a set A (with (I14); = 1if i € A, and (T4); = 0

otherwise)'!.

Definition 13.7. Fix C > 0 and let p = p(C) > 0 and § = 6(C) > 0 be as in Lemma 13.4.
For a C-Ramsey graph G on n vertices and vertex pairs (yi,21),...,(¥s,2s) € V(G)?, let us define
M(y1,21,-..,Ys, 2s) to be the s x n matrix (with rows indexed by 1,...,s and columns indexed by
V(G)) with entries in {—1,0,1} such that for ¢ = 1,...,s the i-th row of M(y1,21,...,ys,2s) is the
difference of characteristic vectors TN(Zi)\{yi} — TN(yi)\{Zi} € RV(®), We say that ((y1,21); -+, (Ys, 25))
is k-degenerate for some k € {0, ..., s} if it is possible to delete at most §3/P . columns from the matrix
M(y1,21,--.,Ys, 2s) and obtain a matrix of rank at most s — k. We furthermore define the degeneracy
of ((y1,21),---,(ys, zs)) to be the maximum k such that ((y1,21),..., (ys, 2s)) is k-degenerate.

Note that (y1, 21,...,Ys, 2s) is always 0-degenerate (so the definition of degeneracy is well-defined).

The significance of the matrix M (y1, 21, ..., Ys, 2s) is as follows. For any subset U C V(G) the entries
of the product M (y1, 21, . .., ys, zs) Ly (which is a vector with s entries) are precisely | N (z;)N(U\ {y:})| —
IN(y;) N (U \ {z:})] for i = 1,...,s (these quantities occur in the definition of Yy in Lemma 13.4). We
can obtain a bound on the joint anticoncentration of these quantities from the following version of a
theorem of Halasz [55] (which can be viewed as a multi-dimensional version of the Erdés—Littlewood—
Offord theorem [32]). This version follows via a fairly short deduction from the standard version of
Halasz’ theorem [55, Theorem 1] (for the case r = s, see also [93, Exercise 7.2.3]), but it is slightly more
convenient to instead make our deduction from a version of Haladsz’ theorem due to Ferber, Jain and
Zhao [41].

Theorem 13.8. Fiz integers s > r > 0 and X\ > 0 and consider a matric M € R**™. Suppose that
whenever we delete at most An columns of M, the resulting matriz still has rank at least . Then for a
uniformly random vector £ € {0,1}" we have Pr[M¢ = A] Sqa n="/2 for any vector X € R®.

~E

Proof. The assumption on M implies that the set of columns of M contains [An/r] disjoint linearly
independent subsets of size r (indeed, consider a maximal collection of such subsets, and note that upon
deleting the corresponding columns from M the resulting matrix has rank less than ). Hence the columns
of M can be partitioned into [An/r] subsets, such that the span of each of these subsets has dimension
at least r. By [41, Theorem 1.10] this implies that Pr[M¢ = X] <, ([An/r])~"/2 Sean”T/2. O

Applying this theorem to the matrix-vector product M (yi, 21, ... ,ys,zs)TU yields bounds that get
weaker as the degeneracy of ((y1,21),...,(ys, 2s)) increases. We therefore need to show that there are
only few s-tuples ((y1,21),.- ., (¥s, 2s)) € T® with high degeneracy (see part (b) of Lemma 13.10 below),
and we will use the following technical lemma to do this.

Lemma 13.9. For a C-Ramsey graph G on n vertices (where n is sufficiently large with respect to
C), let SC Sy CV(G), T CV(G)? D=DC),p=pC)>0andd = 5C) >0 be defined as
in Lemma 13.4. Let ((y1,21),...,(Ys»2s)) € T® be a k-degenerate s-tuple for some 0 < s < D/2 and
k € {0,...,s}. Then there exist indices 1 < i1 < -+ < i5_ < s such that the following holds. For
every vector t € {—1,0,1}*7% let Wz C V(G) be the set of vertices such that the corresponding column
of the (s — k) x n matriz M(yi,, 2i,,- - Yi._r,%i. ) (as in Definition 13.7) equals t. Then for each
G €8]\ {i1,...,is_x} one can find a vector t € {—1,0,1}*~F such that the set Wy fulfills the following
three conditions:

(i) [Wgn Sol =6+ Sol.

(1) |N(y;) "N Wrn S| < p- [WrN Sol.

(i) IN(z5) A\ We Sol = (1= p) - W Sol.

Proof. Since ((y1,21),- -, (ys, 2s)) € T® is k-degenerate, there is a way to delete at most 6%/# - n columns
from the s x n matrix M (y1, 21, - .-, Ys, zs) and obtain a matrix M’ of rank at most s — k. Let Q C V(G)
be the set of vertices corresponding to the deleted columns. We have the bound |@Q| + 2 < 83/ .n+2<
62/ - |So| +2 <6+ |So| < (p?/2) - |So| (recall from Lemma 13.1 that [Sp| > 61/ -n and 6 < p3/3P+1).

H1n this section, we will not use the notation Z4 for the restriction of a vector & to a set of indices A.
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Since M’ has rank at most s — k, we can choose indices 1 < i1 < -+ < i,_ < s such that every row

of M’ can be written as a linear combination of the rows with indices ¢1,...,75_;. We will show that
this choice of indices satisfies the desired statement.
The rows of M’ with indices i1, ...,i5_ form precisely the matrix M (yi,, Zi,s- -, Yi._» %i._,) With

the columns corresponding to vertices in @Q deleted. Note that for each vector ¢ € {~1,0,1}*"% and each
h=1,...,s —k, the entries in the i5-th row of M’ in the columns with indices in Wg\ @ all have the
same value, namely t;. In other words, writing

7 T T V(G
M} = T\ (1) — Inwn (= )ue) € {=1,0,13V (N

for the j-th row of M’ for j = 1,...,s, each of the row vectors Mi/p .. ,]\ZZ-’S_,c are constant on each of the
column sets Wi\ @, for te {~1,0,1}*"*. Since every row Mj’ is a linear combination of these vectors,

it follows that in fact each row M]’ is constant on each of the column sets Wz \ Q.

Now, let us fix some j € [s]\ {i1,...,%s_1}. We need to show that we can find some £ € {—1,0,1}*~F
satisfying conditions (i)-(iii) in the lemma. Since (y;, z;) € T', the definition of T' (see the statement of
Lemma 13.4) implies [(N(2;) \ N(y;)) N So| = p? - [So|, and so [(N(z;) \ N(y;)) N (So \ (Q U{y;,2}))| =
0% |So] —1Q| —2 > (p?/2) - |So|- This means that Mj' has at least (p?/2)|So| entries corresponding
to vertices in Sp \ (Q U {y;,2;}) with value 1 — 0 = 1. Hence, by the pigeonhole principle there must
be some t € {—1,0,1}*"* for which there are at least p® - |So|/(2 - 3°~F) > (p?/3P*1) - |Sy| vertices in
(WrNSo) \ (QU{y,, 2;}) such that the corresponding entry in MJ’ is 1.

For this £ we have [WzN S| > (p?/3PF1) - |So| > (5/p) - |Sol, so ¢ satisfies (i) (recall from Lemma 13.1
that 0 < p < 1). Furthermore recall that M J’ is constant on the index set W3\ @, so this constant value
must be 1. This means that for all vertices v € W7\ (QU{y;, z;}) we must have v € N(z;) and v & N(y;).
Hence |N(y;) " WzNSo| < [QU{y;, 2} < Q| +2 < §-1So| < p-|WrN Sy, establishing (ii). Furthermore,
we similarly have |N(z;) NWpNSo| > |[WpN Sol — |QU{y;, 2} > (1 —p) - [WpNSo| as required in (iii). O

Given a graph G and vertex pairs (y1,21), ..., (¥s, 2s) € V(G)?, for each i = 1,..., s define

Ni(y1, 215+, Yss 2s) = N(20) ON(Y1, 205 -5 Ui 15 Zi 1, Yi Vit 15 Zik 1 - -+ » Yss Zs)
to be the set of vertices in V(G) \ {y1,21,-.-,Ys, 2s} that are adjacent to z; but not to any of the

other vertices among v, 21,...,¥s,2s. For the lower bound in Lemma 13.4, we will consider tuples
((y1,21),- -, (ys, 2s)) € T® such that |N;(y1,21,...,Ys, 2s) N So| > pd - |Sp| foralli =1,...,s.

Lemma 13.10. For a C-Ramsey graph G on n vertices (where n is sufficiently large with respect to
C),let SC Sy CV(G), T CV(G)?, D=DC), p=p(C)>0andd =36C) >0 be defined as in
Lemma 13.4. Then for each s =0,1,...,D/2 the following statements hold.
(a) At least |T|*/2 different s-tuples ((y1,21), .-, (Ys, 2s)) € T with distinct y1,21,...,Ys, 2s satisfy
INi(y1, 21, -+, Ys, 25) N So| > pd - |So| for alli=1,...,s.
(b) For each k =0,...,s, the number of k-degenerate s-tuples ((y1,21),...,(ys,2s)) € T® is at most
k
T /v/n".
Proof. For (a), we first claim that for each fixed i = 1,...,s there are at most |T|*/(4D) different s-
tuples ((y1,21),---,Ys,2s)) € T® with |N;(y1,21,...,Ys,2s) N So| < pd - |So|. Indeed, without loss of
generality assume i = s and note that there are |T|*~! choices for the pairs (y1,21), ..., (¥s—1,2s—1) and

|S| choices for ys. Fixing these choices determines the set N(y1,21,...,¥s—1,2s—1,Ys) and by property
(2) of Lemma 13.1 this set satisfies

|N(y1,21, .. -7y8717z8717y8) N SO‘ >0 |SO|

1/5

Hence, since the graph G[Sp] is (6, p)-rich (by property (1) of Lemma 13.1), there are at most n'/° choices

for the remaining vertex z, such that the set
Ns(yl»zla sy Ys, Zs) N SO = N(zs) ﬂﬁ(yh Zly+-+3Ys—1, zsfl7ys) N S(J

has size at most p - W(zn, 21y Ys—1,2-1,Ys) NSo|. In particular, there are at most n
with |Ns(y1721, Ce 7?/5;25) n So| < p(5 . |So‘

This indeed shows that for each i = 1,..., s there are at most |T[*~'-|S|-n'/> < |T|*/(4D) different s-
tuples ((y1,21),- -, (Ys, 2s)) € T® with |N;(y1, 21, - -, Ys, 25)NSo| < pd-|So| (recall from Lemma 13.5 that
IT| > |S]?/2 > |S|-n"48/2). Hence there are at least (3/4)-|T|* different s-tuples ((y1,21),- -, (ys, 25)) €
T¢ with |Ni(y1,21, .., Ys, 2s) N So| > pd - |So| for all i = 1,...,s. Now, at most Os(|T|*~-|S|) < |T|*/4
of these s-tuples can have a repetition among the vertices y1, 21, . .., ¥ys, zs. This proves (a).
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For (b), fix some k € {0,...,s}. For each k-degenerate s-tuple ((y1,21),...,(ys,2s)) € T° we
can find indices 1 < 43 < -+ < 45— < s with the property in Lemma 13.9. It suffices to show
that for any fixed 1 < i; < -+ < 5 < s, there are at most |T\s/(\/ﬁk - (7)) different s-tuples
((y1,21),---,(ys, 25)) € T*® with the property in Lemma 13.9. To show this, first note that there
are |T|*7* choices for (yi,,2i,)s---s (Yi,_y»2i._,) € T. After fixing these choices, we claim that for
each j € [s]\ {i1,...,is_x} there are at most 3°~% . n?/® possibilities for the vertices y; and z;. In-
deed, for every such j there must be a vector ¥ € {—1,0,1}*"* such that conditions (i) to (iii) in
Lemma 13.9 hold. There are at most 3°% possibilities for i satisfying (i), and whenever (i) holds
there are at most n'/® choices for y; satisfying (i) and at most n'/5 choices for z; satisfying (iii),
since the graph G[Sy] is (6, p)-rich. So overall, for fixed indices 1 < i3 < -+ < is_p < s, there
are indeed at most |T|*F - (35=Fn2/5)k < 3Dk . |T|s=k . (n04)k < |T|5/(\/n" - (7)) different s-tuples
((y1,21), .-, (ys, 25)) € T satisfying the property in Lemma 13.9 for n sufficiently large (recalling that
|T| > n%% /2 by Lemma 13.5). O

Now we prove Lemma 13.4.

Proof of Lemma 13.4. We may assume that n is sufficiently large with respect to C and A. Let X =
e(GIU]) + 3 ,cv €u and let us define E = EX. Consider z € Z such that |z — E| < An3/2, and fix
a_p,...,ap €{0,1,2}. Let s=a_p+---+ap < 4B+ 2 and fix a list (¢1,...,£s) containing ay copies
of each ¢ = —B,...,B. For (y,z) € T, let & (y, z) be the event that (y,z) contributes to Yy,; i.e., the
event that we have y € U and 2z ¢ U and (|N(2)N(U\{y})|+e.) — (IN(y)N(U\{z})| +ey) = ¥¢;. Now,

E[Y*S YAP Zy payn] = ZPr [|X — 2| < B and &;(y;,2;) holds for i =1,.. ., s], (13.1)

where the sum is over all s-tuples ((y1, 21), . -, (ys, 2s)) € T°. To prove the lemma, we separately establish
lower and upper bounds on this quantity. Note that for s = 0, we already know that Pr[|X — z| <
B] =c. .4 n~3/? by Theorem 3.1, so we may assume that s > 1.

Step 1: the lower bound. For the lower bound, we will only consider the contribution to (13.1) from
s-tuples in T satisfying Lemma 13.10(a). There are at least |T'|° /2 such s-tuples. So in order to establish
the desired lower bound Q¢ g 4((|T]/+/n)* - n~3/2) for the sum in (13.1), it suffices to prove that each
such s-tuple contributes at least Q¢ g, A(n_(s+3)/ 2) to the sum. In other words, it suffices to show that

Pr [|X — x| < B and &;(y;,2;) holds fori =1,..., 5] ZC.H,A n=s/% . n3/2 (13.2)

for any s-tuple ((y1,21),--., (Ys, zs)) € T® with [N;(y1, 21, ..., Ys, 25s)NSo| > pd|So| foralli =1,..., s and
such that the vertices y1, 21, . . ., ys, 2s are distinct. So let ((y1,21), ..., (ys, 2zs)) € T® be such an s-tuple.
For simplicity of notation we write N = N (y1, 21, . .., ¥s, 2s) N So and N; = N;(y1, 21, - . ., Ys, 2s) N So for
i =1,...,5. Then |N;| > pd|So| > pd'*1/?.n for i = 1,...,s, and also |[N| > §|Sp| > 6'*¥/* . n by
property (2) of Lemma 13.1 (as 2s < 8B + 4 < D). Note that Ni,..., Ns and N are disjoint subsets of
So \ {y1, 215, Ys, zs}. Let us write W = V(G) \ (N; U---U Ny UN), and note that N(y;) C W and
N(z;) CWUN,; fori=1,...,s.

We will now expose the random subset U C V(G) in several steps. First, we expose UNW and consider
the conditional expectation E[X |U N W] (which is a function of the random outcome of U N W). Note
that this random variable is of the form in Lemma 13.6 applied to the graph G[W] with the random set
UNW C W, with fu, = ey +degygpw(w) for all w € W, with fo = e(V(G)\W)+ 3, ey ()\w €v: and
with R = (H +1)n/|W|. By Lemma 13.6(1), its variance is at most ((H +1)n/|W|)?-|W|> < (H +1)n3,
and trivially its expectation is exactly E = E[X]. Now, we claim that with probability at least 272572 =
Q¢(1) the random outcome of U N W satisfies the following three properties:

A) y1,...,ys €U and z1,...,25 ¢ U, and

B) [E[X|UNW] - E| <25 (H + 1)n?/?, and

C) for all i = 1,...,s, the quantity [UNW N (N(z;) \{w:})| = |UN(N(z)\ {v:} UDN,))| differs
from |N(z) \ ({y;} U N;)|/2 by at most 2°F1s\/n and similarly |[U N W N (N(y;) \ {z:})| =
|UN (N (y;) \ {z:})| differs from |N(y;) \ {2:}|/2 by at most 25T1s\/n.

Indeed, (A) holds with probability exactly 272°, and by Chebyshev’s inequality, (B) and (C) fail with
probability at most 272572 and 2s - 272572 /52, respectively.
From now on we condition on an outcome of UNW satisfying (A-C). Next we expose UN(N1U- - -UN),
which then determines all of U \ N and in particular determines whether the events &;(y;, z;) for i =
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1,...,s hold. More precisely, after fixing the outcome of U NW, for each i = 1,..., s the event &;(y;, 2;)
is now determined by U N NN; and holds if and only if

[UNN;| =—[UN(N(z:) \ (yi} UN:))| — ez, + |[UN(N(i) \ {zi})| + ey, + 4. (13.3)

In particular, the quantity on the right-hand side is determined given the information U N W. By (C),
this quantity differs by at most 2°+2sy/n < 2P+2D,/n from

—INCzi) \ ({yi} UN)I/2 —es, + [N(yi) \ {zi}]/2 + ey, + 4
=|Nil/2 = IN(z) \ {vi}/2 = ex, + [N(yi) \ {z:}1/2 + ey, + £
= [N;|/2 + (deg(y:)/2 + ey,) — (deg(z:)/2 + ez,) + 4

Recalling that |(deg(y;)/2 + ey,) — (deg(2)/2 + e2,)| < v/n by property (3) of Lemma 13.1, this means
that the quantity on the right-hand side of (13.3) differs from |N;|/2 by at most (2°+2D +1)\/n+ B <
2P+3 D, /n. Now note that, conditioning on our fixed outcome of UMW, the random variable E[X | U\ N]
is of the form in Lemma 13.6 with the graph G[N; U --- U Ns] (of size at least pd - §'/#n) and with
R = R(C, H) = max{2P3D, (H+1)/(p5'*1/?)}. This random variable has expected value E[X |UNW],
which differs from E by at most 2°t1(H + 1)n?/2 by (B). So, by Lemma 13.6(2), with probability at
least Q¢ g (n~°/2) the outcome of U \ N satisfies both

|E[X |U\N] - B| < (2" (H + 1) + 6R?) - n®/? (13.4)

and (13.3) for all ¢ = 1,...,s (which implies that & (y;,2;) holds for all ¢ = 1,...,s). From now on, we
condition on such an outcome of U \ N.

Finally, consider the randomness of U N'N (having conditioned on our outcome of U \ N). Note that
G[N] is a (2C)-Ramsey graph (as |N| > §'+1/7.n > \/n), and that (in our conditional probability space)
X has the form in Theorem 3.1, with expectation E[X |U \ N|. Now, recalling (13.4) and the fact that
|z — E| < An®/2, note that z differs from E[X | U\ N] by at most (A+25"*(H +1)+6R2)-n3/2. Therefore
Theorem 3.1 (plugging in (H + 1)/5'T1/? for the “H” and (A 4 25T (H + 1) + 6R?)/(6*+1/°)3/2 for the
“A” in Theorem 3.1) implies that (conditioned on our fixed outcome of U \ N and subject only to the
randomness of U N N) we have Pr[|X — x| < B] 2¢..4 n~%/2. This proves (13.2) and thereby gives the
desired lower bound for the sum in (13.1).

Step 2: the upper bound. To establish the desired upper bound Oc z,a((|T|/+/n)* -n~3/?) for the sum in
(13.1), for each k =0,...,s, we separately consider the contribution of s-tuples ((y1,21),..., (ys, 2s)) €
T¢ of degeneracy k (see Definition 13.7). By Lemma 13.10, for each k¥ = 0,...,s there are at most

[T/ \/ﬁk different such s-tuples of degeneracy k. Thus, it suffices to prove that for every s-tuple
((y1,21)s- -5 (Ys, 25)) € T® of degeneracy k we have

Pr UX — 2| < B and &;(y;, 2;) holds for i =1,.. .73] Sc.H n=(5=k)/2 n=3/2, (13.5)

Recall the definition of the s xn matrix M (y1, 21, . .., Ys, 2s) in Definition 13.7. For every outcome of U C
V (G), the entries of the vector M (y1, 21, .. ., Ys, zs) Lt are precisely | N (z;)N(U\{: })|—|N ()N (U\{z})]
fori=1,...,s, since

InGov - 1o = Inorge - Lo = (N (2) \ {p:}) N U = [(N (i) \ {z:}) N U
= |N(2:) N (U \ {y: )| = IN(y:) 0 (U \ {z:})].

So if the events &;(y;, z;) for i = 1,..., s hold, we must have M (y1, 21, ..., Ys, zS)TU = (ey, — € +4:)5—;.
Since ((y1,21),- .., (ys, 2s)) is not (k + 1)-degenerate, whenever we delete 6°/7 - n columns of the matrix
M (y1, 21, - - -, Ys, 2s) the resulting matrix still has rank at least s — k. So applying Theorem 13.8 (with
A= 0%P and r = s — k) yields:

Pr [é’i(yi7 z;) holds for i =1,..., s] <Pr [M(yl7 21y .. 7ys,zs)fU = (ey, — € + Ei)le] <c n=(=k)/2,
Thus in order to show (13.5), it now suffices to prove the conditional probability bound
Pr[|X —a| < B|&(yi,z) fori=1,....s] Scon n=3/2, (13.6)

Note that the events & (y;, z;) fori = 1,..., s only depend on UN(V(G)\ N (y1, 21, - -, ¥s, 25)). So, condi-

tion on any outcome of UN(V (G)\ N (y1, 21, - - -, ¥s, 2s)) such that & (y;, z;) holds for i = 1,...,s. Subject

to the randomness of U NN (y1, 21, .. ., s, 2s), our random variable X has the form in Theorem 3.1, with

the graph G[N(y1,21,---,Ys, zs)] (which is a (2C)-Ramsey graph, since |N(y1, 21, - .., Ys, 2s)| = 6]So| >
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§1+1/P.n > /n by property (2) of Lemma 13.1). Thus, in our conditional probability space, Theorem 3.1
(plugging in (H + 1)6~*~1/# for the “H” in Theorem 3.1) yields

Pr(|X —z| < B|UNV(G)\ N1, 21s- . Ys: 25))] S n™ /2

This proves (13.6) and therefore establishes (13.5), as desired. O
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