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Abstract—Cyber-physical systems (CPSs) leverage computa-
tions to operate physical objects in real-world environments, and
increasingly more CPS-based applications have been designed
for life-critical applications. Therefore, any vulnerability in such
a system can lead to severe consequences if exploited by ad-
versaries. In this paper, we present a data predictive recovery
system to safeguard the CPS from sensor attacks, assuming that
we can identify compromised sensors from data. Our recovery
system guarantees that the CPS will never encounter unsafe states
and will smoothly recover to a target set within a conservative
deadline. It also guarantees that the CPS will remain within the
target set for a specified period. Major highlights of our paper
include (i) the recovery procedure works on nonlinear systems,
(ii) the method leverages uncorrupted sensors to relieve uncer-
tainty accumulation, and (iii) an extensive set of experiments on
various nonlinear benchmarks that demonstrate our framework’s
performance and efficiency.

Index Terms—cyber-physical systems, security, real-time re-
covery, nonlinear systems

I. INTRODUCTION

Cyber-Physical Systems (CPSs) tightly integrate compu-

tational components and physical processes, which interact

in a feedback loop with the help of sensors, actuators, and

networking. The integration empowers critical applications and

services in various domains, such as transportation, health

care, the power grid, and industrial control [1]–[3]. Meanwhile,

new vulnerabilities in CPSs are emerging due to the transition

from isolated control architectures to open and autonomous

systems [4]–[9]. Different malicious attacks targeted at these

vulnerabilities are springing up, causing severe personal casu-

alties, social harm, and economic losses [10]–[12].

Sensor attacks, which corrupt sensor measurements, are

widely recognized as critical threats in CPSs for the fol-

lowing reasons. First, sensor attack surfaces are increasingly

expanding as CPSs become more and more complex and

open. For instance, there are more than 100 sensors in some

modern vehicles, and the number is growing with time. To

achieve high-level driving automation, vehicles rely on not

only more complicated sensors, such as cameras, LiDAR,

and IMU sensors, but also on traffic data through vehicle-to-

vehicle (V2V), vehicle-to-infrastructure (V2I), and vehicle-to-

everything (V2X) communication [13]. Second, attackers can

launch sensor attacks without expensive equipment or solid

domain knowledge. For example, attackers are able to pretend

to be road workers and install dirty road patches to compro-

mise the lane keeping system, causing the vehicle to leave the

road [14]. Another example is that an attacker without prior-

knowledge of perception algorithms can project pure light

onto the stereo cameras to inject a fake obstacle depth [15].

Third, traditional defense mechanisms for cyber systems are

inadequate to identify and respond to sensor attacks. Attackers

can non-invasively manipulate physical properties in the en-

vironment to corrupt sensor data, also known as transduction

attacks. For example, an attacker, without physical or cyber

access to GPS sensors, can use a radio transmitter broadcasting

fake GPS signals to steer a yacht off course [16]. Since all

components of CPSs are intact, traditional mechanisms are

unable to respond to such attacks. Fourth, a physical system

might already have considerably deviated from the desired

state before attacks are detected. This is because there is a

detection delay from the onset of an attack to its detection.

During the time interval, the deviation caused by the above

sensor attacks is a devastating repercussion for CPSs.

The urgent need to combat sensor attacks motivates many

attack recovery approaches. These recovery approaches mit-

igate the negative impacts of sensor attacks by correcting

deviations of physical states. For example, Fig. 1 illustrates

a recovery process for an autonomous vehicle. The vehicle

deviates from the center of lanes under a GPS spoofing

attack, and even goes towards the oncoming lane. A recovery

approach can drive the vehicle back to its own lane, and the

green line shows the recovery trajectory. Recovery approaches

can be divided into two threads. The first thread is the virtual-

sensor-based attack recovery [12], [17], which replaces the

corrupted sensor data with the virtual sensor data predicted

by the system model. On the basis of such predicted data, the

system relies on the original controller to steer the physical

states back to the desired states. The other thread is safety-

controller-based attack recovery [18], [19], which creates a

new dedicated controller to generate a recovery control se-

quence under attacks. The controller can be formulated as an

optimization problem with time and safety constraints.

However, these two existing recovery threads face several

challenges when applied to real systems. First, the virtual-
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Fig. 1: Attack Recovery Demonstration on a Vehicle

sensor-based attack recovery relies on the original nominal

controller to recover the system, but nominal controllers are

not designed to handle attacks, lacking timing or safety guar-

antees. Second, real CPSs are complex and usually nonlinear,

so the recovery computational overhead on such systems is

extremely large. These methods reduce the complexity by

working on a linear model, which can be obtained by the

linearization of nonlinear systems around an equilibrium point,

or by system identification. Nevertheless, the linear model only

works well around the equilibrium point or in a small range.

Out of this range, there is a large modeling error, making

these methods fail to find a recovery solution. Third, uncer-

tainties, including noise and external disturbances, accumulate

over time. This happens because, after detecting the attack,

the existing methods assume that all sensors are attacked,

and, therefore, stop receiving feedback from physical sensors.

Without feedback, uncertainties cannot be rejected anymore

and accumulate, affecting the effectiveness of recovery.

To overcome these challenges, this paper proposes a new

real-time recovery method against senor attacks for nonlin-

ear CPSs. Once the detector identifies a sensor attack, the

proposed method takes over the nominal controller, efficiently

removing the negative impact caused by the attack and steering

the system to the desired states in real time.

Our main contributions are summarized as follows.

• For nonlinear CPSs, we propose an attack recovery system

with four components. The state predictor performs nonlinear

reachability analyses, making it possible to reconstruct the

initial state set of recovery. Based on that, the time oracle

computes a safety deadline online, after which the system

states may become unsafe and cause severe consequences

under current control inputs. Throughout the recovery, the

model adaptor keeps approximating the nonlinear system to

linear discrete-time models, enabling the generator to effi-

ciently obtain the recovery control sequence that can drive

the CPS to a target state before the safety deadline.

• The proposed method computes timing requirements,

online, in terms of recovery time. Sensor attacks deviate the

system’s physical states away from the desired states, and it is

impossible to anticipate this impact in advance. If the actual

physical state after an attack is closer to the unsafe set, a

shorter deadline should be chosen, and vice versa [20]. Thus,

the proposed method computes the safety deadline online

using the time oracle to better respond to different attacks.

• The proposed method makes full use of the uncompro-

mised sensor data, if any, to alleviate the accumulation of un-

certainty. The recovery control sequence generator uses good

sensor measurements as feedback at each activation, which

prevents the uncertainty from exploding in the uncorrupted

dimensions. Moreover, it leverages good sensor measurements

during state reconstruction also, which further relieves the

impact caused by uncertainties.

• The proposed method has low computational overhead.

First, the state predictor adopts a tool, Flow*, to perform

fast nonlinear reachability analysis. Second, the model adaptor

approximates the nonlinear and even nonconvex dynamics

into linear discrete-time models. Thus, the recovery controller

can solve optimization problems for linear systems instead

of nonlinear ones, reducing computational overhead. Also,

the linear approximation is kept updated with the current

state estimate and control input during recovery, and the

approximation is quite accurate within a small range. Thus,

accuracy is only minimally affected by the approximation.

• The proposed method checks the system safety before im-

plementing the recovery control sequence. The state predictor

performs the safety checking through reachability analysis for

the nonlinear system to guarantee a safe recovery. There is

a small probability that the recovery control fails to pass the

check; then a fail-safe method takes over.

• The paper evaluates the proposed method with several

numerical and high-fidelity simulators. The results show the

effectiveness of the proposed method, whereas the baseline

methods may fail to recover the physical states.

The rest of this paper is organized as follows. Section II

provides background and discussion of related work. Sec-

tion III gives preliminaries of our system’s recovery algorithm.

Section IV details the design of system components. Section V

validates our recovery system. Section VI concludes the paper.

II. BACKGROUND AND RELATED WORK

Current Research Focus. With the rise of CPS autonomy,

sensors are increasingly deployed to measure system states and

to perceive surroundings. However, new security vulnerabili-

ties in sensors come along, and sensor attacks spring up, such

as transduction attacks. Moreover, the launch of such attacks

becomes much easier, as the attack requires lower and lower

costs [21]–[23]. The urgent defense needs motivated many

attack detection works. The detectors leverage the system

model [24]–[29] or sensor correlations [11], [30]–[33] to find

anomalies compared to expected data. Note that, there usually

is a detection delay before the attacks are detected, and the

physical states have already considerably deviated from the

system’s desired states, even will reach the unsafe states in

the future. Thus, it is important to extend the benefits of

attack detection and remove the negative impact caused by

CPS attacks in time. Researchers place great expectations on

attack recovery techniques to achieve this goal.

Attack Recovery Works. CPS recovery is a sprouting field

that specifically researches how to correct a CPS’s behaviors

upon adversarial attacks. We divide these recovery techniques

into two main categories: shallow and deep recovery, with
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the latter providing higher safety guarantees but having few

publications in the current state of the art.

We use the term shallow recovery for methods that aim to

fix affected CPS behaviors under attacks but have little to no

requirement on system states. One basic solution is to simply

restart the corrupted component while switching to a substitute

component to maintain system stability [34], [35]. Another

example of shallow recovery is to leverage redundancy, using

multiple components with the same functionality and taking

actions collectively, such as fusion on redundant sensors. Then,

upon a detected attack on some of these components, the

CPS isolates them from decision making [36]. Moreover,

specifically upon sensor attacks, the current state measurement

is corrupted but some system designs allow state estimation

via built-in software. For example, the system can use a

checkpointer to memorize the last trustworthy state and roll-

forward on its model to predict what the current actual state

should be [12], [17], [37]–[40].

On the other hand, deep recovery leverages prerequisite

knowledge of system states and aims at guiding the attacked

system back to pre-defined target states, which satisfy de-

sirable properties, such as safety, and maintain the system

there. For example, [18] designs a linear programming re-

covery controller to accomplish this goal, while a succeeding

work [19] replaces the control method with linear quadratic

regulator and achieves smoother trajectories on multiple linear

system benchmarks. This approach has been applied to real-

world scenarios such as power grids, where safe and unsafe

are defined by different levels of thermal loading [41], [42].

More than traditional controllers, machine learning researchers

have proposed learned control policies for deep recovery,

such as rescuing an attacked drone by control policies trained

via reinforcement learning [43]. The paper proposes a deep

recovery approach for non-linear systems.

Closest Related Work. The closest related work to this

paper is [18] and [19], identified as deep recovery. The

recovery system proposed in [18] provides an initial solution

to real-time recovery for CPS under sensor attacks. It builds a

linear-programming-based recovery controller that generates a

recovery control sequence bringing a physical system under

sensor attacks back to a target set in real-time. Then, the

LQR-based recovery system in [19] improves it by smoothing

the recovery state trajectory, maintaining physical states after

recovery, and considering a larger computational overhead.

However, several key aspects are overlooked in both works.

First, they assume that they recover the physical state of linear

time-invariant systems. However, most real-world systems are

nonlinear, and it is hard to find a linear approximation during

the entire recovery process. Second, they abandon sensor

measurements of all sensors once a sensor attack is detected,

even when only part of the sensors is corrupted. However,

the use of these uncompromised sensors could improve the

possibility of successful recovery and recovery performance.

This paper addresses these key aspects.

Scope of this Paper. To address the challenges, we pursue

real-time attack recovery, which steers a nonlinear physical

TABLE I: Nomenclature

Symbols Description

n dimension of state space

m dimension of control space

xt system state estimate at the time t

ut control input at the time t

Xt overapproximation of xt
T target state set ⊂ R

n

F unsafe state set ⊂ R
n, F ∩ T = ∅

tw time when the last trustworthy state is cached

ta unknown time when the attack begins

tf time when attack is detected and recovery begins

tr time when the first recovery control is implemented

td deadline by which the system is in target set

tm time such that the system is maintained in target set
in [td, tm]

δ granularity of time; length of one control step

T number of control steps within which one optimiza-
tion computation is guaranteed to finish

J quadratic cost function of each optimization problem

Fig. 2: Real-time Data Predictive Recovery Overview

system back to a target state set before the recovery deadline

and maintains the state in the set for a while. Recovery

provides a time cushion for compromised parts to be reset, and

then the normal controller can retake control of the system.

Note that the recovery addressed in this work is different

from the recovery concept in computer systems. The latter is

to recover computing tasks, e.g., variables’ values, and thus

is limited to the cyber part [44]–[49]. In contrast, this paper

focuses on recovering the state of the physical system or the

physical state, e.g., the speed of a vehicle.

III. PRELIMINARIES AND SYSTEM OVERVIEW

This section explains the preliminaries of the real-time data

predictive attack-recovery system, including the system model

and the threat model. Then we summarize the overview of

system design, which will be discussed further in Section IV,

and give the problem statement and assumptions.

A. System Model

We aim to recover cyber-physical systems shown at the

bottom of Fig. 2, including a physical plant, a nominal

controller, sensors, and actuators. The system works at every

control step δ in a periodic manner. First, the sensors mea-

sure the physical plant states. The controller then calculates

the state estimate based on the sensor measurements. Next,

211

Authorized licensed use limited to: University of Pennsylvania. Downloaded on June 28,2024 at 20:07:13 UTC from IEEE Xplore.  Restrictions apply. 



the controller generates the control inputs u according to a

control algorithm and sends them to the actuators. Finally, the

actuators implement the control inputs u and drive the system

towards the desired or reference states. The state estimate x is a

vector of size n determined by the number of physical system

state variables (such as velocity, pressure, voltage, etc.); the

control input u is a vector of size m determined by the number

of control signals (such as throttle, steering angle, etc.).

The system plant follows the physical laws that can be

modeled as a continuous nonlinear system using an ordinary

differential equation in the form of Equation (1).

ẋ = f(x, u) + d (1)

where d is the disturbance term due to uncertainties. For

concise presentation, we assume that the system states are

fully observable, i.e., they can be directly determined from

sensor measurements, or x = y. However, in more general

cases, the state estimates x need to be calculated from sensor

measurements y by an observer, given an output equation

y = h(x) + v, where v is the sensor noise. We discuss how to

extend the system with an observer in Section IV-C1.

B. Threat Model

The CPS suffers from sensor attacks, where sensor attacks

aim at compromising the integrity or availability of sensor

data. The controller then generates inappropriate control inputs

based on malicious sensor data. We list some possible sensor

attack scenarios, but are not limited to these. For compromis-

ing integrity, (i) bias attacks change the value of sensor data

by adding a bias to them; (ii) replay attacks replace the current

sensor data with historical state ones. For compromising

availability, (iii) delay attacks defer the update of sensor data,

leading to stale state estimates. There is no assumption on

the number of compromised sensors. Our method, similar

to [18], [19], can operate when all sensors are compromised

but is the only framework that can leverage measurements

from uncompromised sensors. That is, measurements from

good sensors, if any, can only help to improve recovery

performance. We demonstrate the same in our experimental

results in Section V.

C. Problem Statement

We consider a nonlinear CPS described in Section III-A

under the sensor attacks shown in Section III-B. The physical

states deviate from the reference states under the influence of

such attacks. A recovery controller is triggered after the attack

diagnosis identifies the compromised sensors. The problem is

to design a recovery controller that can smoothly guide the

nonlinear system’s physical states to a target set T before

they reach the unsafe state set F . Note that it should leverage

uncompromised sensor data during recovery if possible.

D. Recovery Controller Overview

Our real-time data predictive recovery system is shown in

Fig. 2. The target CPS is in the bottom part of the figure,

and our system extends the original system to secure the

Fig. 3: Illustration of Recovery Timeline

system under sensor attacks. The paper focuses on the recovery

controller shown in the blue shaded box, which includes (i)

adaptive recovery sequence generator, (ii) model adaptor, (iii)

state predictor, and (iv) time oracle.

When does the recovery controller take effect? The system

runs in two possible modes - normal mode and recovery mode.

Fig. 3 illustrates the timeline of how our recovery system

works. In normal mode, the system runs the original nominal

controller, and the system states follow the target states (also

known as reference states) without attacks. At an unknown

time ta, a sensor attack is launched, so the actual system states

begin deviating from the target states. There is a detection

delay (tf − ta) needed for the attack diagnosis to identify the

attack. At the time tf , the detector raises an alert indicating

the attack, and the system switches from normal to recovery

mode. In recovery mode, our recovery controller is activated.

Note that the recovery controller is designed to handle attacked

sensors, only running after detecting attacks.

How does the recovery controller work? The adaptive

recovery sequence generator draws upon the idea of model

predictive control. It formulates the recovery problem as an

optimization problem with time and safety constraints, but

only implements the first several recovery control inputs and

then optimizes again, repeatedly. Each optimization requires

the help of supporting components (Section IV-C) for updating

the formulation: the model adaptor provides the linear model

working on current states, reducing the modeling error; the

state predictor provides an accurate initial state for recovery,

relieving the uncertainty accumulation; the time oracle adjusts

the optimization horizon and time constraints, making a recov-

ery before the system states become unsafe. Note that, through

nonlinear reachability analysis, the initial state for recovery is

obtained from a trustworthy state provided by checkpointer,

and no measurements from attacked sensors are used.

E. Assumptions

We list our assumptions in this subsection. Note that the

assumptions about checkpointer, attack diagnosis, and target

set are fulfilled by the previous work, so they are outside the

scope of this paper.

We assume that the system operates a closed-loop control

process, and the plant can be nonlinear. Moreover, the system

is perturbed by noise. This assumption is detailed in Sec-
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tion III-A. Also, sensor attacks make the nominal controller

generate inappropriate control inputs that lead to the deviation

from desired physical states, detailed in Section III-B.

For the CPS components, we assume that there is a

checkpointer that can record historical data, including state

estimations and control inputs. The data cover at least one

time step before the attack occurs. Such a checkpointer has

been described in detail in [12], [18], [19], [37]. Under the

assumption of fully observable states at the end of Section

III-A, this checkpointer caches the physical state xt at every

time step. In a general case, it records sensor measurement y.

Also, we assume a detection/diagnosis module that is able to

correctly locate the corrupted component before the system is

driven into an undesirable unsafe state. In our recovery system,

it can identify which sensors are compromised. The attack

diagnosis works give several solutions, such as the sensor

attack detectors proposed by [23], [27]. Note our method also

applies when all sensors are compromised. Uncompromised

sensors, if any, help improve recovery performance.

Furthermore, we assume that the recovery target state set

is within the control invariant set of the original nominal

controller, so that the nominal controller can take over when

it is available after recovery. The control invariant set can be

computed through [50]. We assume that the recovery control

sequence can be implemented to actuators, or we need a

redundant actuator in the systems.

IV. MODEL PREDICTIVE RECOVERY CONTROLLER

In this section, we provide an in-depth explanation of our

recovery controller, including the adaptive recovery sequence

generator and the supportive components: model adaptor, state

predictor, and time oracle.

A. Data Predictive Recovery Algorithm

The blue shaded box in Fig. 2 illustrates the data predictive

recovery controller. The controller consists of four components

that cooperate with each other. The adaptive recovery sequence

generator (Section IV-B), the core component, generates the

recovery control sequence and guides the physical state of

the CPS back to a target state. It formulates and solves an

optimization problem opti with safety and time constraints in

every T control steps. During recovery, its input, an initial

reachable set X0 and a horizon N , comes from the state

predictor (Section IV-C1) and the time oracle (Section IV-C3),

respectively. In addition, the model adapter (Section IV-C2)

updates the linear approximation of the nonlinear dynamics

before formulating each optimization problem.

Algorithm 1 shows the real-time attack-recovery procedure,

and the critical time is reflected in the timeline (Fig. 3):

(i) Lines 3-4: Before the attack is detected at tf , the system

runs the original nominal controller in normal mode. The state

estimate may be corrupted by sensor attacks, while the actual

physical state may deviate from the desired state.

(ii) Lines 5-11: At detection time tf , the system switches from

normal mode to recovery mode, where the recovery controller

takes over. Since the state estimate is compromised, the state

Algorithm 1 Extended Data Predictive Recovery

Input: historical data from checkpointer, attack detection/

diagnosis result, nonlinear system dynamics

Output: real-time control signal ut for 0 ≤ t ≤ tm
1: while t ≥ 0 do

2: switch t do

3: case t < tf
4: Run with normal control

5: case t = tf
6: td, tm ← time oracle ⊲ deadline computing

7: Xtr ← state predictor ⊲ state reconstruction

8: syst ← model adaptor ⊲ model adaptation

9: opt0(syst, Xtr , tm − tr) ⊲ first opt.

10: ut, . . . ,utr−δ ← ut ⊲ from nominal control

11: Run with ut ⊲ implement control input

12: case tf < t < tr
13: Run with utf+δ, . . . ,utr−δ ⊲ cached control

14: case tr ≤ t ≤ tm
15: if t = tr +KTδ with integer K ≥ 0 then

16: ut, . . . ,ut+(T−1)δ ← optK ⊲ opt. result

17: Xt+Tδ ← state predictor ⊲ reachability

18: syst ← model adaptor ⊲ model adapt.

19: optK+1(syst, Xt+Tδ, tm − (t+ Tδ))
20: end if

21: Run with ut ⊲ implement control input

22: end while

predictor (Section IV-C1) performs a non-linear reachability

analysis and reconstructs the state estimate reachable set at tr
from a trustworthy state at time tw provided by checkpointer,

meanwhile, it uses good sensor data from tw to tf to improve

prediction accuracy. Also, the algorithm calculates a safety

deadline td and a maintainable time tm using the time oracle

(Section IV-C3). Then, the model adaptor (Section IV-C2)

computes an updated linear approximation around current

states and control input from nonlinear dynamics. Based on

them, the adaptive recovery sequence generator (Section IV-B)

formulates the first optimization problem opt0 and begins to

solve it. Since the result of opt0 is not ready, it prepares the

control sequence for the preparation period [tf , tr) using the

last cached control input ut from the nominal controller.

(iii) Lines 12-13: During period (tf , tr), the system runs with

the prepared control sequence, meanwhile solving opt0.

(iv) Lines 14-21: From tr to tm, for every T control step,

the state predictor predicts the initial reachable set of the

next optimization problem, i.e., Xt+Tδ . In this process, intact

sensor data, if any, can improve prediction accuracy. Also, the

model adaptor updates the linear approximation of dynamics.

The recovery sequence generator starts to formulate and solve

a new optimization problem optK+1. Consequently, the recov-

ery control sequence from optK will be ready in T control

steps, but only the first T control input will be implemented.

Note that finding a solution within δ is not necessary, since

optimization runs every T control step.
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B. Adaptive Recovery Sequence Generator

Our core component, adaptive recovery sequence genera-

tor, aims to recover the physical states into a target set T
before they touch an unsafe set F . We consider continuous-

time and nonlinear systems in the form of Equation (1).

To efficiently compute recovery control inputs, we perform

local linearization and discretization online using the model

adaptor (Section IV-C2), and encode the linearized-discretized

model into the optimization problem. We use the subscript to

represent variables at a certain time hereinafter. For example,

ut represents the control input at time t. Note that our

approach also applies if we consider a discrete model from

the beginning.

1) Basic Data Predictive Recovery Formulation: After the

attack diagnosis identifies the corrupted sensors, the generator

formulates the recovery problem as a quadratic programming

problem with dynamics, time, and safety constraints. By

solving this problem, we get a recovery control sequence,

but we only implement the first control input and then repeat

this process in subsequent steps. Each optimization problem

updates the parameters, including the model from the model

adaptor, the initial state of recovery from the state predictor,

and the deadline from the time oracle.

The objective of these quadratic programming problems

guides the state steer towards reference state fast and smoothly:

J = (xN − x∗)TQN (xN − x∗)

+
N−1∑

k=0

(xk − x∗)TQ(xk − x∗) + uT
kRuk

(2)

where xi and ui are the system state and control input variables

at ith control step; x∗ is the reference state; Q,QN ∈
R

m×m,R ∈ R
n×n are semi-definite symmetric matrices that

represent the state, the final state, and the control input cost

weight; N = D + M is the optimization horizon length,

where recovery time D = (td − t)/δ and maintainable time

M = (tm − t)/δ at the time t. A fast recovery steers states

to the reference state fast, and tends to achieve a small state

penalty, represented by the first two terms; A smooth recovery

uses small control effort, and tends to achieve a small control

penalty, represented by the third term.

The constraints are formulated as follows.

xi+1 = Axi +Bui + c ∀i (3a)

ui ∈ U ∀i (3b)

Xi ∩ F = ∅ ∀i ∈ [0,M ] (3c)

xi ∈ T ∀i ∈ [D,M ] (3d)

Notice that Eq. (3a) is the discrete linearized dynamic con-

straint provided by the model adapter as in Equation (7), with

parameters A, B and c. It is used to predict the plant’s future

evolution; Eq. (3b) limits our control inputs according to the

actuator’s capacity; Eq. (3c) ensures that all recovery states are

safe; Eq. (3d) makes sure that the system state goes back into

the target state set before the safe deadline td and maintains it

in the set for the rest of the optimization horizon until tm. Note

Fig. 4: Illustration of Extended Model Predictive Recovery. i©

denotes solving the ith optimization problem, and i denotes

implementing the recovery control inputs computed from ith

optimization problem.

that the optimization horizon is receding over time, thus the

computational overhead is also decreasing during the recovery.

However, there are some limitations in the standard data

predictive recovery formulation: (i) we did not consider the

computational overhead of optimization problems. It usually

takes more than one control step to solve this problem. Thus,

this recovery method may not be applied to complex systems

because the computational overhead is large. (ii) we did not

consider the uncertainty in the constraints in Eq. (3), such

as linearization error and estimation noises due to overap-

proximated reachable sets. Thus, some constraints are not

guaranteed to be met in real applications.

2) Extended Data Predictive Recovery Formulation: To

overcome the limitations above, we extend the basic formula-

tion by considering computational overhead and uncertainties,

shown in Fig. 4.

Considering that the computational overhead may be greater

than the control sampling time, the recovery sequence genera-

tor optimizes every T control steps instead of every step. Note

that the T control steps can cover computational overhead

and can be determined in advance. At time tf , the attack

diagnosis identifies the attack, and the generator begins to

formulate and solve the first optimization problem. Before

time tr = tf + Tδ, the generator can obtain the result of

the first optimization problem. From time tr, while it starts

to implement the first T control inputs computed by the first

optimization problem, it begins to formulate and solve the

second optimization problem. Similarly, at time tr + Tδ, it

implements the first T control inputs computed by the second

optimization problem and begins to formulate the third one.

The recovery sequence generator repeats this process until time

tm in such a pipeline manner.

To formulate each optimization problem, the generator

requires (i) the initial state x0 and the uncertainty interval I0
provided by the state predictor. Since x0 contains good sensor

data, it can be seen as feedback, helping alleviate the accu-

mulation of uncertainty in uncompromised state dimensions.

(ii) the system model provided by the model adaptor, i.e. A,

B, and c matrix. Since the linear model works well in a small
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state range, the model adaptor keeps linearizing the nonlinear

dynamics around current states. The time-variant model helps

to reduce modeling errors. (iii) safe deadline td provided by the

time oracle. The time oracle performs nonlinear reachability

analysis to compute a conservative deadline by which the

system may become unsafe. The deadline helps to guarantee

the safety of CPS. The detailed design of these supporting

components is described in Section IV-C. The constraints of

the optimization problem are reformulated as follows.

x0 ∈ X0 = x0 ⊕ I0 from state predictor (4a)

xi+1 = Axi +Bui + c ∀i (4b)

ui ∈ U ∀i (4c)

xi ∩ (F ⊕AiI0) = ∅ ∀i ∈ [0,M ] (4d)

xi ∈ T ⊖AiI0 ∀i ∈ [D,M ] (4e)

where at Eq. (4a), x0 is the initial state of recovery with

uncertainty interval I0 that can be obtained from the state

predictor; Eq. (4d) and (4e) consider the effect of uncertainty

I0, so the unsafe set is larger and the target set is smaller than

those of the basic data predictive recovery. Here, ⊕ is the

Minkowski sum defined as X ⊕ Y = {x+ y |x ∈ X, y ∈ Y }
for any set X and Y ; ⊖ is the Minkowski difference such that

X ⊖ Y =
⋂

y∈Y {x− y |x ∈ X}.

Furthermore, it is noted that the optimization horizon re-

duces T for every optimization problem. For example, the

horizon of the first optimization is (tm − tr)/δ, and the

horizon of the second becomes (tm− tr)/δ−T . The reducing

horizon also leads to a reduction in the number of optimization

variables in optimization problems, so computational resources

are saved without hurting recovery performance. Note that

we can still guarantee safe and time constraints, although the

optimization horizon is reduced.

C. Supportive Components

The formulation of optimization problems requires the pa-

rameters of the supporting components, including the state pre-

dictor, the model adaptor, and the time oracle. This subsection

introduces each component in detail.

1) State Predictor: The state predictor performs nonlinear

reachability analysis to get the reachable set of states based

on historical data.

Input. It relies on (i) attack diagnosis result. The result indi-

cates which sensors are compromised and which sensors are

intact. (ii) historical states and control inputs from checkpoint.

The state at time tw is the trustworthy state, and is not affected

by sensor attacks. The intact states during sensor attack can

also be used to relieve uncertainty accumulation. The control

inputs are used for reachability analysis. Since it does not use

compromised sensor data as input, the result is not affected

by sensor attacks.

Overview. Fig. 5 illustrates the process of successive calcu-

lation of reachable states. The gray-shaded area highlights a

fragment at time t. At time t, the reachable states (X ′

t, marked

in green) are obtained from the previous reachable analysis.

Fig. 5: A fragment of successive calculation of reachable states

using the state predictor

Also, current state estimates are obtained from the system

observer, but some state estimates are affected by sensor

attacks, marked in orange. We replace those compromised

ones with the corresponding reachable states, forming sensor-

adjusted reachable states Xt, which other components require.

From this set, we perform a nonlinear reachability analysis

and get the next reachable states. The state predictor repeats

the above steps to calculate the multiple-step reachable state.

The sensor-adjusted reachable state Xt will be used as X0

in equation (4a). In this process, the state predictor uses good

sensor measurements as feedback, preventing uncertainty from

exploding in the uncompromised dimension.

Reachability Analysis Given a historical state, we can use

the Taylor model-based reachability computation to obtain

an overapproximate estimation of the state at a later time.

Taylor models are originally proposed as overapproximate

representations for smooth functions [51], and are later used

in verified integration of nonlinear ODEs [52] and to compute

reachable set overapproximations for hybrid systems [53]–

[55]. To do so, we may directly use the state-of-the-art tool,

Flow* [56]. Since we only use the tool to compute an interval

reachable set overapproximation, our framework does not need

to handle Taylor models from scratch. For example, it can

compute a conservative estimation of the system state at tf
when an attack is detected, which is also known as state

reconstruction. It takes the ODE (1), the latest trustworthy

state xw as the initial state and the historical control sequence

that is used from tw to tf , and computes an interval set (or

box) X that is guaranteed to contain the system state at tf .

Fig. 6 illustrates the use of Flow*.

Considering Observer. As stated at the end of Section III-A,

this algorithm assumes that states are fully observable for

concision, since computing state estimates is not our main

contribution. However, for more general cases, the above state

predictor can be extended and work with existing nonlinear

observers, which compute state estimates with good sensor

measurements. The observer operates in both normal and

recovery modes. As shown in Fig. 3, the observer uses the

original measurement function y = h(x) + v before tw,

since all sensor measurements are reliable. In contrast, the

observer dynamic should be adjusted in the presence of the
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Fig. 6: Illustration of the use of Flow*.

attack to avoid the impact of attacks. After time tw, some

sensor measurements could be compromised. The algorithm

trims the original measurement function to y′ = h′(x) + v,

excluding the compromised sensor measurements indicated by

the attack diagnosis. The observer, for example the extended

Kalman filter, predicts state and covariance estimates with

checkpointed previous estimates and control input, and updates

the estimates with good sensor measurements. In this way, the

observer obtains state estimate X ′′

t unaffected by attacks.

Since the observer requires a certain period for the state

estimates to converge during the start phase, we need to discuss

the impact of convergence time on recovery timing. For most

cases, since the observer also runs in the normal mode, the

trustworthy state estimate xw calculated by the observer is

converged. When the attack is detected at time tf , the observer

needs to reconstruct the state estimates xf with the trimed

measurement function from converged xw. The computational

overhead of the reconstruction may enlarge the preparation

period from tf to tr (marked in orange in Fig. 3), where

tr is when the first recovery control input is implemented.

Moreover, it is undeniable that there exists an extremely rare

case that the system is attacked shortly after it starts operating,

and the trustworthy state estimate xw has not yet converged.

In this case, the state estimate reconstruction must wait for

convergence, further extending the preparation period.

Tasks. There are four tasks for the state predictor:

(i) State reconstruction. At time tf , the system state estimates

cannot reflect the actual system states because of sensor

attacks. Thus, the predictor needs to reconstruct the current

state reachable set Xf from a trustworthy state xw provided

by the checkpointer. This process is demonstrated in the

reachability analysis above. (Line 7 of Algorithm 1)

(ii) Initial state calculation. The optimization problems for-

mulated by the adaptive recovery sequence generator require

an initial state of recovery. The state predictor can provide

sensor-adjusted reachable states as the initial state set X0 =
x0 ⊕ I0, where x0 is the center of reachable states, and I0 is

the uncertainty interval. (Lines 7 and 17 of Algorithm 1)

(iii) Helper function. The state predictor is called by the

model adaptor and the time oracle. The model adaptor needs to

linearize and discretize the nonlinear system at current states,

which is provided by the state predictor. The time oracle

performs reachability analysis to find a safe deadline td, after

which the system may touch the unsafe set.

(iv) Safety checker. Before implementing the recovery control

input, we use the state predictor to compute the reachable

states. If there is no intersection between the reachable states

and unsafe set F , the recovery is safe.

2) Model Adaptor: Optimizing using the nonlinear dy-

namic is time-consuming, and can hardly be solved online. To

reduce time overhead, linearized models can be used to ap-

proximate the original nonlinear system. However, a linearized

model from a nonlinear system only works well around the

operation or equilibrium point. The state deviation from the

point may cause a large modeling error. Also, the recovery

effectiveness depends on the model’s accuracy. Therefore, the

model adaptor keeps linearizing the nonlinear system during

recovery to obtain accurate linear models.

The following model adaptor has been widely used to

linearize and discretize a nonlinear continuous ODE to provide

the dynamics constraint for each optimization problem, which

is later formalized as Eq. (4b). Given a continuous nonlinear

system described as Eq. (1) and denoted as ϕc, the adaptor

calculates a linear approximation from its first order Taylor

expansion around the point of interest x̄t and ūt:

ẋt = ϕc(xt, ut)

≈ ϕc(x̄t, ūt) +
∂ϕc

∂xt

|x̄t,ūt
·(xt − x̄t) +

∂ϕc

∂ut

|x̄t,ūt
·(ut − ūt)

= A′xt +B′ut + c′

(5)

where A′ = ∂ϕc

∂xt
|x̄t,ūt

, B′ = ∂ϕc

∂ut
|x̄t,ūt

, and c′ = ϕc(x̄t, ūt)−
∂ϕc

∂xt
|x̄t,ūt

·x̄t −
∂ϕc

∂ut
|x̄t,ūt

·ūt. In the implementation, the

point x̄t is obtained from the center of the reachable set

at time t, calculated by the state predictor. The point ūt

is the last control signal cached by the checkpointer. Since

discrete-time dynamics are required in optimization problems,

the model adaptor discretizes the linear approximation into

a discrete-time equation with a granular time step δ > 0.

This discretization step is a direct result of integrating the

continuous time equation (5) and is given as follows.

xt+δ = eδA
′

xt + (A′)
−1

(eδA
′

− I)B′ut + δc′

≈ (I+ δA′)xt + δB′ut + δc′
(6)

where I is the identity matrix with proper dimensions, and

δ is the sampling time or the control interval. Thus, we ap-

proximate the nonlinear dynamics to the form of Equation (7),

where A = I+ δA′, B = δB′, and c = δc′.

xt+δ = Axt +But + c (7)

For example, on a simple control system ẋt = x2
t + ut with

one-dimensional xt and ut, we compute centers x̄t and ūt from

the state predictor and perform Taylor expansion around this

point following Eq. (5).

ẋt = x2t + ut ≈ x̄t + ūt + 2x̄t · (xt − x̄t) + 1 · (ut − ūt)

= 2x̄txt + ut − 2x̄2
t + x̄t

(8)

That is, A′ = 2x̄t, B′ = 1 and c′ = −2x̄2t + x̄t. the

discretization can be done by calling Eq. (6) with some time

step such as δ = 0.01.
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3) Time Oracle: The time oracle provides the horizon of

MPC problems by computing a conservative deadline td by

which the system should be recovered and a maintainable

deadline tm by which the system states can be maintained

in the target state set once they are recovered into the set.

This component is first used in [19] for linear systems, and

this paper extends it to nonlinear systems.

At the time tf , it leverages the state predictor and calculates

the reachable state set of each following control step as if the

norminal controller was running. If the upper or lower bound

falls into the unsafe set, then there is a possibility that a severe

consequence may happen. Thus, we choose the last time step

before unsafe as our safety deadline td. Note that this analysis

assumes that we do not take any recovery actions, so it is a

conservative deadline. Then, it adds a constant maintenance

period M to obtain the maintainable deadline tm = td +M .

V. EVALUATION

In this section, we validate our method using three non-

linear system simulators and highlight its effectiveness with

observations and result analysis.

A. Experiment Environment

We implement a nonlinear system simulation tool using

Python. We write these benchmarks’ ODE and sensor attack

scenarios in a configuration file. Then, the tool can run each

configuration one by one. In this process, the necessary data,

including system states, sensor values, and control input, are

recorded to plot the results. The experiments are implemented

on a 64-CPU server, where each one is an Intel(R) Xeon(R)

Gold 6248R CPU @ 3.00GHz. The optimizations are solved

by the cvxpy library with OSQP solver. Pyinterval library is

applied for the interval arithmetic of the MPC.

B. Non-linear systems benchmark

We consider three nonlinear system benchmarks: the con-

tinuously stirred tank reactor (CSTR), the quadrotor, and the

naval vessel. They are representative CPSs, used in many

works, from different domains. The CSTR benchmark study

presents an interesting setup for industrial sabotage, the vessel

benchmark has very long control steps, and the quadrotor

with its large number of states tests the scalability of each

component in the proposed recovery controller.

CSTR: In CSTR [58] dynamics, the exothermic reaction

of the species A → B is considered with the concentration

of A (CA) and the reactor temperature (T ) as states. The

control input is given by the temperature of the cooling jacket

(TC). The exact dynamics given various system parameters

(k0, Caf , q, V, E,R, ρ, Cp, Tf ,∆H,UA) is as follows,

V ĊA = q (Caf − CA)− k0 exp

(

−E

RT

)

V CA

ρCpV Ṫ = ρCpq (Tf − T ) + ∆Hk0 exp

(

−E

RT

)

V CA

+ UA (TC − T )

(9)

We utilize a PID controller to stabilize the temperature T .

Furthermore, we consider a bias sensor attack scenario for

CSTR where the temperature sensor values are compromised

like in [59], and the bias parameter is shown in TABLE II.

Quadrotor: The quadrotor dynamics [23], [60]–[62] de-

scribe the evolution of its attitude and position with 12 states:

roll (φ), pitch (θ), yaw (ψ), roll rate (wθ), pitch rate (wφ),

yaw rate (wψ), 3D positions and 3D velocities. The control

input includes that for thrust, roll, pitch, and yaw represented

by Ut, Uθ, Uφ, Uψ . Given inertias (Ix, Iy, Iz), mass (m) and

acceleration of gravity (g), it is given as,

φ̇ = wφ, ẇφ =
Uφ

Ix
+ θ̇ψ̇

(

Iy−Iz
Ix

)

θ̇ = wθ, ẇθ = Uθ

Iy
+ φ̇ψ̇

(

Iz−Ix
Iy

)

ψ̇ = wψ, ẇψ =
Uψ

Iz
+ φ̇θ̇

(

Ix−Iy
Iz

)

ẋ = vx, v̇x = Ut

m
(cos(φ) sin(θ) cos(ψ) + sin(φ) sin(ψ)

ẏ = vy, v̇y = Ut

m
(cos(φ) sin(θ) sin(ψ)− sin(φ) cos(ψ))

ż = vz, v̇z = Ut

m
cos(φ) cos(θ)− g

(10)

The state-space model is abstracted from a high-fidelity simu-

lator AirSim that Microsoft developed using the Unreal engine

as shown in Fig. 7b. A PID controller is used to maintain the

quadrotor at a certain height. Here, we consider the sensor

bias attack scenario in which the attacker compromises height

sensors resulting in incorrect feedback (see [18], [19]).

Vessel: The vessel dynamics describe the generic ship with

3 DoF [57], [63]. The state-space model is adapted from

the lecture notes of Marine Cybernetics and the high-fidelity

simulator developed from NTNU AUR-lab which implements

the Matlab scripts in the VESSELS catalogue of the MSS

toolbox. The simulator simulates the vessel shown in Fig. 7c.

The model implements the basic components of the ship such

as engine, propeller, rudder, etc., and considers the whole

model as a system. There are 8 states in the system, which are

the east and north positions, yaw, their velocities, the angular

shaft speed of the propeller, and the current of the DC motor.

Two PID controllers are used to maintain the surge speed

of the vessel and the yaw of the vessel. Here, we consider the

bias sensor attack scenario where the attacker compromises

speed sensor, resulting in over speeding.

C. Experiment Settings

All experiment settings are given in Table II. We chose

our CSTR settings, including reference, frequencies (dt, MPC

frequency), delay, safe/target sets based on previous work in

[58]. We tuned a PID controller to stabilize the model within

control limits determined by the physical properties of the

CSTR system [58]. For the quadrotor, we build on the settings

for the linearized model [19], while increasing the system

frequency to 100Hz (dt=0.01s). We tune a PID controller for

this increased speed and broader control limits (as given in

Table II’s second column). Finally, for the Naval Vessel, we

adapt reference, frequency, safe/target set settings from [57],

and tune two PID controllers to stabilize the reference speed.

Our control limits are again chosen based on the actuator

properties of the vessel [57]. In all three benchmarks, we chose

asymmetric positive noise to clearly observe the performance

of the recovery algorithms. Symmetric noises, on the other
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(a) CSTR (b) Drone from AirSim (c) Vessel model 1:70 scale [57]

Fig. 7: Numerical and High-Fidelity CPS Simulators

Fig. 8: Performance of our method (MPC recovery control) compared to the baselines (no recovery, LP recovery control, LQR

recovery control, and Software Sensor Recovery or SSR) on three benchmarks: continuous stirred tank reactor (CSTR) control

[left], quadrotor altitude control [middle], naval vessel control [right].

Fig. 9: Sensitivity analysis to bias values of {−25,−30,−35} on the CSTR benchmark.

Fig. 10: Sensitivity analysis to detection delay values of {0.5, 1.0, 1.4} on the CSTR benchmark.

hand, have little impact on recovery, since the negative and

positive noises offset each other. Our implementation can be

found at https://github.com/CPSEC/nonlinear-recovery.

D. Baselines

We compare the proposed data-predictive recovery method

approach (mpc) with four baselines. We also add an observer

to our method and include it in the comparisons as mpc obs.

(i) no recovery (none). This baseline does not take any

recovery countermeasures after the detection of sensor attacks.

(ii) software-sensor-based recovery (ssr) [12], [17]. After

the detection of sensor attacks, the baseline replaces the

corrupted physical sensor data with the software sensor data

predicted by the linear system model.

CSTR Quadrotor Naval Vessel

attacked state Temp. Altitude Speed
reference 300 K 5 m 0.55 m/s
dt 0.1 s 0.01 s 1 s
noise unif[0, 0.1] unif[0, 2e-4] unif[0, .015]
detetection delay 1 s 0.2 s 10 s
bias -30 K -1 m -0.5 m/s
safe set (250, 360) K (0, 200) m (0, 150) m/s
target set (299, 301) K (4.8, 5.2) m (0.5, 0.9) m/s
control limits (250, 350) K (-10,100) N [(0, 2), (-1, 1)]
MPC freq. 10 Hz 10 Hz 1 Hz

Orig Controller

P=0.50
I=1.33

D=-0.05

P=100
I=0

D=-19

P=0.45, 0.1
I=0.05, 0
D=0, -3.5

TABLE II: Settings used in each benchmark.
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Fig. 11: Sensitivity analysis to noise with upper bounds of {0.4, 0.1, 0.6} on the CSTR benchmark.

Fig. 12: Sensitivity analysis of recovery with an observer to increasing noise with upper bounds of {0.05, 0.1, 0.25} ×10−3

on the Quadrotor benchmark.

(iii) linear-programming-based recovery (lp) [18]. The base-

line formulates the recovery problem as a linear programming

optimization problem. By solving this problem, it gets a

recovery control sequence that can steer the system states back

to the target set before a safe deadline.

(iv) linear-quadratic-regulator-based recovery (lqr) [19].

The baseline extends the LP-based recovery by considering

state and control input penalty in the objective, and also can

maintain the system states in the target set for a while.

Given that all of the above baselines are designed for linear

systems. To apply them to our nonlinear benchmarks, we

obtain linear models by linearizing the nonlinear systems over

the equilibrium point or the operating point.

E. Recovery Effect

We compared the proposed method with four baselines for

the three benchmarks. We plot the actual system physical

states in Fig. 8, which shows the recovery process targeting

sensor attacks. The red line shows the physical states under

attacks without any recovery. The cyan, blue, and orange

curves are actual physical states that use linear-programming-

based recovery, linear-quadratic-regulator-based recovery, and

software-sensor-based recovery benchmarks.

We can get the following observations from them: Without

recovery, the system states deviate from the target states,

even reaching the unsafe states. When there is a bias

attack, i.e., adding a bias to sensor measurement, the controller

computes an error between state estimate and reference state.

This error makes the controller generate a control input to

eliminate this error, resulting in deviating from the reference

state. For example, in the CSTR benchmark, the red curve

goes out of the figure, i.e., reaching the unsafe set. For other

benchmarks, although the system states do not reach the unsafe

set with any countermeasures, the performance of the CPSs

is affected. The system states keep deviating from the target

states. If we choose a larger bias, the system states may also

reach the unsafe set.

The linear model based recovery method may fail to find

a recovery control sequence. For lp and lqr baselines, we do

not use the original deadline estimator, because they often give

a short deadline, resulting in failure to find a recovery control

sequence. The short deadline comes from the modeling error.

When the error is large, the reachability analysis may quickly

touch the unsafe set and get a short deadline.

The proposed method steers the system states closest

to the reference states. For the CSTR benchmark, ssr and

lp do not drive the system state to the target set before the

deadline. For the quadrotor benchmark, the lqr baseline does

not drive the physical states to the deadline eventually, and the

final recovered states of the proposed method are closer to the

reference state than other baselines. This may be caused by

uncertainty accumulation. The baseline methods assume that

all sensors are not reliable, and do not get any feedback from

sensors. Thus, they cannot reject the external disturbance, and

cause an inaccurate recovery eventually.

F. Sensitivity Analysis.

In order to clearly show how different parameters affect the

methods’ performance, it is ideal to choose a benchmark that

has small inertia. Therefore, we perform sensitivity analyses

on the CSTR benchmark, and observe changes to variation

in attack intensity, detection delay, and noise intensity. We

compare all methods by their ability to recover to the target set

without encountering the unsafe set within the deadline, their

time of recovery, and their maintainable time in the target set.

Impact of Attack Intensity. The experiment changes the value

of bias added to the sensor measurement, and the biases in

the experiments are -25, -30, and -35K. There are two main

observations from Fig. 9: First, the SSR baseline and the

proposed method performed well if the bias is set to -25.
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Both can drive the system to the target set and maintain it

before the deadline. The LQR and LP baseline cannot achieve

it. Furthermore, the proposed method can drive the system to

the target set and maintain it even when the bias is set to -

30 and -35K since the proposed MPC-based method recovery

takes less time to recover the system to the target set. A lower

attack bias situates the system state closer to the target set

at detection time. Yet, we see that methods using linearized

models struggle to overcome the accumulation of uncertainty

even from a state with a lower bias. SSR, enabled by a

nonlinear model in state reconstruction, but with only a linear

model during recovery is seen to recover with a large delay

compared to our approach. With higher bias, and hence a state

further away from the target set at detection time, all other

methods struggle to recover and maintain in the target set.

Impact of Detection Delay. Fig. 10 shows the recovery

results under different detection delays. There are two main

observations: First, both SSR and the proposed method can

drive the system to the target set and maintain it before

the deadline if the detection delay is 0.5s. LQR and LP

cannot achieve recovery before the deadline. Secondly, the

SSR baseline cannot achieve recovery before the deadline if

the detection delay increased to 1s and 1.4s since there is

less recovery time. A decrease in detection delay prevents the

significant drift from the target state during attack time. Yet,

again, only SSR is able to recover but is unable to maintain in

the target state without a controller that optimizes for maintain

time. On the other hand, a longer detection delay pushes the

system further away from the target set and prevents any other

method from recovering within the deadline.

Impact of Uncompromised Sensors. Across all three simula-

tors in Fig. 8 and analyses in Figs. 9, 10, 9, our method lever-

ages the uncompromised sensor information, while LQR and

LP cannot do so. Thus, LQR and LP consistently take longer

to recover (sometimes after the deadline), and are unable to

maintain states in the target set even with these requirements

encoded in the optimization problem formulations.

Impact of an observer. We identify the impact of an observer

on the quadrotor benchmark (instead of the CSTR benchmark).

The CSTR benchmark only has two directly measured state

elements. Hence, adding an observer does not create any

measurable change. On the other hand, the quadrotor sensors

only measure four (out of twelve) elements of the state –

height, roll rate, pitch rate, and yaw rate. Height is obtained

from an ultrasonic sensor below the quadrotor. The attitude

rates are obtained from an onboard inertial measurement unit.

We use an extended Kalman filter (EKF) to estimate the full

state (with twelve elements). This additional observer step

increases the computational overhead minimally (see Fig. 13).

Moreover, as seen in the left plot of Fig. 12, the observer does

not significantly affect recovery at lower noise thresholds. With

increased noise, as seen in the right plot of Fig. 12, there is

an increased deviation from the tracked state after recovery.

And hence, reduced maintainability in the recovered state.

Thus, with an increase in noise, while recovery to the desired

region is not affected, maintainability over a long horizon in

Fig. 13: Computational overhead (in seconds) for all methods

on the Quadrotor benchmark. For both LP and LQR, the

outlier point on top represents the overhead in formulating

and solving the problem at time step tf .

the desired region may be affected.

Impact of Noise intensity. Two types of noise were imple-

mented on the sensors, uniform noise, and white noise. The

lower bound of these noises is 0, and we tested our method

with different levels of upper bounds for the noises. Fig. 11

shows that the proposed method can drive the system to the

target set and maintain it when the noise upper bound is set

to 0.1 and 0.4. None of the baselines can achieve before the

deadline except our proposed method. If the noise upper bound

is large, our proposed method recovers but finds it hard to

maintain the system in the target set since the uncompromised

data (which we leverage for improved state reconstruction) is

itself too noisy. Other methods find it difficult to recover, let

alone maintain in the target state for more than one step.

Computational overhead. Fig. 13 shows the box plots of

the computation overhead for each step of the recovery on the

time horizon. Our MPC-based recovery method has the second

largest overhead since more computation (than LP or LQR) is

involved. But, if the MPC frequency is reduced (i.e. if the fre-

quency of linearization is reduced), then our proposed method

is applicable to real-time scenarios. On the other hand, our

MPC method outperforms the LP and LQR recovery results.

Moreover, if the non-linear dynamics (without linearization)

were directly applied to the recovery problem, we would have

the best recovery result because of zero adaption error. But the

nonlinear optimization takes too long and cannot be applied

to real-time scenarios. Therefore, from Fig. 13, there is a

trade-off between usability and recovery performance; and our

proposed method delivers both.

VI. CONCLUSION

In this work, we propose a novel framework for the recovery

of nonlinear CPS when faced with sensor attacks. Our frame-

work solves an MPC problem formulated every few time-steps

to generate control inputs for recovery to a target set within

a dynamically computed recovery deadline (to remain in a

safe set). It utilizes a model adaptor to linearize and discretize

nonlinear models for the MPC problem and computes both the

deadline and initial MPC state based on nonlinear reachability

analysis with Flow*. An evaluation of the nonlinear system

benchmarks alongside an analysis of recovery sensitivity to our

novel framework’s components demonstrate the effectiveness

of our approach.
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