
PHYSICAL REVIEW A 105, 022819 (2022)

Measurement of the hyperfine coupling constants and absolute energies of the 12s 2S1/2, 13s 2S1/2,
and 11d 2DJ levels in atomic cesium

Jonah A. Quirk,1,2 Amy Damitz ,1,2 Carol E. Tanner ,3 and D. S. Elliott 1,2,4

1Department of Physics and Astronomy, Purdue University, West Lafayette, Indiana 47907, USA
2Purdue Quantum Science and Engineering Institute, Purdue University, West Lafayette, Indiana 47907, USA

3Department of Physics, University of Notre Dame, Notre Dame, Indiana 46556, USA
4School of Electrical and Computer Engineering, Purdue University, West Lafayette, Indiana 47907, USA

(Received 3 January 2022; accepted 8 February 2022; published 22 February 2022)

We report measurements of the absolute energies of the hyperfine components of the 12s 2S1/2 and 13s 2S1/2
levels of atomic cesium, 133Cs. Using the frequency difference between these components, we determine the
hyperfine coupling constants for these states, and report these values with a relative uncertainty of ∼0.06%. We
also examine the hyperfine structure of the 11d 2DJ (J = 3/2, 5/2) states, and resolve the sign ambiguity of the
hyperfine coupling constants from previous measurements of these states. We also derive new, high precision
values for the state energies of the 12s 2S1/2, 13s 2S1/2, and 11d 2DJ states of cesium.
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I. INTRODUCTION

Accurate atomic structure calculations of atomic wave
functions are critical for the quantitative interpretation of
measurements of atomic parity violation (APV) [1–13]. For
example, in the sum-over-states approach for calculating the
electric dipole transition moment EPNC due to the weak force
interaction between the nucleons and the electrons of an oth-
erwise forbidden transition, precise values of electric dipole
matrix elements and of the weak Hamiltonian can be used
to relate the experimentally determined value of EPNC to the
weak charge of the nucleus Qw. The quality of these atomic
structure calculations is judged by their ability to produce
reliable values of measured (or measurable) quantities, such
as energy eigenstates of the atom, transition moments (par-
ticularly for electric dipole transitions), etc. To evaluate the
quality of the matrix elements of the weak Hamiltonian Hw,
one often examines the hyperfine coupling constants Ahfs of
the atomic states involved. Both the weak Hamiltonian and
the hyperfine interaction are sensitive to the electronic wave
function in the vicinity of the nucleus. Therefore, accurate
theoretical methods for calculating Ahfs are of high importance
to APV studies.

In a recent report [14] of an ab initio calculation
of the ground state hyperfine splitting (hfs) of cesium,
Ginges, Volotka, and Fritzsche reported a calculated hfs of
the ground state �νhfs;6s = 9177.4 MHz, differing from the
defined Committee on Data of the International Science Coun-
cil (CODATA) value of 9192.631 770 MHz by only 0.17%.
This relativistic Hartree-Fock many-body calculation includes
effects of core polarization, correlation corrections, quan-
tum electrodynamic (QED) radiative corrections (self-energy
and vacuum polarization), and the effect of the nonuniform
density of the magnetization of the nucleus, known as the
Bohr-Weisskopf (BW) correction. In 133Cs, the QED correc-
tion is 0.38%, while the BW correction is 0.18%, emphasizing

the importance of these corrections towards the goal of achiev-
ing an uncertainty of 0.1%–0.2%. Ginges and Volotka [15]
later proposed a method in which one uses the results of
precise hfs measurements of excited ns 2S1/2 states to greatly
improve the ground 6s 2S1/2 state and 7s 2S1/2 state hyperfine
intervals. (From this point forward, we will use the abbrevi-
ated notation ns in place of ns 2S1/2, npJ for np 2PJ , and ndJ
for nd 2DJ states.) They noted that the correlation corrections
decreased with increasing principal quantum number n, ap-
proaching a constant but nonzero value. They proposed to use
measurements of the hfs in high (n > 9) ns states to determine
the BW and QED corrections in these states, which can then
be scaled for application to the 6s and 7s states. This removes
the large uncertainties due to the BW and QED corrections
from the hfs calculations. In a 2019 report, Grunefeld et al.
[16] examined trends in the corrections to the hyperfine cou-
pling constants Ahfs, to make predictions of these constants for
ns and np1/2 states of cesium, where 6 � n � 17, which they
believe to be accurate at the 0.1% level.

The hyperfine coupling constants Ahfs for ns states of ce-
sium for the lowest energy states (principal quantum numbers
6 � n � 17) have been measured previously [17–26]. In sev-
eral of these works [18–21] for low n states, 6 � n � 9, the
researchers used a frequency comb source as a frequency
reference, or, in some cases, even used the frequency comb
source directly to excite the lines, and determine the absolute
frequency of individual hyperfine lines. The precision of these
values of Ahfs are well below 0.1%, and the measurements
by various groups are in good agreement with one another
[17–22]. For states n > 9, the measurements [23–26] date
back to ∼1975, and the uncertainties are in the range 0.4%–
2.0%. These measurements used a level-crossing technique,
in which the investigators applied a static magnetic field as
well as a rf magnetic field, and detected a change in the
fluorescence intensity or polarization at particular magnetic
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fields, which indicated that different energy states were Zee-
man tuned into resonance with the rf transition.

In this paper, we report new, high-precision measurements
of the hyperfine coupling constants for the 12s and 13s states
of atomic cesium. This measurement is part of our ongoing
investigations toward an improved value of the weak charge
of atomic cesium [27–29]. Our measurements provide higher
precision values for Ahfs and the state energies Ecg than were
measured previously for the 12s and 13s states.

We also report measurements of the hyperfine coupling
constants of the 11d3/2 and 11d5/2 states, whose excitation
energy is in the same vicinity as that of the 12s and 13s states.
Our measurements are able to resolve the ambiguity of the
sign of Ahfs for these excited states, and provide higher preci-
sion values for one of the Ahfs values and the state energies.

The paper is organized as follows. We first discuss the mea-
surement of the hyperfine structure of the 12s and 13s states.
We describe the measurement technique for these measure-
ments, analyze the data, and compare our results with previous
measurements and with theoretical results. In Sec. III, we
discuss our measurements of Ahfs for the 11d3/2 and 11d5/2
states. We follow this with a few concluding remarks.

II. 12s 2S1/2 and 13s 2S1/2 MEASUREMENTS

A. Experimental configuration and procedure

To measure the hyperfine splitting of the 12s and 13s
states, we measure the frequencies of the individual hyper-
fine components of the 6s → 12s or 6s → 13s transitions. To
achieve these, we use Doppler-free two-photon absorption in a
cesium vapor, using a cw narrow-band laser, with precise cal-
ibration of the laser frequency using a frequency comb laser
source. Each transition consists of two well-resolved hyper-
fine lines, F = 3 → F ′ = 3 and F = 4 → F ′ = 4, where F
(F ′) is the total angular momentum of the 6s ground state
(12s or 13s excited state). (Only �F = 0 transitions are al-
lowed for this transition when the two photons are equal in
frequency.) We label the laser frequencies for these transitions
ν33 and ν44, respectively, as shown in the energy level diagram
of Fig. 1. Since the hyperfine interaction shifts the state energy
by (see Ref. [30], for example)

�Ehfs = Ahfs

2
{F (F + 1) − I (I + 1) − J (J + 1)},

where I = 7/2 and J = 1/2 are the nuclear and electronic an-
gular momenta, respectively, these frequencies can be written

ν33 = 1

2

{
Ecg

h
+ 9

4
(Ahfs,6s − Ahfs,ns)

}
(1)

and

ν44 = 1

2

{
Ecg

h
− 7

4
(Ahfs,6s − Ahfs,ns)

}
, (2)

where Ecg is the energy difference between the centers of
gravity of the 6s and ns states, and h is the Planck constant.
The factor 1/2 in these expressions is included since we ex-
cite the transitions through two-photon absorption. Through
measurements of ν33 and ν44, and using the defined value for
Ahfs,6s = ( 14 ) × 9192.631 770 MHz, we are able to determine

FIG. 1. Energy level diagram showing the hyperfine components
(not to scale) of the 6s and ns states of cesium, where n = 12 or
13. ν33 (ν44) indicates the frequency of the laser when resonant with
the F = 3 → F ′ = 3 (F = 4 → F ′ = 4) two-photon transition. Ecg

is the energy of the 12s or 13s state in the absence of the hyperfine
interaction (that is, the center of gravity of the state).

precise values for Ahfs,ns and Ecg/h. This measurement pro-
cedure is similar to that used in a previous work [20] for
measurement of Ahfs of the 8s state, in which 10 kHz precision
in the difference between hyperfine peaks was achieved.

We show a schematic layout of the experimental setup
in Fig. 2. A commercial external cavity diode laser (ECDL)
and tapered amplifier in a master oscillator power amplifier
(MOPA) configuration produce approximately 180–300 mW
of cw narrow-band optical power near 670 nm. The excita-
tion wavelengths for the 12s and 13s states are 674.11 and
665.87 nm, respectively. We focus this light into a cesium
vapor cell in a double-pass geometry to excite the cesium
atoms through Doppler-free two-photon excitation. We use
a Faraday isolator to separate the retroreflected beam from
the input beam, allowing very little transmission back to-
wards the laser, while preserving the linear polarization of
the laser light in the vapor cell. The laser beam rejected by
the Faraday isolator serves two purposes. First, we use this
beam to stabilize the laser frequency. We achieve this by plac-
ing phase-modulation sidebands (40–110 MHz) on the beam
using a broadband electro-optic modulator, dithering the side-
band frequency (50 kHz dither frequency), generating an error
signal from the transmission peak of one sideband through
a 9.3 GHz free spectral range (FSR), temperature-stabilized
etalon (mixed with 50 kHz and low pass filtered), and lock-
ing the laser frequency with this error signal. We tune the
laser frequency indirectly by tuning the sideband frequency.
Second, we use this beam to determine the laser frequency
ν throughout the duration of a laser scan. We achieve this
by combining the laser beam with the output of a frequency
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FIG. 2. Experimental setup for the measurement of the two-photon absorption spectra. The commercial diode laser (ECDL) and tapered
amplifier generate 180–300 mW of narrow-band cw light, which is focused into a heated cesium vapor cell. After passing through the cell, the
laser light is reflected back on itself for Doppler-free two-photon excitation. We collect the fluorescence light (green box) emitted from the final
6p3/2 → 6s step of the decay, which we measure with a photomultiplier tube (PMT). We use a Faraday isolator to separate the retroreflected
beam from the input beam, while maintaining the linear polarization of the excitation beam in the vapor cell. We stabilize the laser frequency
(blue box), offset with an electro-optic modulator, to the transmission peak of a temperature-stabilized etalon. We measure the frequency (red
box) of the beat note between the laser light and a single tooth of a frequency-comb laser (FCL) for absolute calibration of the laser frequency.

comb laser source on a beam splitter, and measuring the ab-
solute value of the beat frequency νbeat = ν − νFCL between
the laser (unmodulated) and a single tooth of the output of the
frequency comb laser (of frequency νFCL) using a spectrum
analyzer that is referenced to a GPS conditioned 10 MHz
clock (Endrun Meridian).

The frequency comb laser is a commercial femtosecond
erbium-doped fiber laser (Menlo FC1500), which when fre-
quency doubled to 780 nm and spectrally broadened in a
photonic crystal fiber (PCF), produces a coherent comb of
light with a tooth spacing of νrep = 250 MHz and an offset
of νoffset = 40 MHz. Both the repetition rate νrep and offset
frequency νoffset are locked to the 10 MHz reference clock.
The absolute frequency of the laser is given by

ν = Nνrep + νoffset + νbeat, (3)

where the integer N is the mode number, which labels the
specific tooth of the frequency comb laser that we are beating
against. We determine N by measuring the laser frequency
with a wave meter whose accuracy is better than half the
repetition rate, and determine the sign of the beat frequency
νbeat by observing whether the beat frequency increases or
decreases with increasing laser frequency.

The vapor cell for these measurements is a fused silica cell,
of dimensions 1 × 1 × 4.4 cm3, purchased for these measure-
ments from Precision Glassblowing. The cell fabricator used
the following procedures to ensure high purity of the cell;
purchased the highest-purity cesium, baked the cell at 425 ◦C
at 10−8 Torr for greater than 24 h, repeatedly heated and trans-
ferred the alkali to the cell, and kept the cell under vacuum
while sealing. These measures are intended to mitigate the
effects of collisions with background gases, as investigated in
Ref. [31]. During the course of a measurement, we maintain
the temperature of the cell cold finger to within 0.1 ◦C, with
the cell windows at a higher temperature to avoid cesium

condensation there. We reduce the influence of collisions with
the cell walls by collecting fluorescence from the central 6 mm
region of the cell. We cancel the local magnetic field at the cell
location to a level below 10 mG in each direction with three
pairs of current-carrying wire loops. We also use these loops
to intentionally apply a magnetic field of ∼1 G to the cell,
with no observable effect on the spectra.

We collect the fluorescence emitted by the excited state
atoms with a 1-in. focal length, 1-in.-diameter lens, positioned
2 in. from the interaction region. There are multiple decay
routes that the atoms can follow as they relax to the ground
state. We choose to detect the 852 nm fluorescence from the
6p3/2 → 6s decay, due to its large branching ratio (>30%)
[32], the ability to discriminate the fluorescence from scat-
tered laser light with an interference filter (peak transmission
= 95%, bandwidth = 10 nm), and the sensitivity of our
available photomultiplier (PMT; spectral response R928) to
this wavelength. We use an aperture at the image plane of
the lens to further reduce the scattered light reaching the
photomultiplier. The 1 kV bias voltage applied to the PMT
produces a PMT gain of ∼1 × 107. We observe the PMT
output on an oscilloscope, and measure its value with a 16-bit
National Instruments analog-to-digital converter (ADC). The
time constant of the detection system as determined by the
ADC input stage and an external capacitor is ∼250 ms. As
we scan the laser frequency over the two-photon resonance,
we record the fluorescence signal and the beat frequency at a
rate of 1000 samples per second.

B. Data analysis

We show a single spectrum of the 6s,F = 4 → 13s,F ′ =
4 line, as a representative example, in Fig. 3(a). This spectrum
shows the fluorescence signal, normalized to a peak value
of 1 (actual peak voltage ∼100 mV), versus the laser beat
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FIG. 3. (a) An example of a two-photon spectrum of a single
hyperfine line, consisting of the normalized fluorescence signal ver-
sus the beat frequency νbeat . These data represent the 6s,F = 4 →
13s,F ′ = 4 line. Each data point is the signal collected in a 100 ms
window as the laser frequency is scanned continuously over the
14 MHz span. The solid green line is the result of a least-squares
fit of a Lorentzian function to the data. (b) The residuals show the
difference between the data points and the fitted function.

frequency. This spectrum represents 400 s of data collection
(∼75% of which is dead time to allow for data transfer),
collected while scanning the laser frequency back and forth
a total of four times. Each data point represents the signal
averaged over 100 ms. The baseline in these data is primarily
due to dark current (<12 mV dark current signal at high tem-
perature, consistent with the specifications for the PMT) and
scattered laser light, <20 mV signal. For each spectrum, we
perform a nonlinear, least-squares fit to a Lorentzian function
utilizing the Levenberg-Marquardt algorithm included in the
software package ORIGINPRO. Fitting parameters include line
center, linewidth, offset, and peak height. We show the result
for this fit for the data as the solid green line in Fig. 3(a).
A Lorentzian fit to the data provides, in each of our spectra, a
good graphical fit to the data. We found that calculations of the
reduced χ2 for these fits provide unrealistically small values,
which we attribute to the partial correlation of the individual
data points that resulted from the relatively long (250 ms) time
constant of the detection instrumentation.

We show the residuals, i.e., the difference between the data
and the fitted function, in Fig. 3(b). At line center, the noise
is ∼1% of the peak level, consistent with Poissonian counting
statistics. At one half width at half maximum to either side
of line center, the noise level increases to ∼3%–4%. The
increased noise level to either side of line center is consistent
with the effect expected from frequency fluctuations of the
laser [33]. Wemeasure δν, the rms magnitude of the frequency
fluctuations, by examining the beat frequency νbeat as we scan
the laser frequency. Since the scan is not perfectly linear (due
to temperature drifts in the etalon), we calculate δν by doing a

FIG. 4. Plots of the linewidth of the two-photon 6s,F = 3 →
13s,F = 3 spectrum versus (a) the laser power, and (b) the cesium
pressure.

running least-squares fit of the data for 20 data points at a time
instead of the whole scan. Following this procedure, we calcu-
late the deviation of individual measurements of νbeat from a
linear scan, resulting in δν ∼50 kHz. Estimating the signal
fluctuations as δS = δνSpeakdL(ν, ν0,�ν)/dν, where Speak
is the signal at line center and L(ν, ν0,�ν) = (1 + [2(ν −
ν0)/�ν]2)−1 is a unity-peak-normalized Lorentzian function
of full width at half maximum �ν centered at frequency ν =
ν0, we find δS/Speak = 0.02, in reasonable agreement with
the magnitude of signal fluctuations that we observe. Power
fluctuations of the laser beam are less than 0.1% of the dc
power, and do not contribute significantly to these residuals.

The linewidth of the spectra, ranging from 2 to 4 MHz (see
Fig. 4), is the result of several factors, including contribu-
tions from the natural linewidth of the transition, collisional
broadening, power broadening, transit time broadening, the
400 kHz linewidth of the laser, and residual Doppler broad-
ening. The natural lifetime broadening is only a minor
contributor, as the lifetimes of the 12s and 13s states are τ12s =
573 (7) ns and τ13s = 777 (8) ns [34], corresponding to natural
linewidths of 138 and 103 kHz, respectively. (We state these
linewidths in terms of the laser frequency, which because of
the two-photon excitation, is half the atomic frequency width.)
The role of power broadening and collisions on the absorption
linewidth can be seen clearly in Figs. 4(a) and 4(b), respec-
tively. These plots show that collisional effects contribute
to the linewidth, while power broadening is not significant.
We also expect transit time broadening to be significant for
these measurements, since we used a moderately short focal
length lens (7.5 cm) to focus the laser beam into the vapor
cell in order to enhance the signal strength. We estimate the
beam radius at the focus to be w ∼ 8.0 μm, resulting in an
estimated broadening of a few MHz. Finally, we expect that
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TABLE I. Experimental parameters, including the ranges of
amplitudes of the fluorescence signal detected by the PMT, cell
temperatures, laser powers, and spectral widths of the spectra.

Amplitude Temp. Power Linewidth
Transition (mV) (◦C) (mW) (MHz)

6s → 12s 15–150 102–156 90–186 2.7–4.8
6s → 13s 12–110 110–157 70–285 2.4–5
6s → 11d 5–10 77–104 300 2.6

some residual Doppler broadening, possibly resulting from
imperfect alignment of the counterpropagating laser beams in
the vapor cell, could result in some additional line broadening
as well. (This last effect is difficult to quantify, but its con-
tribution to our signal seems possible, and we mention it for
completeness.)

We repeat each measurement six to nine times, and deter-
mine the mean and uncertainty in the line center from the
distribution among these fits. Typical values for the uncer-
tainty (one standard error of the mean) in the line center range
from 2 to 6 kHz.

C. Results

Collisions and power are expected to influence the line
center of the spectra, so we measure the line center of each
transition at a variety of vapor densities and laser powers. In
Table I, we list the ranges of amplitudes, cell temperatures,
laser powers, and the resulting linewidths of the spectra. We
display plots of the line center of the 6s,F = 3 → 13s,F ′ =
3 spectrum as a function of cesium vapor pressure and laser
power in Fig. 5. The error bars in these plots show the standard
error of the mean in the transition frequencies σν due only
to the scatter among the independent measurements of the
line center frequencies. The total uncertainty σ total

ν of these
data points must also include additional uncertainties due to
the cell temperature σT and the laser power σP. (σT ∼ 0.7 ◦C
is limited by the precision of our thermocouple reader, and
is greater than the 0.1 ◦C temperature stability of the cell.)
The total uncertainty σ total

ν in the line center of the spectrum
is the quadrature sum of the statistical uncertainty σν , the
product σT

dν
dT , and the product σP

dν
dP . The dependence of the

line center on the cell temperature dν
dT is significant, while its

dependence on the laser power dν
dP is rather weak. We note

that the ac Stark shift of the line center varies with alignment
of the counter propagating laser beams and varies linearly
with laser power. To mitigate any errors this might cause,
alignment was fixed for an entire determination of ν33 or ν44.
We fit the data as a linear function of pressure (derived from
the cell temperature) and laser power, and extrapolate to zero
pressure and zero laser power to determine the intercept; that
is, the line centers ν33 and ν44 of the transition frequencies
of the F = 3 → F ′ = 3, and F = 4 → F ′ = 4 transitions,
respectively. The reduced χ2 (which we denote χ2

red ) for these
fits is in the range 0.93-1.58. For those cases for which χ2

red is
greater than 1, we increase the uncertainty of the line center
by a factor of the square root of χ2

red [35].

FIG. 5. Plots of the line center of the two-photon 6s,F = 3 →
13s,F = 3 spectrum versus (a) the cesium density, and (b) the laser
power. We show the residuals between the data and a linear fit in
plots (c) and (d).

We tabulate the sources of error and their magnitudes in
Table II. The primary contribution comes from the statistical
determination of the line center σ total

ν , and is listed as “Fit.”
We derive this uncertainty for each peak of the spectrum,
using the data at the various laser powers, sensitivity to ac
Stark effects (σP

dν
dP ), cell temperatures, and sensitivity to cell

temperature (σT
dν
dT ), and extrapolate to zero laser power and

zero cell density. νFCL is our estimate of fluctuations of the
frequency of the FCL laser, based on the fractional stability
of the GPS 10 MHz clock and the comb tooth number N . The
Zeeman error is our estimate of maximum possible line shifts
due to less-than-perfect cancellation of the magnetic field, and
any resulting Zeeman shift, at the location of the vapor cell.

We present the results for the laser frequencies ν33 and ν44
in Table III. Using Eqs. (1) and (2), the weighted average of
these two transition frequencies yields the energy of the center
of gravity of the state

Ecg = 2 × h

16
{7ν33 + 9ν44} (4)

TABLE II. Sources of error and the uncertainty resulting from
each, for the determinations of line centers for each of the spectra.
We add the errors in quadrature to obtain the total uncertainty.

Source σint (kHz)

Fit, σ total
ν 13–22

FCL frequency, νFLC <0.5
Zeeman <0.3
Total uncertainty, σ total

int 13–22
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TABLE III. Summary of results for the line centers of the hyperfine components of the 6s → 12s and 6s → 13s transitions, and the state
energies Ecg/h of the 12s, 13s, 11d3/2, and 11d5/2 states of 133Cs. The numbers in parentheses following each value are the 1σ standard error
of the mean in the least significant digits.

Ecg/h (MHz)

Line ν33 (MHz) ν44 (MHz) This work Prior expt. [36]

6s → 12s 444 726 731.369 (22) 444 722 187.689 (19) 889 448 351.098 (29) 889 448 348.5 (60)
6s → 13s 450 227 707.055 (13) 450 223 147.601 (15) 900 450 284.724 (20) 900 450 282.0 (60)
6s → 11d3/2 896 269 630.698 (65) 896 269 624.7 (60)
6s → 11d5/2 896 365 856.56 (24) 896 365 852.6 (60)

while the difference gives the hyperfine coupling constant

Ahfs,ns = Ahfs,6s − 1
2 {ν33 − ν44}. (5)

We have included Ecg/h in Table III. The values of the state
energies Ecg/h are in agreement with, but more precise by a
factor of a few hundred than the previous determination [36].

We show our results for the hyperfine coupling constants
Ahfs,12s and Ahfs,13s in Table IV. The relative uncertainty of
each is smaller than 0.06%. We also present in Table IV
values of these coupling constants measured previously using
level-crossing spectroscopy [24,25]. Their results agree with
our results well within their uncertainties. Our uncertainties
are smaller by a factor of almost 10. There are two theoretical
values of Ahfs,12s available for comparison. The authors of
Ref. [37] used the Dirac-Fock wave functions, with third-
order many-body perturbation theory, and a coupled-cluster
method in single and double approximations. Their result
differs by 0.14% from our value. The theoretical calculations
of Ginges et al. [16] is in better agreement with our value,
differing by slightly less than their estimated uncertainty of
0.08%. For Ahfs,13s, the result of Ref. [16] is in similar good
agreement with our value, consistent to within less than the
combined estimated uncertainties.

III. 11d 2D3/2 and 11d 2D5/2 MEASUREMENTS

We used a similar procedure to measure the hyperfine
structure of the 11d3/2 and 11d5/2 levels at a wavelength of

TABLE IV. Summary of results for the hyperfine coupling con-
stants Ahfs of the 12s, 13s, 11d3/2, and 11d5/2 states of 133Cs. The
numbers in parentheses following each value are the 1σ standard
error of the mean in the least significant digits. The techniques
employed in Refs. [38] and [39] yielded the magnitude of Ahfs, but
not its sign. Therefore, we have listed these results preceded by the
“±” sign.

Ahfs (MHz)

Experiment Theory

State This work Prior expt. Ref. [37] Ref. [16]

12s 26.318 (15) 26.31 (10) [24] 26.28 26.30 (2)
13s 18.431 (10) 18.40 (11) [25] 18.42 (1)
11d3/2 +1.0530 (69) ±1.055 (15) [38] 1.06

±1.05 (4) [39]
11d5/2 −0.21 (6) ±0.24 (6) [38] −0.142

λ = 668.98 and 668.91 nm, respectively. The most significant
differences between these measurements and those of the 12s
and 13s states are that the 11d lines are somewhat stronger, the
hyperfine structure is more interesting (four or five hyperfine
components within each spectrum), and the hyperfine splitting
is much smaller. We show an energy level diagram of the
11d3/2 and 11d5/2 states in Fig. 6.

We show sample spectra in Fig. 7. The upper two spectra
are 6s,F → 11d3/2,F ′, with F = (a) 4 and (b) 3, while the
lower spectra are 6s,F → 11d5/2,F ′, with F = (c) 4 and (d)
3. Selection rules for these two-photon transitions allow |�F |
up to 2. The vertical lines in Fig. 7 show the positions of the
individual components of these transitions, with the height
of the lines indicating the calculated relative strength of the
transition, and F ′ labeled for each. Some of the individual
peaks in the 11d3/2 spectra are resolved. We fit a multicom-
ponent line shape to the measured spectra, using computed
values for the relative spacing and heights of the individual
components, and show the results as the green solid lines in
the figures. The only adjustable parameters for these fits are
the line center frequency, the linewidth of individual lines, the
hyperfine coupling constant Ahfs, the baseline, and an overall
peak height.

For the 6s,F → 11d5/2,F ′ spectra, shown in Figs. 7(c)
and 7(d), the spacing between the hyperfine components of
the transition is much smaller than the linewidth of the in-

FIG. 6. Energy level diagram showing the hyperfine components
of the 11d3/2 and 11d5/2 states in cesium. Not shown here is the
ground state from which we excite the cesium atoms. Note that
the 11d5/2 state is inverted, with the level energy decreasing with
increasing F ′. The energy spacings of the 11d3/2 state are not drawn
to scale with the energy spacings of the 11d5/2 state, nor is the
fine-structure interval between the 11d3/2 and 11d5/2 states to scale.

022819-6



MEASUREMENT OF THE HYPERFINE COUPLING … PHYSICAL REVIEW A 105, 022819 (2022)

FIG. 7. Spectra of the 11d states. (a) 6s,F = 4 → 11d3/2,F ′,
(b) 6s,F = 3 → 11d3/2,F ′, (c) 6s,F = 4 → 11d5/2,F ′, and
(d) 6s,F = 3 → 11d5/2,F ′. The green curve is the result of a
least-squares fit to the spectra. The vertical lines indicate the
positions and relative line strengths of each of the individual
hyperfine components to the spectra.

dividual peaks. There is, however, a slight asymmetry to the
peaks, which we exploit to extract a negative value of Ahfs

for the 11d5/2 state. This asymmetry is highlighted in the
first derivative of the spectra, shown in Fig. 8. For Fig. 7(c),
the line distribution is the strongest for the 6s,F = 4 →
11d5/2,F ′ = 6 transition and then decreases with decreasing
hyperfine level. This produces a slope that is steeper on the
lower frequency side compared to the high frequency side.
This asymmetry is more apparent in the first derivative of the
spectra, Fig. 8(a). The asymmetric dispersion shape is nar-
rower and larger in magnitude on the lower frequency side and
highlights a steeper slope there. For Fig. 7(d), the line distribu-
tion is center weighted and the spacing of the hyperfine lines is
the dominant factor for the asymmetry in the peak. The larger
spacing for the higher hyperfine levels causes a shallower
slope on the low frequency side. This asymmetry is clearer

FIG. 8. The derivative of the spectra of the 11d5/2 states.
(a) 6s,F = 4 → 11d5/2,F ′ and (b) 6s,F = 3 → 11d5/2,F ′.

in the first derivative of the spectrum as well [Fig. 8(b)].
The peak asymmetry of the 6s,F = 3 → 11d5/2 lines and
that of the 6s,F = 4 → 11d5/2 lines are reversed from one
another, as expected based on the hyperfine line positions and
calculated relative line strengths. While we expect the latter
spectrum to produce a more reliable value of Ahfs due to its
larger asymmetry, we find consistent results for the two lines.
The result of the least-squares fits to the measured data are
the solid green lines in Figs. 7(c) and 7(d). For these fits, we
allowed the line center frequency, the hyperfine coupling con-
stant Ahfs, the baseline, and an overall peak height to adjust,
but fixed the width of each individual line shape at 2.6 MHz,
which is the fitted value of the linewidth for the 12s, 13s, and
11d3/2 spectra under similar conditions of temperature and
laser power.

We carried out these measurements at a much lower vapor
density than we used for the 12s and 13s studies, in order
to resolve the individual hyperfine levels in the 11d3/2 states.
Working at this lower density while still maintaining a mea-
surable signal was allowed by the stronger 11d two-photon
transition strength (see Table I). We measured the Ahfs,11d3/2
coefficient eight to ten times for both high (cold finger tem-
perature = 104 ◦C) and low (88 ◦C) vapor pressure, where the
vapor pressure varied by a factor of 3. We then extrapolated
back to zero vapor pressure. The values of Ahfs,11d3/2 at these
two densities varied little, and the zero vapor pressure deter-
mination lies within the statistical spreads of the high and low
vapor pressure fitted values of Ahfs,11d3/2 . We did not limit the
laser power, as power broadening or power shifts were not
evident in our measurements. We measured the spectra of the
6s → 11d5/2 lines at only a single cell temperature (77 ◦C) to
minimize the linewidth of the transition.

We present the results for the Ahfs,11d in Table IV. Our
uncertainty for Ahfs,11d3/2 is 0.7%, while for Ahfs,11d5/2 , which
is smaller in magnitude, it is 27%. It is interesting to note that
Ahfs,11d3/2 is positive, while Ahfs,11d5/2 is negative, in agreement
with the theoretical values of Ref. [37]. Our results for Ahfs,11d

are in agreement with those of the previous measurement
based on the level crossing technique by Svanberg and Belin
[38]. The uncertainty of our measurement of Ahfs,11d5/2 is the
same as that of Ref. [38], while for Ahfs,11d3/2 , our uncertainty
is smaller by more than a factor of 2. Agreement with the
magnitude of the theoretical value for Ahfs,11d3/2 of Ref. [37] is
good, differing by only 0.06%. For Ahfs,11d5/2 , however, their
value is a little more than one σ smaller than our measured
value.

In Table III, we report center-of-gravity energies for the
11d3/2 and 11d5/2 states Ecg/h, as determined from the fits
described above. The 6s → 11d3/2 transition peaks are better
resolved than the 6s → 11d5/2 peaks (see Fig. 7), and we were
able to measure the temperature dependence and extrapolate
back to zero vapor pressure. The improved resolution and a
greater number of data sets both contribute to a lower uncer-
tainty in this line compared to 6s → 11d5/2. The shift in line
center frequency due to vapor pressure was stronger in the
6s → 11d3/2 transition than in the 6s → 12s and 6s → 13s
transitions; 158 kHz/mTorr instead of 36–42 kHz/mTorr. We
assumed the shift in the 6s → 11d5/2 transition was the same
and used that value to estimate the zero pressure line center
frequency; this shift was 16 kHz and was much less than
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the uncertainty in the line center. Our values agree well with
the previous measurements [36], but have >25 times lower
uncertainty.

IV. CONCLUSION

In this work, we have reported new, high-precision mea-
surements of the hyperfine coupling constants Ahfs of the
12s 2S1/2 and the 13s 2S1/2 states of atomic cesium. In combi-
nation with previous measurements of Ahfs for lower n states
(6 � n � 9), these data add to the development of atomic
theory expected to be precise at the ∼0.1% level. We have
also reported our measurements of the Ahfs for the 11d 2D3/2

and 11d 2D5/2 states. Our measurements are in agreement with
previous measurements, but resolve the ambiguity of the sign
of Ahfs. We also have reported new, higher-precision values for
the state energies of the 12s 2S1/2, 13s 2S1/2, and 11d 2DJ states
of cesium.
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