
Mathematische Zeitschrift          (2024) 307:44 
https://doi.org/10.1007/s00209-024-03512-w Mathematische Zeitschrift

Coarse equivalence versus bijective coarse equivalence
of expander graphs

Florent P. Baudier1 · Bruno M. Braga2 · Ilijas Farah3,4 · Alessandro Vignati5 ·
Rufus Willett6

Received: 14 September 2023 / Accepted: 15 April 2024
© The Author(s), under exclusive licence to Springer-Verlag GmbH Germany, part of Springer Nature 2024

Abstract
We provide a characterization of when a coarse equivalence between coarse disjoint unions
of expander graphs is close to a bijective coarse equivalence. We use this to show that if the
uniform Roe algebras of coarse disjoint unions of expanders graphs are isomorphic, then the
metric spaces must be bijectively coarsely equivalent.
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1 Introduction

This paper concerns equivalences of metric spaces which preserve their large scale geometry.
Large scale geometry is the study of metric spaces by an observer positioned arbitrarily far
from them. In this spirit, events happening at a boundeddistance fromeachother are identified.
Formally, we say that maps f , g : X → (Y , dY ) from a set into a metric space are close if

sup
x∈X

dY ( f (x), g(x)) < ∞.

The morphisms of interest here are given by maps f : (X , dX ) → (Y , dY ) between metric
spaces which are coarse, meaning that for all r > 0 there is s > 0 such that

dX (x, z) < r implies dY ( f (x), f (z)) < s.

We say that (X , dX ) and (Y , dY ) are coarsely equivalent if there are coarse maps f : X → Y
and g : Y → X whose compositions are close to the respective identity maps; g is then called
a coarse inverse for f .

It is clear from these definitions that if N ⊆ X is a net, i.e., an ε-dense and δ-separated
subset of X for some ε, δ > 0, then the inclusion N ↪→ X is a coarse equivalence. This
observation allows researches in large scale geometry to focus on discrete metric spaces. The
metric spaces considered in these notes will be not only discrete, but also uniformly locally

Extended author information available on the last page of the article

0123456789().: V,-vol 123

http://crossmark.crossref.org/dialog/?doi=10.1007/s00209-024-03512-w&domain=pdf


   44 Page 2 of 24 F. P. Baudier et al.

finite (abbreviated as u.l.f. from now on), i.e., for each r > 0 there is a uniform bound on the
cardinality of the balls of radius r in our metric spaces.1

For the last three decades, understanding when the existence of a coarse equivalence
implies the existence of a bijective coarse equivalence2 has been the object of intensive
research in the field: we refer to [14] for a historical discussion. To the best of our knowledge,
this programwas initiated byGromov in [13, §1.A′]. Besides explicitly proposing this general
question, Gromov also pointed out the complexity of solving such problems even for very
concrete cases. For instance, Gromov asked the following:

1. Are the free groups F2 and F3 bijectively coarsely equivalent?
2. Are all separated nets in R

2 bijectively coarsely equivalent?

Question (1.) has been solved positively in [31, Corollary 1] while Question (2.) was nega-
tively solved independently in [27, Sect. 3 and Theorem 4.1] and [6, Theorem 1.1]. Notice
that, whenR2 is replaced by an infinite dimensionalBanach space,Question (2.) has a positive
answer (see [23, Proposition 4.2]).

A u.l.f. metric space X is amenable if for any ε > 0 and r > 0 there exists a finite subset
A of X such that if ∂r (A) := {x ∈ X | 0 < d(x, A) ≤ r}, then

|∂r (A)| < ε|A|.
For non-amenable u.l.f. metric spaces, the problem was completely settled independently
by V. Nekrashevych [29] and K. Whyte [42, Theorems 1.1 and 1.4]3. The methods4 of
Nekrashevych and Whyte establish the following result:

Theorem 1.1 Let X and Y be u.l.f. metric spaces and suppose Y is non-amenable. Then any
coarse equivalence between X and Y is close to a bijective coarse equivalence.

For amenable metric spaces, it is straightforward to see that this does not hold: while
{n2 | n ∈ N} ↪→ {n2, n2 + 1 | n ∈ N} is a coarse equivalence, these two spaces are not
bijectively coarsely equivalent. In fact, as shown in [10, Theorem 3.5], if G is a finitely
generated amenable group endowed with the word metric given by a finite generating subset
and H is a finite index proper subgroup of G, then the inclusion H ↪→ G is a coarse
equivalence which is not close to any bijective coarse equivalence.

We now describe the main results of our paper. The metric spaces of interest will be coarse
disjoint unions of expander graphs. Expander graphs are sequences of finite graphs whose
cardinalities converge to infinity, and which have the following two competing properties:
(1) they are fairly sparse (in terms of number of edges relative to the number of vertices), yet
(2) they are highly connected. See Definitions 3.1 and 3.2 for details. Using a probabilistic
approach, it was shown in [32] that expander graphs not only exist, but exist in great abun-
dance; soon after that, their first explicit construction was presented in [26]. Nowadays there
are several known constructions of expander graphs, we mention here a few: they can be

1 Some authors refer to those spaces as metric spaces with bounded geometry.
2 Most of this research actually focused on the slightly different question of whether the existence of a
so-called quasi-isometry implies the existence of a bi-Lipschitz equivalence. However for many interesting
classes of spaces, including those in Questions (1.) and (2.), this is the same question: compare for example
[30, Corollary 1.4.14].
3 In [17, page 104] Papasoglou is also credited with an independent proof of Theorem 1.1, although the cited
paper [31] only explicitly deals with trees.
4 The precise statements in the literature aremore restrictive, but the proofs still work in this level of generality.
We give a proof in the stated level of generality as Corollary 3.14 below.
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constructed via algebraic methods, e.g. using Kazhdan’s property (T) (see for example [9,
§3], [4, §6.1], or [41]), or via combinatorial methods, (for example, using zig-zag products
as in [37] and [28]). Expander graphs are, by nature, apt to applications outside of math-
ematics such as to neural networks, physics, and transportation systems. An astonishingly
large number of areas of pure mathematics are also connected to, or use, expander graphs.
Important for us, and for this paper, is the field of operator algebras, where expander graphs
have been used to provide counterexamples to the coarse Baum–Connes Conjecture ( [18,
§7]), and to study exotic properties of B(�2) ( [33, §24.4 and 24.5]) (amongst other things).
For more background, we recommend the excellent survey [20] and book [24].

In order to do coarse geometry with expanders, one arranges a sequence of such graphs
into a coarse disjoint union: roughly, this means that one builds a metric space from the
disjoint union of the sequence by spacing the individual graphs further and further apart (see
Definition 2.5 for details). The intuition is that studying the coarse geometry of a coarse
disjoint union of a sequence of finite graphs is the same as studying the asymptotic geometry
of the underlying sequence. We should note that a coarse disjoint union of finite graphs is
always amenable, so Theorem 1.1 does not apply to such spaces.

Our main result is as follows. It should be thought of as a version of Theorem 1.1 for
expander graphs showing that a coarse equivalence between them is close to a bijection if
and only if an obviously necessary condition holds. In particular, we stress that our main con-
tribution in the following theorem is the implication (2.)⇒(1.); the (much easier) implication
(1.)⇒(2.) has already appeared in [22, Lemma 3].

Theorem 1.2 Let X and Y be coarse disjoint unions of expander graphs, say X = ⊔
n Xn

and Y = ⊔
n Yn. Let f : X → Y be a coarse equivalence. The following are equivalent.

1. The map f is close to a bijective coarse equivalence.
2. There are cofinite subsets N , M of N and a bijection i : N → M such that

∑

n∈N\N
|Xn | =

∑

n∈N\M
|Yn |

and for all n ∈ N

|Xn | = |Yi(n)| and f (Xn) ⊆ Yi(n).

We do not know whether the conclusion of Theorem 1.2 can fail if X and Y are coarse
disjoint unions of finite connected graphs (that are not necessarily expanders). The statement
of Theorem 1.2 is purely combinatorial/geometric, but the proof requires uniformly finite
homology [7] as exploited by Whyte in [42].

1.1 Applications to rigidity of uniform Roe algebras

Wegive an application of Theorem1.1 to rigidity of uniformRoe algebras. UniformRoe alge-
bras are C∗-algebras associated to u.l.f. metric spaces; prototypical versions were introduced
by Roe in [34] for index-theoretic purposes.

We quickly recall the definition. Let (X , dX ) be a u.l.f. metric space. Then �2(X)

denotes the (complex) Hilbert space of square-summable complex-valued functions on X
and B(�2(X)) denotes the space of all bounded operators on �2(X). The standard orthonor-
mal basis of �2(X) is denoted by (δx )x∈X . The propagation of an operator a ∈ B(�2(X)) is
given by
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prop(a) = sup{dX (x, z) | 〈aδx , δz〉 �= 0}
and the uniform Roe algebra of X , denoted by C∗

u(X), is the norm closure of all operators
in B(�2(X)) with finite propagation.

Uniform Roe algebras have found applications in index theory (e.g., [11, 38]), C∗-algebra
theory (e.g., [25, 36]), single operator theory (for example [35, 40]), topological dynamics
(e.g., [3, 19]), and mathematical physics (e.g., [8, 21]). At the core of the field, lie the so-
called “rigidity problems” for uniform Roe algebras. Roughly, these problems ask howmuch
of the geometry of a u.l.f. space is remembered by its uniform Roe algebra. For instance,
it was open until very recently whether isomorphic uniform Roe algebras must have come
from coarsely equivalent spaces; this has been recently shown to be true in [1, Theorem 1.2].
However, the following stronger conjecture remains open:

Conjecture 1.3 Let X and Y be u.l.f. metric spaces. If C∗
u(X) and C∗

u(Y ) are isomorphic,
then X and Y are bijectively coarsely equivalent.

Note that the converse direction is trivially true. Before the present work, Conjecture 1.3
was known to be true in two cases: if one5 of X and Y has Yu’s property A (see [43, Corol-
lary 6.13]), or if one of X and Y is non-amenable (this is a consequence of [1, Theorem 1.2]
and Theorem 1.1). Hence, Conjecture 1.3 remains open only for amenable metric spaces
without property A. The most prominent spaces in this class are precisely the coarse disjoint
unions of expander graphs and we use Theorem 1.2 to add them to this list in Sect. 4:

Theorem 1.4 Let X and Y be coarse disjoint unions of expander graphs. IfC∗
u(X) andC∗

u(Y )

are isomorphic, then X and Y are bijectively coarsely equivalent.

Theorem 1.4 is not just a corollary of Theorem 1.2. In order to prove it, we must also
obtain a tight result about the structure of isomorphisms between coarse disjoint unions: we
refer the reader to Theorem 4.1 for details. Here, we simply mention that the proof of our
structural result depends on an analysis of uniform Roe coronas, i.e., the quotient of uniform
Roe algebras by the ideal of compact operators, which we denote by Q∗

u(X). Consequently,
the Higson corona will also play an important role since, as has been recently shown in [2,
Proposition 3.6], the center of Q∗

u(X) is canonically isomorphic to the algebra of continuous
functions on the Higson corona of X .

Outline of the paper

In Sect. 2, we describe the uniformly finite homology groups of u.l.f. metric spaces and use
the methods of [42] to derive the technical results we need; the main result is Theorem 2.10,
which characterizeswhen a uniformly finite-to-one coarsemap X → Y is close to an injective
coarse map, where X is a u.l.f. space and Y = ⊔

n Yn is a coarse disjoint union of t-connected
finite metric spaces (not necessarily expander graphs). The characterization we arrive at is
purely geometric / combinatorial, and does not require uniformly finite homology for its
statement; however, homological methods are important for the proof.

We then apply those results in Sect. 3 to sequences of expander graphs and obtain Theorem
1.2, as well as a “one-sided” version of it for injective maps (Theorem 3.4 below). The results
of Sect. 3 donot require homologicalmethods directly: instead they use the criteria established

5 Both property A and non-amenability are coarse invariants, and therefore one of the spaces has the property
in question only if both of them do.
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in Theorem 2.10. Indeed, the proof is essentially combinatorial, with the simple observation
of Lemma 3.3 being a key ingredient.

In Sect. 4 we apply our results to uniform Roe algebras. The main result is Theorem 4.1
which shows that an isomorphism between uniform Roe algebras of coarse disjoint unions
automatically comes from a coarse equivalence satisfying condition (2.) from Theorem 1.2.
To establish Theorem 4.1, we use material on uniform Roe coronas as studied by three
of the authors in [5], and previous results of the authors on the Higson corona from [2,
Proposition 3.6].

Graph conventions

We will work with graphs considered as metric spaces. All graphs are simple, unweighted,
and undirected. We equip the vertex set of a graph with the shortest path metric whereby
the distance between two vertices is the smallest number of edges in a path between them
(and infinity if no such path exists). We will typically identify the graph with its vertex set
equipped with this metric.

2 Uniformly finite homology

In this section, we describe the homology groups introduced in [42], and then derive the
technical lemmas needed for our main results.

Given a u.l.f. metric space X , let Cuf
0 (X) denote the vector space of formal sums of the

form

a =
∑

x∈X
ax · x,

where (ax )x∈X ∈ �∞(X ,Z),6 and let Cuf
1 (X) be the vector space of formal sums of the form

a =
∑

(x,z)∈X2

ax,z · (x, z),

such that (ax,z)(x,z)∈X2 ∈ �∞(X2,Z) and sup{d(x, z) | ax,z �= 0} < ∞. There is a canonical
boundary map ∂h : Cuf

1 (X) → Cuf
0 (X) determined by letting

∂h(1 · (x, z)) = 1 · x − 1 · z,
for all (x, z) ∈ X2, and extending ∂h to the whole of Cuf

1 (X) linearly.

Definition 2.1 Let X be a u.l.f. metric space. The uniformly finite homology group of X if
defined as

Huf
0 (X) = Cuf

0 (X)/∂h(Cuf
1 (X)).

For an element φ ∈ Cuf
0 (X), we write [φ] for the homology class in Huf

0 (X) that it represents.
For a subset A of X , we write [A] ∈ Huf

0 (X) for the homology class associated to
∑

x∈A 1 ·x .
Uniformly finite homology groups were first introduced in [7]. We also refer the reader

to [30, Sect. 7.2] for a textbook exposition.

6 Here �∞(S,Z) refers to the ring of bounded functions from a set S to the integers, with pointwise operations.
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A map f : X → Y is uniformly finite-to-one if there is C > 0 such that the cardinality
of f −1({y}) is at most C for all y ∈ Y . Notice that if f : X → Y is coarse and uniformly
finite-to-one, then f canonically induces a map f∗ : Huf

0 (X) → Huf
0 (Y ). Indeed, since f is

uniformly finite-to-one, the map
∑

x∈X
ax · x ∈ Cuf

0 (X) 
→
∑

x∈X
ax · f (x) ∈ Cuf

0 (Y )

is well-defined.Moreover, as f is coarse, this map takes ∂h(Cuf
1 (X)) into ∂h(Cuf

1 (Y )). There-
fore, f induces the map

f∗ : Huf
0 (X) → Huf

0 (Y )
[ ∑

x∈X
ax · x

]


→
[ ∑

x∈X
ax · f (x)

]

.

If g : X → Y is uniformly finite-to-one and close to f (whence also coarse), it is straight-
forward to check that f∗ = g∗.

The main result of [42] gives a complete characterization of when a coarse equivalence
between u.l.f. metric spaces is close to a coarse equivalence which is also a bijection. Pre-
cisely:

Theorem 2.2 ([42, Theorem 1.1]). Let X and Y be u.l.f. metric spaces and f : X → Y .

1. If f is coarse and uniformly finite-to-one, then f is close to an injective coarse map if
and only if there is Z ⊆ Y such that f∗([X ]) = [Z ].

2. If f is a coarse equivalence, then f is close to a bijective coarse equivalence if and only
if f∗([X ]) = [Y ].

Remark 2.3 The statement of [42, Theorem 1.1] is slightly different from the one of Theorem
2.2. Precisely, as stated, [42, Theorem 1.1] only deals with part (2.) of Theorem 2.2 and,
instead of coarse equivalences, the result is about quasi-isometries. However, its proof gives
us the result stated above verbatim; we explain this here for completeness. The proof of [42,
Theorem 1.1] is presented as follows: it shows that if f : X → Y is any uniformly finite-to-
one coarse map such that f∗([X ]) = [Y ], then there is an injective map g : X → Y which is
close to f (this is [42, Lemma 4.2]). Being close to f , the coarseness of f passes to g; thus
we conclude part (1.) of Theorem 2.2. If we assume furthermore that f is a quasi-isometry,
then the proof of the Cantor-Schröder-Bernstein theorem obtained by König (see [16, Page
88]) allows Whyte to conclude that there must be a bijection h : X → Y which is also close
to f . As f is a quasi-isometry, so is h. If instead f were only a coarse equivalence, the
existence of h is obtained in exactly the same way as in Whyte’s proof and, being close to a
coarse equivalence, h must be a coarse equivalence also; this is part (2.) of Theorem 2.2.

Whyte also provided a useful criterion for an element inCuf
0 (X) to be a boundary. To state

it, a definition is necessary: if A is a subset of a metric space (X , dX ) and r > 0, we write

∂r (A):={x ∈ X \ A | dX (x, A) ≤ r}
for the (outer) r-boundary of A. If r = 1, we abbreviate this to ∂(A). If (X , dX ) is a graph
equipped with its shortest path metric then ∂(A) is the (outer) vertex-boundary of A.
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Theorem 2.4 ( [42, Theorem 7.6]). Let X be a u.l.f. metric space and a = ∑
x∈X ax · x be in

Cuf
0 (X). Then, [a] = 0 if and only if there are t > 0 and C > 0 such that

∣
∣
∣
∣

∑

x∈A

ax

∣
∣
∣
∣ ≤ C |∂t (A)|

for all finite A ⊆ X.

We now isolate some consequences of Theorems 2.2 and 2.4. Given t > 0, recall that a
metric space (X , dX ) is called t-connected if for all x, y ∈ X there are x0, . . . , xn ∈ X such
that x = x0, y = xn , and dX (xi−1, xi ) ≤ t for all i ∈ {1, . . . , n}. Connected graphs are
examples of 1-connected metric spaces. We also need to recall the following definition.

Definition 2.5 If (Xn)n is a sequence of finite metric spaces, their coarse disjoint union is
the disjoint union

⊔
n Xn equipped with any7 metric d that restricts to the given metric on

each Xn and that satisfies d(Xn, Xm) → ∞ as (n,m) → ∞ in {(n,m) ∈ N
2 | n �= m}.

Corollary 2.6 Let t0 ≥ 0. Let X be a u.l.f. metric space and assume that X = ⊔
n Xn is the

coarse disjoint union of t0-connected finite metric spaces. Let a = ∑
x∈X ax · x be in Cuf

0 (X)

be such that
∑

x∈Xn
ax = 0 for all n ∈ N. The following are equivalent:

1. [a] = 0.
2. There exist t > 0, C > 0, and n0 ∈ N such that

∣
∣
∣
∣

∑

x∈A

ax

∣
∣
∣
∣ ≤ C |∂t (A)|

for all n ≥ n0, and all A ⊆ Xn.

Proof The implication (1.) ⇒ (2.) is (a special case of) Theorem 2.4.
We now show (2.) ⇒ (1.). Fix t , C > 0 and n0 ∈ N as in the statement. Since |∂s(A)| ≤

|∂t (A)|whenever s ≤ t , we can assume that t ≥ t0. As X = ⊔
n Xn is a coarse disjoint union,

replacing n0 by a larger number if necessary, we can assume furthermore that ∂t (Xn) = ∅
for all n ≥ n0. We claim that there is C ′ > 0 such that

∣
∣
∣
∣

∑

x∈A

ax

∣
∣
∣
∣ ≤ C ′|∂t (A)| (2.1)

for all A ⊆ ⊔n0
n=1 Xn . Indeed, since Z := ⊔n0

n=1 Xn is finite, letting C ′:=∑
x∈Z |ax | we have

that (2.1) holds for all A ⊆ Z such that ∂t (A) �= ∅. On the other hand, if A ⊆ Z is such that
∂t (A) = ∅, the fact that each Xn is t-connected implies that A ∩ Xn is either ∅ or Xn for
each n ≤ n0. Therefore, since

∑
x∈Xn

ax = 0 for all n ∈ N, (2.1) holds for all A ⊆ Z .
Let now A ⊆ X be an arbitrary finite subset and let An = A ∩ Xn for all n ∈ N. Let

A′ = ⊔n0
n=1 An and note that as ∂t (Xn) = ∅ for all n ≥ n0, we have that

∂t (A) = ∂t (A
′) �

⊔

n>n0

∂t (An).

7 As there is a choice involved here, a coarse disjoint union is not uniquely defined. However, it is not difficult
to see that any two choices of metrics satisfying these conditions will be (bijectively) coarsely equivalent via
the identity map.
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We can then conclude, using the assumption, that
∣
∣
∣
∣

∑

x∈A

ax

∣
∣
∣
∣ ≤

∣
∣
∣
∣

∑

x∈A′
ax

∣
∣
∣
∣ +

∑

n>n0

∣
∣
∣
∣

∑

x∈An

ax

∣
∣
∣
∣

≤ C ′|∂t (A′)| + C
∑

n>n0

|∂t (An)|

≤ max{C,C ′}∂t (A).

Since this holds for all A ⊆ X , Theorem 2.4 implies [a] = 0 and we are done. ��
Remark 2.7 In the setting of Corollary 2.6, if the t0-connected spaces Xn satisfy the additional
condition that whenever t > t0 there is N > 0 such that

|∂t (A)| ≤ N |∂t0(A)| for all n ∈ N and A ⊆ Xn, (2.2)

we have that condition (2.) is equivalent to the stronger condition that for all t ≥ t0 there
exist C > 0, and n0 ∈ N such that

∣
∣
∣
∣

∑

x∈A

ax

∣
∣
∣
∣ ≤ C |∂t (A)|

for all n ≥ n0, and all A ⊆ Xn .
Notice that condition (2.2) is automatic for instance if each Xn is a graph with all vertices

of degree at most k, endowed with the shortest path metric: one can take with N = kt−t0 .
Hence, if X = ⊔

n Xn is a coarse disjoint union of 1-connected graphs with uniformly
bounded vertex degrees, then condition (1.) of Corollary 2.6 is equivalent to the existence of
C > 0 and n0 ∈ N such that

∣
∣
∣
∣

∑

x∈A

ax

∣
∣
∣
∣ ≤ C |∂(A)|

for all n ≥ n0, and all A ⊆ Xn .

Before stating the main result of this section, we need two elementary lemmas. The first
concerns uniformly finite homology.

Lemma 2.8 Let X be a u.l.f. metric space which is the coarse disjoint union of finite metric
spaces, say X = ⊔

n Xn, and let a = ∑
x∈X ax · x be in Cuf

0 (X). Then, [a] = 0 implies that
there is n0 ∈ N such that

∑

n<n0

∑

x∈Xn

ax = 0 and
∑

x∈Xn

ax = 0 for all n ≥ n0. (2.3)

Proof If [a] = 0, then a = ∂hb for some b = ∑
(x,z)∈X2 bx,z · (x, z) in Cuf

1 (X). By the

definition of Cuf
1 (X), r = sup{dX (x, z) | bx,z �= 0} is finite. Hence, there is n0 ∈ N such that

for all distinct n,m ∈ N, with n ≥ n0, all x ∈ Xm , and all z ∈ Xn , we have dX (x, z) > r .
Therefore, if bx,z �= 0, this implies that either x, z ∈ ⊔

n<n0 Xn or there is n ≥ n0 such that
x, z ∈ Xn . This shows that

∂h
( ∑

(x,z)∈(
⊔

n<n0
Xn)2

bx,z · (x, z)

)

=
∑

n<n0

∑

x∈Xn

ax · x
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and

∂h
( ∑

(x,z)∈Xn

bx,z · (x, z)

)

=
∑

x∈Xn

ax · x

for all n ≥ n0. The result follows from the observation that each sum in line (2.3) consists
of a sum of terms of the form bx,z , where each bx,z appears twice with opposite signs. ��

The next elementary lemma does not depend on the uniformly finite homology methods
detailed above.

Lemma 2.9 Let X and Y be u.l.f. metric spaces and suppose Y = ⊔
n Yn is a coarse disjoint

union of finite metric spaces. If f : X → Y is a uniformly finite-to-one coarse map that is
close to an injective map, then there is n0 ∈ N such that

∑

n<n0

| f −1(Yn)| ≤
∑

n<n0

|Yn | and | f −1(Yn)| ≤ |Yn | for all n ≥ n0.

Proof Suppose that g : X → Y is an injective map which is close to f . As g is close to f
there is c ∈ (0,∞) such that supx∈ f −1(Yn) dY (g(x), Yn) < c. Since Y = ⊔

n Yn is a coarse
disjoint union, there is n0 ∈ N such that

g( f −1(Yn)) ⊆ Yn for all n ≥ n0,

and necessarily

g

( ⊔

n<n0

f −1(Yn)

)

⊆
⊔

n<n0

Yn .

As g is injective, the result follows. ��
The next result is our main technical result of this section.

Theorem 2.10 Let t0 > 0. Let X and Y be u.l.f. metric spaces and suppose Y = ⊔
n Yn is

a coarse disjoint union of t0-connected finite metric spaces. Let f : X → Y be a uniformly
finite-to-one coarse map. The following are equivalent.

1. The map f is close to an injective coarse map.
2. There are Z ⊆ Y , t ≥ t0, C > 0, and n0 ∈ N such that

∑

n<n0

| f −1(Yn)| ≤
∑

n<n0

|Yn | and | f −1(Yn)| ≤ |Yn | for all n ≥ n0

and such that

||A ∩ Z | − | f −1(A)|| ≤ C |∂t (A)|
for all n ≥ n0 and all A ⊆ Yn.

Proof We start by establishing notation. Given Z ⊆ Y , let aZ ∈ Cuf
0 (Y ) be given by

aZ =
∑

y∈Z
1 · y −

∑

x∈X
1 · f (x)

and observe that [aZ ] = [Z ] − f∗([X ]). Now, write aZ = ∑
y∈Y aZ

y · y, i.e.,

aZ
y :=

{
1 − | f −1({y})|, if y ∈ Z ,

−| f −1({y})|, if y /∈ Z .
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Hence, for all A ⊆ Y , we have

||A ∩ Z | − | f −1(A)|| =
∣
∣
∣
∣

∑

y∈A

aZ
y

∣
∣
∣
∣. (2.4)

(1.)⇒(2.): Suppose f is close to an injective coarse map. Firstly, notice that the existence
of n0 ∈ N such that

∑

n<n0

| f −1(Yn)| ≤
∑

n<n0

|Yn | and | f −1(Yn)| ≤ |Yn | for all n ≥ n0

is given by Lemma 2.9. Fix such n0 and notice that replacing n0 by a larger natural does
not change this property. We must now show the existence of Z ⊆ Y and C > 0 as in the
statement.

As f is close to an injective coarsemap, Theorem2.2(1.) gives Z ⊆ Y such that f∗([X ]) =
[Z ]; the latter condition implies that [aZ ] = 0. Lemma 2.8 then gives m ∈ N such that

∑

n<m

∑

y∈Yn
aZ
y = 0 and

∑

y∈Yn
aZ
y = 0 for all n ≥ m.

We can then apply Corollary 2.6 and get t , C > 0 and m0 ∈ N such that
∣
∣
∣
∣

∑

y∈A

aZ
y

∣
∣
∣
∣ ≤ C |∂t (A)|

for all n ≥ m0 and all A ⊆ Yn . Using (2.4), we obtain that

||A ∩ Z | − | f −1(A)|| ≤ C |∂t (A)|
for all n ≥ n0 and all A ⊆ Yn , and so we are done.

(2.)⇒(1.): Let Z ⊆ Y , t ≥ t0, C > 0, and n0 ∈ N be as in the statement. Replacing n0 by
a larger number if necessary, we can assume that

∂t (Yn) = ∅ for all n ≥ n0. (2.5)

Let

X ′ =
⊔

n≥n0

f −1(Yn) and Y ′ =
⊔

n≥n0

Yn

and notice that, replacing Z by Z ∩ Y ′, we can also assume that Z ⊆ Y ′.
Write aZ = a(0) + a(1), where a(0) is supported in Y \ Y ′, and a(1) is supported on Y ′,

i.e.,

a(0) =
∑

y∈Y\Y ′
aZ
y · y and a(1) =

∑

y∈Y ′
aZ
y · y. (2.6)

By hypothesis, |X \ X ′| ≤ |Y \ Y ′|. So, there is an injective map f (0) : X \ X ′ → Y \ Y ′.
Since the domain of f (0) is finite, it is automatically coarse. Hence, to see that f is close to an
injective coarse map, it is enough to show that there is an injective coarse map f (1) : X ′ → Y ′
which is close to f � X ′ : X ′ → Y ′. By Theorem 2.2(1.), this will be shown once we prove
that [a(1)] = 0.

From now on, we consider a(1) as an element of Cuf
0 (Y ′) and show that [a(1)] = 0. It

follows from the formula for a(1) in (2.6) and equation (2.4) that for all n ≥ n0 and all
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A ⊆ Yn , we have

||A ∩ Z | − | f −1(A)|| =
∣
∣
∣
∣

∑

y∈A

aZ
y

∣
∣
∣
∣. (2.7)

The hypothesis then implies
∣
∣
∣
∣

∑

y∈A

aZ
y

∣
∣
∣
∣ ≤ C |∂t (A)|

for all n ≥ n0 and all A ⊆ Yn . Hence, as each Yn is t0-connected, in order to show that
[a(1)] = 0, it is enough to show that a(1) satisfies condition (2.) of Corollary 2.6. Fix n ≥ n0.
By (2.5), we have ∂t (Yn) = ∅. Hence, the hypothesis and (2.7) give

∣
∣
∣
∣

∑

y∈Yn
aZ
y

∣
∣
∣
∣ = ||Yn ∩ Z | − | f −1(Yn)|| = 0.

We can then apply Corollary 2.6 and obtain that [a(1)] = 0 as desired. ��

3 Coarse equivalence versus bijective coarse equivalence

3.1 Expander graphs

In this subsection, we characterize when a coarse equivalence between coarse disjoint unions
of expander graphs is close to a bijective coarse equivalence, obtaining Theorem 1.2.

There are several variants of the following definition in the literature: the differences
generally affect the precise constants involved, but not the qualitative behavior.

Definition 3.1 Let k ∈ N, let X be a finite graph such that each vertex is incident to at most
k edges, and h > 0. We say that X is a (k, h)-expander graph if

|∂(A)| ≥ h
(
1 − |A|

|X |
)
|A|

for all A ⊆ X .

The definition above is a “local” one. We are actually interested in infinite metric spaces
that are obtained by “gluing” countably many expander graphs together in an appropriate
way, i.e., a coarse disjoint union of (k, h)-expanders in the sense of Definition 2.5 above. We
now define the main class of metric spaces under consideration here.

Definition 3.2 Let (Xn)n be a sequence of finite graphs. We say that (Xn)n is a sequence of
expander graphs if there are k ∈ N and h > 0 such that each Xn is a (k, h)-expander graph,
and such that |Xn | → ∞ as n → ∞. If we let X be their coarse disjoint union, we simply
say that X = ⊔

n Xn is the coarse disjoint union of expander graphs.

In Definition 3.2, as each vertex of each Xn is incident to at most k edges, the space X is
clearly a u.l.f. metric space.

Besides the results on uniformly finite homology of the previous section, the following
combinatorial lemma is another key ingredient for our proof of Theorem 1.2.
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Lemma 3.3 Let X and Y be finite sets, with |X | = |Y |, and f : X → Y . Then, for all A ⊆ Y ,
we have that

||A| − | f −1(A)|| ≤
(
max
y∈Y | f −1({y})| − 1

)
min{|A|, |Y \ A|}.

Proof Letm := maxy∈Y | f −1({y})|. We may assume thatm > 1: otherwise, f is a bijection
by the pigeonhole principle and so ||A|− | f −1(A)|| = 0 for all A ⊆ Y , as X and Y are finite
and of the same size. The assumption implies that for any A ⊆ Y , 0 ≤ | f −1(A)| ≤ m|A|.
Hence

−|A| ≤ | f −1(A)| − |A| ≤ m|A| − |A|.
As m > 1, this implies that

||A| − | f −1(A)|| ≤ (m − 1)|A|. (3.1)

The same reasoning with A replaced by Y \ A implies that

||Y \ A| − | f −1(Y \ A)|| ≤ (m − 1)|Y \ A|. (3.2)

On the other hand, as |Y \ A| = |Y | − |A| and as

| f −1(Y \ A)| = | f −1(Y )| − | f −1(A)| = |X | − | f −1(A)| = |Y | − | f −1(A)|
we have that

||Y \ A| − | f −1(Y \ A)|| = ||A| − | f −1(A)||.
Combining this with line (3.2) gives ||A|− | f −1(A)|| ≤ (m−1)|Y \ A|, and combining that
with line (3.1), we are done. ��

Before proving Theorem 1.2, we start proving the following “injective version” of it.

Theorem 3.4 Let X and Y be u.l.f. metric spaces and suppose Y = ⊔
n Yn is a coarse

disjoint union of expander graphs. Let f : X → Y be a uniformly finite-to-one coarse map.
The following are equivalent.

1. The map f is close to an injective coarse map.
2. There is n0 ∈ N such that

∑

n<n0

| f −1(Yn)| ≤
∑

n<n0

|Yn | and | f −1(Yn)| ≤ |Yn | for all n ≥ n0.

Proof The implication (1.)⇒(2.) follows immediately from Lemma 2.9 (and does not need
any expander assumptions). So, we only show (2.)⇒(1.). For that, let n0 ∈ N be as in the
statement.

As (Yn)n is a sequence of expander graphs, there are k ∈ N and h > 0 such that each Yn
is a graph with all vertices having degree at most k and such that

|∂(A)| ≥ h|A|
for all n ∈ N and all A ⊆ Yn with |A| ≤ |Yn |/2. As f is uniformly finite-to-one, there is
m ∈ N such that | f −1({y})| ≤ m for all y ∈ Y .

Suppose towards a contradiction that f : X → Y is not close to any injective coarse map.
Then, by Theorem 2.10, for all Z ⊆ Y and all C > 0, we can pick n ≥ n0 and A ⊆ Yn such
that

|∂(A)| <
1

C
||A ∩ Z | − | f −1(A)||. (3.3)
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As | f −1(Yn)| ≤ |Yn | and f ( f −1(Yn)) ⊆ Yn for all n ≥ n0, we can pick Zn ⊆ Yn such that
| f −1(Yn)| = |Zn | and f ( f −1(Yn)) ⊆ Zn for any such n. Let Z = ⊔

n≥n0 Zn and C > 0
be such that hC > k(m − 1). Let now n ≥ n0 and A ⊆ Yn be as in (3.3) for Z and C . As
| f −1(Yn)| = |Zn | and f ( f −1(Yn)) ⊆ Zn , Lemma 3.3 implies that

||A ∩ Z | − | f −1(A)|| ≤ (m − 1)min{|A ∩ Z |, |Zn \ A|}
≤ (m − 1)min{|A|, |Yn \ A|}.

Therefore, this together with (3.3) give

|∂(A)| ≤ m − 1

C
min{|A|, |Yn \ A|}. (3.4)

We can nowfinish the proof. Suppose |A| ≤ |Yn |/2. In this case, our choice of h guarantees
that

|∂(A)| ≥ h|A|.
Together with (3.4), this implies that hC ≤ m − 1, which contradicts our choice of C . We
must then have that |A| > |Yn |/2. But then |Yn \ A| ≤ |Yn |/2 and our choice of h implies
that

|∂(Yn \ A)| ≥ h|Yn \ A|.
As each vertex in Yn has degree at most k we have that |∂(Yn \ A)| ≤ k|∂(A)| and so

|∂(A)| ≥ h

k
|Yn \ A|.

Together with (3.4), this gives us that hC ≤ k(m − 1), which contradicts our choice of C
once again. ��

We isolate as a lemma an argument that has already been used many times in the literature
(e.g., [42, page 103], [43, Corollary 6.10], [17, IV.B-46]).

Lemma 3.5 Let X and Y be u.l.f. metric spaces and f : X → Y be a coarse map. If there
are injective coarse maps g : X → Y and h : Y → X which are close to f and its coarse
inverses, respectively, then X and Y are bijectively coarsely equivalent via a map which is
close to f .

Proof As explained in [42, Page 103], [43, Corollary 6.10], or [17, IV.B-46], this is an imme-
diate consequence of König’s proof of the Cantor–Schröder–Bernstein theorem as exposited
for example in [16, Page 88]. ��
Below, we will implicitly use the fact that a coarse equivalence between u.l.f. metric spaces
is automatically uniformly finite-to-one, meaning that supy∈Y | f −1({y}| < ∞.

Proof of Theorem 1.2 (1.)⇒(2.): This implication follows similarly to theproof ofLemma 2.9.8

Precisely, let g : X → Y be a bijective coarse equivalence which is close to f . As each Xn

is 1-connected, and as dY (Yn, Ym) → ∞ as n + m → ∞ with n �= m, there is n0 ∈ N such
that for all n ≥ n0 there is i(n) ∈ N such that g(Xn) ⊆ Yi(n). Since f is close to g, replacing
n0 by a larger number if necessary, we can also assume that f (Xn) ⊆ Yi(n) for all n ≥ n0.

8 We include the details here since the proof is short (and simple) and we believe this can be beneficial for
the reader’s experience; but this also follows from [22, Lemma 3].
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As g is surjective and as each Xn is finite, the set {i(n) ∈ N | n ≥ n0} must be cofinite in
N. Therefore, applying the argument above for g−1 and replacing n0 by a larger number if
necessary, the fact that g is a bijection implies that g(Xn) = Yi(n) for all n ≥ n0. In particular,
we conclude that i defines a bijection between

N = {n ∈ N | n ≥ n0} and M = {i(n) ∈ N | n ≥ n0}
and that

|Xn | = |Yi(n)| for all n ∈ N .

Since g restricts to a bijection between X ′ = ⊔
n∈N Xn and Y ′ = ⊔

n∈M Yn , g must also
restrict to a bijection between X \ X ′ and Y \ Y ′. Therefore,

∑

n∈N\N
|Xn | =

∑

n∈N\M
|Yn |.

(2.)⇒(1.): There are two approaches to proving this implication. One of them is to notice that
the proof follows completely analogously to the proofs of Theorems 2.10 and 3.4 with the
only difference that instead of using Theorem 2.2(1.) in it, we replace it by Theorem 2.2(2.).
Alternatively, Theorem 3.4 gives us injective coarse maps g : X → Y and h : Y → X which
are close to f and to any coarse inverse of it, respectively. The result then follows from
Lemma 3.5.

3.2 Application to k-stacking of expanders

This section contains an application of the results in our previous section. As a special case,
we obtain a sort of “rigidity” result for bipartite expander graphs (see Example 3.7 and
Corollary 3.10).9

For that, we introduce the following definition:

Definition 3.6 Let (X , dX ) be a metric space and k ∈ N. We say that a metric space (X̄ , dX̄ )

is a k-stacking of X if

1. X̄ = X × {1, . . . , k},
2. the map x ∈ X 
→ (x, 1) ∈ X̄ is a coarse equivalence, and
3. supx∈X maxi, j≤k dX̄ ((x, i), (x, j)) < ∞.

Note that if X is a graph and k ∈ N, the metric we induce on the k-stacking X̄ is coarsely
equivalent to a graph metric (specifically, the one obtained by putting an edge between (x, n)

and (x, n + 1) whenever x ∈ X , and between (x, n) and (y, n) whenever x and y are related
in X , and n ≤ k.)

Example 3.7 Given a metric space (X , dX ), we can construct a 2-stacking of X by letting dX̄
be the metric in X̄ = X × {1, 2} given by

dX̄ ((x, i), (z, j)) =
{
dX (x, z), if i = j,
dX (x, z) + 1, if i �= j .

The motivation for Definition 3.6 comes from bipartite expander graphs:

9 Recall, a graph X is bipartite if there is a partition X = V1 � V2 such that every edge of X has one of its
endpoints in V1 and the other in V2.
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Definition 3.8 Let k ∈ N and X be a graph such that each vertex is incident to at most k
edges. Suppose moreover that X is bipartite graph with bipartition X = V1 � V2 satisfying
|V1| = |V2|. Given h > 0, we say that X is a (k, h)-bipartite expander if for all A ⊆ V1 with
|A| ≤ |V1|/2 we have

|∂A| ≥ (1 + h)|A|.

Expander graphs and their bipartite analogs are well-known to be in correspondence
(see [24, Remark 1.1.2.(ii)]). We now recall how a (k, h)-expander canonically generates a
bipartitite expander, which is in particular a 2-stacking of it.

Example 3.9 Let k ∈ N, h > 0, and X be a (k, h)-expander graph. The bipartite expander of
X is the 2-stacking of X defined as follows: let X̄ = X × {1, 2} and define a graph structure
on X̄ by connecting each of the vertices (x, 1) to (x, 2) and to all (z, 2) such that (x, z) is
an edge of X . This makes X̄ into a bipartite graph with bipartition (X × {1}) � (X × {2}).
Moreover, it is immediate to check that X̄ is a (k + 1, h)-bipartite expander.

Corollary 3.10 Let X and Y be coarse disjoint union of expanders. Given k ∈ N, let X̄ and
Ȳ be k-stackings of X and Y , respectively. The following are equivalent.

1. X and Y are bijectively coarsely equivalent.
2. X̄ and Ȳ are bijectively coarsely equivalent.

Proof (1.)⇒(2.): This implication is immediate.
(2.)⇒(1.): Let f : X̄ → Ȳ be a bijective coarse equivalence. For each n ∈ N, let X̄n =

Xn×{1, . . . , k} and Ȳn = Yn×{1, . . . , k}. So X̄n and Ȳn can be seen canonically as subspaces
of X̄ and Ȳ , respectively, and X̄ = ⊔

n X̄n and Ȳ = ⊔
n Ȳn are coarse disjoint unions. The

implication (1.)⇒(2.) of Theorem 1.2 gives cofinite subsets N , M ⊆ N and a bijection
i : N → M such that

∑

n∈N\N
|X̄n | =

∑

n∈N\M
|Ȳn | and f

( ⊔

n∈N\N
X̄n

)

⊆
⊔

n∈N\M
Ȳn

and such that

|X̄n | = |Ȳi(n)| and f (X̄n) ⊆ Ȳi(n) for all n ∈ N .

Consequently, we must have

∑

n∈N\N
|Xn | =

∑

n∈N\M
|Yn | and |Xn | = |Yi(n)| for all n ∈ N .

Let now j : X → X × {1} ⊆ X̄ be the canonical inclusion and π : Ȳ → Y be the canonical
projection. Then, letting g = π ◦ f ◦ j , we have that g is a coarse equivalence between X
and Y such that

g(Xn) ⊆ Yi(n) for all n ∈ N .

The result then follows from the implication (2.)⇒(1.) of Theorem 1.2. ��
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3.3 Coarse bijective equivalences and non-amenability of metric spaces

In this section, we provide an elementary proof of Theorem 1.1. After (re)discovering this
simple argument, we learned that a similar elementary proof of Theorem 1.1 is due to V.
Nekrashevych, from his 1998 PhD thesis written in Ukrainian, and can be found in [17,
IV.B-46]. We nonetheless present our proof here, partly as Proposition 3.13 is not explicitly
in the literature, and seems likely to be useful in other contexts.

One of the many equivalent characterizations of non-amenability is the following (cf. [42,
Lemma 2.1])

Definition 3.11 Let (X , dX ) be a u.l.f. metric space. For each r > 0 and S ⊆ X , the r-
neighborhood of S is given by

Nr (S) := {x ∈ X | d(x, S) ≤ r}.
We say that X is non-amenable if for all C > 1 there is r > 0 such that

|Nr (S)| ≥ C |S| for all S ⊆ X .

We now recall Hall’s marriage theorem. Given a set Y , Y<∞ denotes the set of all finite
subsets of Y .

Theorem 3.12 (Hall, [15]) Let X , Y be arbitrary sets and 
 : X → Y<∞. There is an
injective ϕ : X → Y such that ϕ(x) ∈ 
(x) for all x ∈ X if and only if for all finite subset
S ⊆ X we have

|S| ≤
∣
∣
∣
∣

⋃

x∈S

(x)

∣
∣
∣
∣.

Proposition 3.13 Let X and Y be metric spaces, X be u.l.f., and f : X → Y be a uniformly
finite-to-one coarse map. If X is non-amenable, then there is an injective coarse map which
is close to f .

Proof As f : X → Y is uniformly finite-to-one, there is m ∈ N with | f −1({y})| ≤ m for all
y ∈ Y . If m = 1, then f is already an injection and hence we can assume that m ≥ 2. For
each r > 0, let 
r : X → Y<∞ be given by


r (x) = f (BX (x, r)) for all x ∈ X .

Notice that, as X is u.l.f., each BX (x, r) is finite, so
r is well-defined. Notice that an injective
map g : X → Y is close to f if there is r > 0 such that g(x) ∈ 
r (x) for all x ∈ X . By
Hall’s marriage theorem (Theorem 3.12), this is equivalent to the existence of r > 0 such
that

|S| ≤
∣
∣
∣
∣

⋃

x∈S

r (x)

∣
∣
∣
∣

for all finite S ⊆ X . Since,
∣
∣
∣
∣

⋃

x∈S

r (x)

∣
∣
∣
∣ =

∣
∣
∣
∣

⋃

x∈S
f (BX (x, r))

∣
∣
∣
∣ = | f (Nr (S))|,

it is enough notice that there is r > 0 such that

|S| ≤ | f (Nr (S))|
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for all finite S ⊆ X . By the non-amenability of X for C = m > 1, there is r > 0 such
that for every finite subset S ⊆ X , we have m|S| ≤ |Nr (S)|. Observing that Nr (S) ⊆
f −1( f (Nr (S))), our choice of m gives that

|Nr (S)| ≤ m| f (Nr (S))|.
It then follows that |S| ≤ | f (Nr (S))| for all finite S ⊆ X as desired. ��

Corollary 3.14 Let X and Y be u.l.f. metric spaces which are coarsely equivalent. If X is
non-amenable, then X and Y are bijectively coarsely equivalent.

Proof Let f : X → Y be a coarse equivalence. Applying Proposition 3.13 to f and a coarse
inverse of it, we get injective maps f : X → Y and h : Y → X which are close to f and its
coarse inverse, respectively. The result then follows from Lemma 3.5. ��

4 Isomorphisms between uniform Roe algebras of coarse disjoint
unions

In this section, we prove the following general result about the structure of isomorphisms
between the uniform Roe algebras of coarse disjoint unions of finite metric spaces.

Theorem 4.1 Let t > 0. Let X = ⊔
n Xn and Y = ⊔

n Yn be u.l.f. metric spaces which
are the coarse disjoint union of finite t-connected metric spaces. If C∗

u(X) and C∗
u(Y ) are

isomorphic, then there are cofinite subsets N , M ⊆ N, a bijection i : N → M, and a coarse
equivalence f : X → Y such that

∑

n∈N\N
|Xn | =

∑

n∈N\M
|Yn |

and

|Xn | = |Yi(n)| and f (Xn) ⊆ Yi(n) for all n ∈ N .

Together with the results of the previous section, this implies that the coarse disjoint union
of expander graphs are strongly rigid (Theorem 1.4).

Towards proving Theorem 4.1, we consider the uniform Roe corona of a u.l.f. metric
space. Precisely: given a u.l.f. metric space X , its uniform Roe corona is the quotient

Q∗
u(X) = C∗

u(X)/K(�2(X)).

Throughout this section,

π : C∗
u(X) → Q∗

u(X)

denotes the canonical quotient map.
Suppose X = ⊔

n Xn is the coarse disjoint union of metric spaces. We now introduce
some notation which will be used for the remainder of this section. Given A ⊆ N, we write

XA =
⊔

n∈A

Xn

and similarly for Y .
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Theorem 4.2 Let t > 0 and X = ⊔
n Xn be the coarse disjoint union of finite t-connected

metric spaces. A projection p ∈ Q∗
u(X) is central if and only if it is of the form π(χXA ) for

some A ⊆ N.

The proof of Theorem 4.2 makes use of the Higson corona. For the reader’s convenience,
we recall its definition. Given a u.l.f. metric space (X , dX ), a bounded map h : X → C is a
Higson function if for all ε, R > 0 there is a finite F ⊆ X such that for all x, y ∈ X\F , we
have

dX (x, y) ≤ R implies |h(x) − h(y)| ≤ ε.

The set of all Higson functions forms a C∗-algebra denoted by Ch(X). The quotient of this
algebra by c0(X) (the functions vanishing at infinity) is the Higson corona of X , denoted by
C(νX), precisely:

C(νX) = Ch(X)/c0(X).

As Ch(X) ⊆ �∞(X) and K(�2(X)) ∩ Ch(X) = c0(X), we identify C(νX) with a C∗-
subalgebra of Q∗

u(X) canonically.

Proof of Theorem 4.2 For the backwards direction, notice that as X = ⊔
n Xn is a coarse

disjoint union of finite spaces, a projection of the form χXA for A ⊆ N is a Higson function.
It was shown in [2, Proposition 3.6] that C(νX) = Z(Q∗

u(X)), whence it follows that π(χA)

is in Z(Q∗
u(X)) as desired.

We now establish the forward direction. For that, fix p ∈ Z(Q∗
u(X)) = C(νX). Since

C(ν(X)) ⊆ �∞(X)/c0(X), we have p ∈ �∞(X)/c0(X). Since �∞(X) is a von Neumann
algebra, in particular it has real rank zero, and p is the image of some projection in �∞(X) by
the quotient map (see for example [12, Lemma 3.1.13]). Fix B ⊆ X such that π(χB) = p.

We claim that there exists A ⊆ N such that the symmetric difference B�XA is finite.
Assume otherwise. Then the set

A′ = {n ∈ N | Xn \ B and Xn ∩ B are nonempty}
is infinite. Since each Xn is t-connected, for each n ∈ A′ choose xn ∈ Xn∩B and x ′

n ∈ Xn\B
such that d(xn, x ′

n) ≤ t . For each n ∈ A′, let vn be the rank-one partial isometry which sends
δx ′

n
to δxn . So, each vn has propagation t , and so does the non-compact partial isometry

v = SOT-
∑

n∈A′
vn

Note that χBv = v and vχB = 0, hence π(χB) is not central in Q∗
u(X). As we can fix A ⊆ N

such that B�XA is finite, then p = π(χXA ), as required. ��
To avoid overly complicated expressions, we make use of the following notation in the

next lemma: if H is a Hilbert space, (pi )i is a sequence of orthogonal projections, and A ⊆ N,
we write

pA = SOT-
∑

i∈A

pi .

Lemma 4.3 Let H be a Hilbert space and (pn)n and (qn)n be sequences of orthogonal
projections of finite rank in B(H) such that SOT-

∑
n qn = IdH . Suppose ε > 0 is such that

‖pn − qF‖ ≥ ε for all n ∈ N and all F ⊆ N. Then there is A ⊆ N such that pA − qB is not
compact for all B ⊆ N.
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Proof Since SOT-
∑

n qn = IdH and each of the pn’s and qn’s have finite rank, we can pick
an increasing sequence (k(n))n in N and a partition of N into intervals, say N = ⊔

n I (n),
such that

‖qI (n) pk(n)qI (n) − pk(n)‖ < 2−n−2ε for all n ∈ N. (4.1)

Such sequences can be constructed by induction: once the n-th step have been completed, one
notices that since the pn are mutually orthogonal, they converge strongly to 0, and therefore
there is k(n + 1) such that pk(n+1) is almost orthogonal to q⋃

j≤n I ( j). The interval I (n + 1)

can now be constructed using that pk(n+1) is finite-dimensional and SOT-
∑

n qn = IdH .
In particular, compressing the expression inside the norm in line (4.1) by qI (m) shows that

‖qI (m) pk(n)qI (m)‖ < 2−n−2ε (4.2)

for all distinct m, n ∈ N. We claim that

A = {k(n) | n ≥ 2}
is as required. First of all, note that by (4.1) and (4.2), we have

‖pk(n) − qI (n) pAqI (n)‖
≤ ‖pk(n) − qI (n) pk(n)qI (n)‖ +

∑

m �=n,m≥2

‖qI (n) pk(m)qI (n)‖

≤ 2−n−2ε +
∑

m≥2

2−m−2ε ≤ ε/2

Assume now that A does not satisfy the thesis of the lemma and pick B ⊆ N such that
pA − qB is compact. Using that ‖pn − qF‖ ≥ ε for all n ∈ N and all F ⊆ N, we conclude
that

‖qI (n)(pA − qB)qI (n)‖ = ‖qI (n) pAqI (n) − qB∩I (n)‖
≥ ‖pk(n) − qB∩I (n)‖ − ε/2

≥ ε/2

for all n ∈ N. Since the qI (n) are orthogonal, this contradicts the fact that pA−qB is compact.
��

Proof of Theorem 4.1 Let 
 : C∗
u(X) → C∗

u(Y ) be an isomorphism. By the proof of [1, The-
orem 1.2, page 1084], there is a coarse equivalence f : X → Y such that

γ = inf
x∈X ‖
(χ{x})δ f (x)‖ > 0. (4.3)

We need to show that for some cofinite subsets N , M ⊆ N and some bijection i : N → M ,
the coarse equivalence f : X → Y satisfies

∑
n∈N\N |Xn | = ∑

n∈N\M |Yn |, |Xn | = |Yi(n)|,
and f (Xn) ⊆ Yi(n) for all n ∈ N .

Since 
 is implemented by a unitary (Lemma [39, Lemma 3.1]), it sends compact oper-
ators to compact operators and it therefore induces an isomorphism between Q∗

u(X) and
Q∗
u(Y ). It then follows from Theorem 4.2 that for every A ⊆ N there is A′ ⊆ N such that

π(
(χXA )) = π(χYA′ ). In other words, we have

∀A ⊆ N, ∃A′ ⊆ N such that 
(χXA ) − χYA′ is compact. (4.4)

Let ε = γ /8.
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Claim 4.4 There is n0 ∈ N such that for every finite set F ⊆ N with min F > n0 there is
i(F) ⊆ N with the property that

‖
(χXF ) − χYi(F)
‖ < ε. (4.5)

Proof Assume not. Then we can find a sequence (Fn)n of disjoint finite subsets of N with
max Fn < min Fn+1 and such that for all n ∈ N andG ⊆ Nwe have that ‖
(χXFn

)−χYG‖ >

ε. Applying Lemma 4.3 with pn = 
(χXFn
) and qn = χYn , we get an infinite A ⊆ N such

that 
(χXA ) − qB is not compact for all infinite B ⊆ N. This contradicts (4.4). ��
Let n0 ∈ N be as in the claim and let

i : {F ⊆ N | min F > n0 and |F | < ∞} → P(N)

be the map given by the claim. For simplicity, for each n > n0, we write i(n) for i({n}).10
Notice that, since 
 is an isomorphism and ε < 1/2, each i(F) is well defined, finite, and
nonempty. Furthermore, as ‖χXF − χXG‖ = 1 whenever F �= G, i is injective. Lastly, if
F ⊆ N is such that min F > n0 and n ∈ F , then i(n) ∈ i(F): if not, then

1 = ∥
∥χYi(n)

(1 − χYi(F)

∥
∥ ≤ ∥

∥
(χXn ) − χYi(n)

∥
∥ + ∥

∥
(χXF ) − χYi(F)

∥
∥

+ ∥
∥
(χXn )(1 − 
(χXF )

∥
∥ ≤ 2ε,

a contradiction

Claim 4.5 For all n > n0 and x ∈ Xn , we have that f (x) ∈ Yi(n).

Proof Pick m such that f (x) ∈ Ym , and suppose that m /∈ i(n). Since γ < ‖
(χ{x})δ f (x)‖,
we have thatγ < ‖
(χXn )χYm‖. As‖
(χXn )−χYi(n)

‖ < γ/4,wehave that‖χYi(n)
χYm‖ > 0,

hence Yi(n) and Ym are not disjoint, which implies that m ∈ i(n). ��
Applying the reasoning above to Y and 
−1 in place of X and 
, we can find a natural

m0 and an injective function j which associates to every set G ⊆ N with minG > m0, a set
j(G) ⊆ N such that

‖
−1(χYG ) − χX j(G)
‖ < ε.

Notice that if F ⊆ N is a finite subset such that min F > n0 and min i(F) > m0, then

‖χXF − χX j(i(F))
‖ ≤ ‖χXF − 
−1(χYi(F)

)‖ + ε

= ‖
(χXF ) − χYi(F)
‖ + ε

≤ 2ε.

As ε < 1/2, this implies that F = j(i(F)). Similarly, if G ⊆ N is a finite subset such that
minG > m0 and min j(G) > n0, we obtain that G = i( j(G)).

Claim 4.6 If n > n0 is such that min i(n) > m0, then i(n) is a singleton.

Proof Suppose that n is such that min i(n) > m0 and there are two distinct m1 and m2 in
i(n). Then χYm1

χYi(n)
= χYm1

, and so, using that j(i(n)) = n we have, for k = 1, 2,

‖χX j(mk )
χXn − χX j(mk )

‖ = ‖χX j(mk )
χX j(i(n))

− χX j(mk )
‖

= ‖
(χX j(mk )
χX j(i(n))

− χX j(mk )
)‖

≤ ‖χYmk
χYi(n)

− χYmk
‖ + 3ε

≤ 3ε.

10 With apologies to John von Neumann and any set theorists who may be reading this.
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Since χX j(mk )
and χXn are commuting projections, χX j(mk )

χXn = χX j(mk )
for k = 1, 2. This

implies j(m1) = n = j(m2), contradicting the injectivity of j on sets whose minimum is
above m0. ��
Let N = {n ∈ N | n > n0 and i(n) > m0} and M = {i(n) | n ∈ N }. Claim 4.6 implies that
i is a bijection between N and M .

Claim 4.7 N and M are cofinite.

Proof Since 
 maps compacts to compacts, we have that min i(F) → ∞ as min F → ∞,
hence N is cofinite. Similarly, min j(G) → ∞ as minG → ∞. Let m1 > m0 be large
enough so that for all G ⊆ N with minG > m1 we have that min j(G) > n0. Then, by what
we saw above, if m > m1, we have m = i( j(m)). So, M is cofinite. ��

As we have already noted, 
 is implemented by a unitary (see Lemma [39, Lemma 3.1])
and therefore it is rank preserving. Thus the defining property of i , see (4.5), gives that for
all finite F ⊆ N we have

|XF | = rank(
(χXF )) = rank(χYi(F)
) = |Yi(F)|.

Analogously, if G ⊆ M is finite we have that |YG | = |X j(G)|. This implies that if F ⊆ N is
finite then i(F) = {i(n) | n ∈ F}, and likewise, for a finite G ⊆ M , then j(G) = { j(m) |
m ∈ G}. For this, we have already shown that {i(n) | n ∈ F} ⊆ i(F). Since

∑

m∈i(F)

|Ym | = |Yi(F)| = |XF | =
∑

n∈F
|Xn | =

∑

n∈F
|Yi(n)|,

the inclusion cannot be proper. (The equality for finite subsets of M follows in the exact same
way.)

We are left to show that the sets

W :=
⋃

n∈N\N
Xn and Z :=

⋃

n∈N\M
Yn

have the same size. Suppose this is not the case and assume that |W | > |Z |.
Since 
 maps compacts to compacts, we can find a large enough finite F ⊆ Y such that

‖
(χW )χF − 
(χW )‖ < 1/4. By enlarging F , we can assume that Z ⊆ F and that if Yk
intersects F , then Yk ⊆ F . Let

M ′ = {k ∈ M | Yk ⊆ F}
and notice that

rank(χF ) = |Z | + rank(χYM ′ ) = |Z | + |YM ′ |. (4.6)

Since χYM ′ χF = χYM ′ and ‖χYM ′ − 
(χX j(M ′) )‖ < ε, we have that

‖
(χX j(M ′) )χF − 
(χX j(M ′) )‖ < 2ε ≤ γ

4
<

1

4
.

Combining this with the fact that ‖
(χW )χF − 
(χW )‖ < 1/4, we have

‖
(χW + χX j(M ′) )χF − 
(χW + χX j(M ′) )‖ <
1

2
.
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Since j(M ′) = { j(m) | m ∈ M ′} ⊆ N , χW and χX j(M ′) are orthogonal, and so 
(χW +
χX j(M ′) ) is a projection of rank |W | + |X j(M ′)|. By usual linear algebra arguments,

|W | + |X j(M ′)| = rank(
(χW + χX j(M ′) )) ≤ rank(χF ). (4.7)

Putting (4.6) and (4.7) together and using that |X j(M ′)| = |YM ′ |, we get that
rank(χF ) = |Z | + |YM ′ | < |W | + |YM ′ | = |W | + |X j(M ′)| ≤ rank(χF ).

This is a contradiction, and therefore |W | ≤ |Z |. The same exact argument proves that
|Z | ≤ |W | and this finishes the proof. ��

Proof of Theorem 1.4 By Theorem 4.1, there is a coarse equivalence f : X → Y which
satisfies part (2.) of Theorem 1.2. By the equivalences in Theorem 1.2, it follows that there
is a bijective coarse equivalence g : X → Y . ��
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