
SEMISIMPLIFICATION OF CONTRAGREDIENT LIE ALGEBRAS

IVÁN ANGIONO, JULIA PLAVNIK, AND GUILLERMO SANMARCO

Abstract. We describe the structure and different features of Lie algebras in the Verlinde
category, obtained as semisimplification of contragredient Lie algebras in characteristic p
with respect to the adjoint action of a Chevalley generator. In particular, we construct
a root system for these algebras that arises as a parabolic restriction of the known root
system for the classical Lie algebra. This gives a lattice grading with simple homogeneous
components and a triangular decomposition for the semisimplified Lie algebra. We also
obtain a non-degenerate invariant form that behaves well with the lattice grading. As an
application, we exhibit concrete new examples of Lie algebras in the Verlinde category.
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1. Introduction

In recent times, symmetric tensor categories have attracted significant attention. The
work of Deligne [Del90,Del02] has been a foundational stone for this theory, and it is the
major influence in the modern development of the subject. By Deligne’s results, every
pre-Tannakian category (that is, a symmetric tensor category with objects of finite length)
of moderate growth over an algebraically closed field k of characteristic zero admits a fiber
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functor to sVeck, the category of finite-dimensional super vector spaces. In other words, any
such category is equivalent to the category of representations of a (pro)algebraic supergroup.

Over a field k of characteristic p ą 0 the situation is completely different. For example,
the Verlinde category Verp, introduced in [GK92,GM92] as the semisimplification of ReppZpq,
does not admit a fiber functor to sVeck. In [Ost20], Ostrik initiated the quest of providing
analogs to Deligne’s theorem in positive characteristic. Ostrik’s main result states that, in
characteristic p, any pre-Tannakian category which is fusion (thus, of moderate growth)
admits a fiber functor to Verp. This result opens the door to different directions of research
concerning pre-Tannakian categories of moderate growth, such as the notion of incompressible
tensor categories [BEO23,CEO23a], necessary and sufficient conditions for such a category
to fiber over Verp [CEO23b], and the study of affine group schemes in Verp [Ven22,Cou23].
This work focuses on the latter direction, as we study Lie algebras in Verp.

Finite-dimensional Lie superalgebras over fields of characteristic zero were classified by Kac
in the seventies [Kac77]. A distinguished class in the classification is that of contragredient
Lie algebras. These are Lie algebras defined from a matrix by generators and relations,
slightly generalizing the construction of Kac-Moody algebras but still preserving many
desired properties, such as a triangular decomposition [Kac90]. This family includes analogs
of classical Lie algebras as well as special, orthogonal, and symplectic Lie superalgebras,
and some exceptions in low rank. Once again the situation is a bit more complicated for
characteristic p ą 0. In this context, the classification of finite-dimensional contragredient
Lie superalgebras was achieved in [BGL09] and contains several exceptions when p “ 3, 5,
partially constructed by hand.

A possible explanation for the existence of some of the exceptions comes from the super
magic square [CE07], which generalizes the Freudenthal magic square for Lie algebras.
More recently a different approach was given by Kannan [Kan22], who constructed these
exceptional Lie superalgebras using the modern theory of symmetric tensor categories in
positive characteristic, see also [DGES23] for an explanation of the connection between
these two constructions. More precisely, Kannan showed that all the exotic examples can be
obtained via the semisimplification process. The starting point is the realization of Verp as the
semisimplication of the representation category for the commutative Hopf algebra krts{ptpq,
where t is primitive. Thus, there is a semisimplification functor Reppkrts{ptpqq Ñ Verp
which is symmetric. In this way, one can obtain Lie algebras in Verp by applying that
semisimplification functor to Lie algebras in Reppkrts{ptpqq. Now, a Lie algebra in the latter
category is just a pair pg, Bq, where g is a finite-dimensional Lie algebra and B is a derivation
of g such that Bp “ 0. In characteristic p “ 3, we have Ver3 “ sVeck so the process always
gives a Lie superalgebra. For p “ 5 (and higher), we have a factorization Ver5 “ sVeck�Ver`5
as symmetric categories, thus the semisimplification procedure still gives Lie superalgebras
after projecting to sVeck. Applying this construction to particular pairs pg, Bq, where g is a
classical Lie algebra and B is a certain inner derivation, Kannan recovered all exceptional
examples, which only exist in characteristics 3 and 5.

However, the semisimplification process for general p is, at least in principle, a possible
source of new examples of Lie algebras in Verp, not necessarily supported in sVeck, which
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are much desired. That idea is the starting point of this work. We study the structure of Lie
algebras in Verp obtained as the semisimplification of a pair pg, Bq, where g is a contragredient
Lie algebra and B is an inner derivation associated to a homogeneous element with respect
to the lattice grading. This homogeneity assumption is mild enough to still produce new
examples of Lie algebras in Verp, yet simultaneously manageable to assure nice features
on these algebras. Most importantly, we obtain a grading by a suitable free abelian group
which resembles that of Lie superalgebras. Indeed, contragredient Lie superalgebras admit
a grading which leads to (generalized) root systems in the sense of [HY08,HS20], see e.g.
[AA17]. In our case, we induce a grading on the semisimplified Lie algebra in Verp coming
from that on the original Lie algebra g: because of the choice of a homogeneous element, the
root system on the Lie algebra in Verp is the parabolic restriction (in the sense of [CL17]) of
the original one. One may wonder which other Lie algebras in Verp have root systems. This
is the content of a forthcoming paper.

The organization of the paper is the following. In §2 we recall the construction of
contragredient Lie superalgebras since they appear along the work in two ways: the particular
case of Lie algebras is a source of examples to being semisimplified, and Lie superalgebras,
mainly in characteristic 3, are the images of the semisimplification functor. In particular,
we recall the notion of root system, some properties, and the parabolic restriction from
[CL17]. Later, in §3, we recall the notions of symmetric tensor categories, Lie algebras on
these categories, the semisimplification functor, and the Verlinde category Verp. The main
results are part of §4. Here we consider a contragredient Lie algebra gpAq attached to a
matrix A and a homogeneous element x. Up to an isomorphism of gpAq, we may assume
that x “ ei, a generator of the positive part of gpAq. We then study this case in detail, first
by understanding the structure of gpAq as a module over krts{ptpq, and later by studying
its image under the semisimplification functor. If A is of rank θ, it is known that gpAq is
Zθ-graded. We show that the semisimplification of gpAq is Zθ´1-graded, where the grading
comes from the projection which annihilates the i-th entry and gives consequently a grading
coming from the parabolic restriction of the root system of gpAq. We finish the paper with
some explicit examples in low rank.

2. Contragredient Lie superalgebras

2.1. Conventions. We denote by N the set of positive integers and N0 “ NY t0u. Given
θ P N, let Iθ “ t1, . . . , θu. If θ is implicit we just write I “ Iθ; in this case, we make no
distinction between ZI and Zθ. The canonical basis of ZI is pαiqiPI; we use the expression
1a1 . . . θaθ to denote a1α1 ` ¨ ¨ ¨ ` aθαθ P ZI. For each β “ 1a1 . . . θaθ P Nθ0, the height of β is
htpβq– a1 ` ¨ ¨ ¨ ` aθ P N0.

We work over an algebraically closed field k of characteristic p ą 0. We denote by Veck
(respectively sVeck) the symmetric fusion category of finite dimensional k-vector spaces,
(respectively super vector spaces).

2.2. Root systems and Weyl groupoids. We recall here the notions of root systems and
Weyl groupoids from [HS20, Chapter 9], a generalization of the classical definitions of root
systems and Weyl groups for Lie algebras.
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Fix a natural number θ and a nonempty set X . A semi-Cartan graph of rank θ and a set
of points X is a quadruple G – GpI,X , pAXqXPX , priqiPIq, where
‚ for each i P I, ri : X Ñ X is a function such that r2

i “ idX ;
‚ AX “ paXij qi,jPI P Zθˆθ is a generalized Cartan matrix [Kac90] for all X P X ;
and the following identities hold:

aXij “ a
ripXq
ij , for all X P X , i, j P I.(2.1)

The exchange graph of G is a graph with X as set of vertices, and an arrow labeled with i P I
between X and ripXq if X ‰ ripXq, for each i P I and X P X . An example of an exchange
graph and semi-Cartan graph for i “ 2 and X “ tX1, X2, X3u is the following:

˝
X1

1
˝
X2

2
˝
X3

, AX1 “

„

2 ´2
´2 2



, AX2 “

„

2 ´2
´1 2



, AX3 “

„

2 ´4
´1 2



.

In this example, the reflections ri are given by r1p1q “ 2, r1p2q “ 1, r1p3q “ 3, r2p1q “ 1,
r2p2q “ 3, r2p3q “ 2.

Given a monoid M, we may consider the small category DpX ,Mq whose set of objects is
X and the set of morphisms between any two objects is M. We use the following notation:

HompX,Y q “ tpY, f,Xq|f P Mu for each pair X,Y P X .

The composition is then written as follows:

pZ, f, Y q ˝ pY, g,Xq “ pZ, fg,Xq, for any X,Y, Z P X , f, g P M.

The Weyl groupoid W – WpI,X , pAxqxPX , priqiPIq of the semi-Cartan graph G is defined
as the full subcategory of DpX ,GLpZθqq generated by

σXi – pripXq, s
X
i , Xq, i P I, X P X ,

where sXi P GLpZθq is given by sXi pαjq “ αj ´ aXij αi. Notice that σripXqi σXi “ pX, idX , Xq
for all i P I and X P X , so W is indeed a groupoid.

For a semi-Cartan graph G as above, we define the set of real roots of G at X P X as

∆X,re – twpαiq P Zθ|i P I, Y P X , pX,w, Y q P HomWpX,Y qu.

We say that G is finite if ∆X,re is finite for all X P X (equivalently, for some X P X ).
The set of positive and negative real roots are, respectively:

∆X,re
` – ∆X,re X Nθ0, ∆X,re

´ – ∆X,re X p´Nθ0q.

Given X P X , i ‰ j P I, we set mX
ij :“ |∆X,re X pN0αi ` N0αjq| P NY t8u. We say that a

semi-Cartan graph G is a Cartan graph if in addition the following hold:
‚ for all X P X , ∆X,re “ ∆X,re

` Y∆X,re
´ ;

‚ for all X P X , i ‰ j P I such that mX
ij ă 8, we have that prirjqm

X
ij pXq “ pXq.
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A root system over G is a family R “ p∆XqXPX of subsets ∆X Ă Zθ such that

0 R ∆X , αi P ∆
X , ∆X Ă Nθ0 Y p´Nθ0q, sXi p∆

Xq “ ∆ripXq,

for all i P I and all X P X . Positive and negative roots are defined as usual, and R is finite
if every ∆X is so. Also, R is reduced if ZαX∆X “ t˘αu for all α P ∆X , X P X .

According to the definition, a Cartan graph G might support different root systems over
it. But this is not the case when G is finite.

Theorem 2.2. [HS20, 10.4.7] If G is a finite Cartan graph, then R “ p∆X,reqXPX is the
only reduced root system over G.

Finite root systems are in correspondence with crystallographic arrangements: a subset
of hyperplanes in a finite-dimensional R-vector space satisfying certain properties. We refer
to [CH15,CL17] for the precise definition and the correspondence.

The next result about root systems will be useful throughout the article.

Theorem 2.3. [CH12, Theorem 2.4] Let γ1, . . . γk P ∆
X
` be linearly independent roots. Then

there exist Y P X , w P HompX,Y q, and σ P SI such that the support of wpγiq P ∆Y
` is

contained in tσp1q, . . . , σpiqu for each 1 ď i ď k. �

In other words, this result allows us to reduce computations on a set of k linearly
independent roots to computations on a root system of rank k, obtained as a subsystem of
another object in the Weyl class. Moreover, notice that

wpγ1q “ ασp1q since wpγ1q P Zασp1q X∆Y
` “ tασp1qu.

There are some standard constructions that produce new finite root systems from old
ones, as described in [CL17]. More relevant for us is the restriction construction; at the
level of arrangements, this process fixes a root and then projects all the hyperplanes in the
arrangement onto its orthogonal component. We are interested in the description of the
associated root system. First, we fix some notation:
‚ Let i P Iθ. We denote by πi : Zθ Ñ Zθ´1 the projection given by

πipa1, . . . , aθq “ pa1, . . . , ai´1, ai`1, . . . , aθq, ai P Z.

‚ For each β “ pb1, ¨ ¨ ¨ , bθ´1q P Zθ´1, let β1 “ 1
gcdpbi|iPIθ´1q

β.

Lemma 2.4. [CL17, 3.3] Let R “ pC, p∆aqaPAq be a finite root system of rank θ. Fix a P A
and i P Iθ. Then ∆ :“ tπipαq1|α P ∆au is the set of roots corresponding to the restriction of
the hyperplane arrangement of R to αKi . �

The classification of finite root systems was achieved in [CH15]. Roughly speaking, there
exist families of arbitrary rank corresponding to Lie superalgebras and Lie algebras of types
A,B,C,D, infinite examples in rank two corresponding to triangulations of n-agons, and
several exceptions in ranks 3 ď θ ď 8. According to [CL17, Theorem 3.7], most of these root
systems come from a classical one by restriction.
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2.3. Contragredient Lie superalgebras. Here we recall the construction of contragredi-
ent Lie superalgebras over k from [AA,BGL09,Kac90] and introduce notation. We fix the
following contragredient data:
(D1) a matrix A “ paijq P kIˆI;
(D2) a parity vector p “ ppiq P GI

2 where G2 “ t˘1u is the (multiplicative) group with 2
elements1;

(D3) a k-vector space h of dimension 2θ ´ rankA;
(D4) linearly independent subsets pξiqiPI Ă h˚ and phiqiPI Ă h realizing the matrix A, that

is, ξjphiq “ aij for all i, j P I.
The set phiqiPI in (D4) is completed to a basis phiq1ďiď2θ´rankA of h. The Lie superalgebra
rg :“ rgpA,pq is presented by generators ei, fi, i P I, and h, with parity given by

|ei| “ |fi| “ |i|, i P I, |h| “ 0, for all h P h,
subject to the relations, for all i, j P I, h, h1 P h:

rh, h1s “ 0, rh, eis “ ξiphqei, rh, fis “ ´ξiphqfi, rei, fjs “ δijhi.(2.5)
There is a unique Z-grading rg “ ‘

kPZ
rgk such that ei P rg1, fi P rg´1, h “ rg0. As usual,

we denote rn` “ ‘
ką0

rgk and rn´ “ ‘
kă0

rgk. The family of Z-homogeneous ideals trivially
intersecting h admits a unique maximal ideal r; clearly r splits as a sum of its positive and
negative parts: r “ r` ‘ r´.

The contragredient Lie superalgebra associated to the pair pA,pq is the Lie superalgebra
quotient gpA,pq :“ rgpA,pq{r. For sake of brevity, set g :“ gpA,pq, still denote by ei, fi, hi
the images in g of the generators for rg, and identify h with its image in g. By homogeneity,
the grading of rg induces one in g “ ‘

kPZ
gk; thus we have g “ n` ‘ h‘ n´ as usual.

Remark 2.6. The Lie subsuperalgebra g1 “ rg, gs admits a complement hąθ such that
g “ g1 ‘ hąθ, where hąθ is the subspace spanned by all hj with j ą θ. In particular, g “ g1

if A is non-degenerate.
As in [Kan22], it will be easier to work with g1 rather than g, because the former is

generated by the Chevalley generators. We denote by hďθ the subspace of h spanned by all
hj with j ď θ, thus we have g1 “ n` ‘ hďθ ‘ n´.

Remark 2.7. Given i P I, denote by gi the Lie subsuperalgebra of g generated by ei, fi
and hi. By [BGL09], if a matrix B is obtained from A by rescaling some rows by non-zero
scalars, then gpA,pq » gpB,pq. Following the convention adopted in [HS07], we always
assume that aii P t0, 2u. Hence, for gi we have four possibilities:

♦ aii “ 2, pi “ 1: as usual, gi » slp2q;
♦ aii “ 0, pi “ 1: now gi is isomorphic to H3, the Heisenberg algebra;
♦ aii “ 2, pi “ ´1: here gi » ospp2q;
♦ aii “ 0, pi “ ´1: in this case gi is isomorphic to slp1|1q.

Now we recall some features of g extracted from [AA]:
1For our formulas it is more suitable to work with G2 rather than Z{2.
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(i) There exists an involution rω of rg such that
rωpeiq “ ´fi, rωpfiq “ ´piei, rωphq “ ´h, for all i P I, h P h.(2.8)

Clearly rωprq “ r, so rω gives rise to ω : gÑ g, the Chevalley involution.
(ii) The center c of g coincides with that of g1; we have c “ th P h : ξiphq “ 0 for all i P Iu.
(iii) The unique x P n` (respectively, x P n´) such that rx, fis “ 0 (respectively, rx, eis “ 0)

for all i P I is x “ 0.
(iv) The Lie superalgebra rg has a ZI-grading determined by

deg fi “ ´αi, deg h “ 0, deg ei “ αi, for all i P I, h P h.

One can show that r is ZI-homogeneous, hence g “ h‘ ‘
αPZI,α‰0

gα.

Definition 2.9. The set of roots of pA,pq is ∇pA,pq :“ tα P ZI ´ 0 : gα ‰ 0u. The set of
positive, respectively negative, root is ∇pA,pq

˘ “ ∇pA,pq X p˘NI
0q.

Since the Chevalley involution satisfies ωpgαq “ g´α for any α P ZI, we get

∇pA,pq “ ∇pA,pq
` Y∇pA,pq

´ , ∇pA,pq
´ “ ´∇pA,pq

` .(2.10)

Remark 2.11. Given contragredient data (D1)-(D4) and J Ă I, consider
‚ AJ :“ paijqi,jPJ, pJ :“ ppiqiPJ;
‚ gJ the subalgebra of g “ gpA,pq generated by h, ei, fi, for i P J;
‚ hJ the subspace of h spanned by hi, for i P J;
‚ h1J the maximal subspace of XiPJ ker ξi trivially intersecting hJ.

By [HS07, Lemma 2.1], there is an isomorphism gpAJ,pJq ‘ h1J – gJ which identifies the
positive and negative parts of gpAJ,pJq with the subalgebras of gpA,pq generated by ei,
respectively fi, for i P J. In particular, we get ∇pAJ,pJq

˘ “ ∇pA,pq
˘ X ZJ.

2.4. Root systems for contragredient Lie superalgebras. Next we extract from [AA]
the construction of the Weyl groupoid associated to a contragredient Lie superalgebra. Let
pA,pq as in (D1), (D2). Following [Kac90,BGL09], we assume from now on that A satisfies

aij “ 0 if and only if aji “ 0, for all j ‰ i P I.(2.12)
From pA,pq, we build:

(1) A matrix CpA,pq “
´

c
pA,pq
ij

¯

i,jPI
by cpA,pqii :“ 2 for each i P I and

c
pA,pq
ij :“ ´mintm P N0 : pad fiqm`1fj “ 0u, i ‰ j P I.(2.13)

Since ad fi is locally nilpotent, CpA,pq is a well-defined generalized Cartan matrix.
(2) For each i P I, an involution spA,pqi P GLpZIq given by

s
pA,pq
i pαjq :“ αj ´ c

pA,pq
ij αi, j P I.(2.14)

(3) For each i P I, the i-th reflection ripA,pq :“ priA, ripq “ pppajkqj,kPI, pppjqjPIq, where

‚ ppj “ pjp
c
pA,pq
ij

i , for all j P I;
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‚ for j “ i, let pajk “ c
pA,pq
ik aii ´ aik, for all k P I;

‚ for j ‰ i with aij “ 0, let pajk “ ajk, for all k P I;
‚ for j ‰ i with aij ‰ 0, put paji “ ajipc

pA,pq
ij aii ´ aijq, and for all k ‰ i, j,

(2.15) pajk “ c
pA,pq
ij c

pA,pq
ik ajiaii ´ c

pA,pq
ij ajiaik ´ c

pA,pq
ik ajiaij ` aijajk.

Remark 2.16. For each a P Fp, ra P Z denotes the unique integer 0 ě ra ě 1´ p whose class
in Fp is a. By [AA] the integers cpA,pqij can be explicitly computed as follows.
(a) If aii “ 2 and aij P Fp, then

c
pA,pq
ij “

$

&

%

raij , aij P Fp, pi “ 1 or pi “ ´1,raij even;
raij ´ p, aij P Fp, pi “ ´1,raij odd;
1´ 3´pi

2 p, aij R Fp.

(b) If aii “ 0, then

c
pA,pq
ij “

$

&

%

0, aij “ 0;
1´ p, aij ‰ 0, pi “ 1;
´1, aij ‰ 0, pi “ ´1.

Another crucial result of [AA] states that, in this context, we have analogues for Lusztig’s
isomorphisms on quantum groups.

Theorem 2.17. Let A P kIˆI satisfying (2.12), p P pG2q
I, and i P I. There is a Lie

superalgebra isomorphism T
pA,pq
i : gpriA, ripq Ñ gpA,pq such that

T
pA,pq
i pgpriA, ripqβq “ gpA,pq

s
pA,pq
i pβq

, for all β P ˘NI
0;(2.18)

T
pA,pq
i ˝ ω “ ω ˝ T

pA,pq
i .(2.19)

To obtain a reduced root system, we need to disregard roots that are natural multiples of
other roots. Consider

(2.20) ∆
pA,pq
` :“ ∇pA,pq

` ´ tk α : α P ∇pA,pq
` , k P N, k ě 2u.

Now we are ready to state another key result from [AA].

Theorem 2.21. RpCθ, p∆pA,pqqpA,pqPX q is a reduced root system. �

To fully describe ∇pA,pq we need to take into account all the multiples of roots in ∆pA,pq.

Definition 2.22. We say that a root β P ∆pA,pq is odd non-degenerate if there exist i P I
and an element pB,qq “ ri1 ¨ ¨ ¨ rikpA,pq in the Weyl class of pA,pq with bii “ 2, qi “ ´1
such that spA,pqi1

¨ ¨ ¨ sik P Hom ppB,qq, pA,pqq maps αi to β. We denote by ∆pA,pqo,nd the set of
all such roots.

The existence of odd non-degenerate roots turns out to be the reason behind the existence
of integer multiples of roots.
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Proposition 2.23. [AA17] Assume that dim gpA,pq ă 8. Then

∇pA,pq “ ∆pA,pq Y
´

2∆pA,pqo,nd

¯

, and dim gpA,pqβ “ 1, for all β P ∇pA,pq. �

Example 2.24. We describe all rank two finite-dimensional contragredient Lie superalgebras:
(i) The classical Lie algebras of types A2, B2 and G2, with matrices

` 2 ´1
´1 2

˘

,
` 2 ´1
´2 2

˘

,
` 2 ´3
´1 2

˘

(here, p ą 3). The root systems are the classical ones.
(ii) Similarly, Ap0|1q, Bp0|1q are standard root systems, with Cartan matrices

` 2 ´1
´1 2

˘

,
` 2 ´1
´2 2

˘

. The root systems have the same roots as A2 and B2.
(iii) Let p “ 3, a P k´ F3. The Brown algebra brp2, aq is constructed as follows: Set

A “

„

2 ´1
a 2



, A1 “

„

2 ´1
´1´ a 2



,

so CA and CA1 are of type B2. We can check that r2pAq “ A1, r1pAq “ A, r1pA
1q “ A1,

∆A
` “ ∆A1

` “ t1, 12, 122, 2u,

so dim gpAq “ 10.
(iv) Again take p “ 3: we recall now the definition of the Lie superalgebra brjp2; 3q. Set

A “

„

0 1
1 0



,p “ p1,´1q, A1 “

„

0 1
´2 2



, A2 “

„

2 ´1
1 0



,p2 “ p´1,´1q.

In this case,

CpA,pq “

„

2 ´2
´1 2



, CpA
1,pq “

„

2 ´2
´2 2



, CpA
2,p2q “

„

2 ´4
´1 2



,

r1pA,pq “ pA1,pq, r2pA,pq “ pA2,p2q, r2pA
1,pq “ pA1,pq, r1pA

2,p2q “ pA2,p2q, and

∆
pA,pq
` “ t1, 122, 1322, 1423, 12, 2u, ∆

pA,pq
o,nd “ t12, 122u,

∆
pA1,pq
` “ t1, 122, 1322, 12, 122, 2u, ∆

pA1,pq
o,nd “ t1, 12u,

∆
pA2,p2q
` “ t1, 142, 132, 122, 12, 2u, ∆

pA2,p2q
o,nd “ t1, 122u.

Thus sdim gpA,pq “ 10|8.
(v) Finally take p “ 5. The Lie superalgebra brjp2; 5q admits two possible realizations as

contragredient Lie superalgebra. Namely,

A “

„

2 ´3
1 0



,p “ p1,´1q, A1 “

„

2 ´4
1 0



,p1 “ p´1,´1q.

In this case,

CpA,pq “

„

2 ´3
´1 2



, CpA
1,p1q “

„

2 ´4
´1 2



,
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r2pA,pq “ pA1,p1q, r1pA,pq “ pA,pq, r1pA
1,pq “ pA1,pq, and

∆
pA,pq
` “ t1, 132, 122, 1523, 1322, 1423, 12, 2u, ∆

pA,pq
o,nd “ t122, 12u,

∆
pA1,pq
` “ t1, 142, 132, 1522, 122, 1322, 12, 2u, ∆

pA1,pq
o,nd “ t1, 122u.

Thus sdim gpA,pq “ 10|12.

Remark 2.25. By Proposition 2.23, we can fix bases peβqβP∇pA,pq for n` and pfβqβP∇pA,pq
for n´ such that
‚ eαi “ ei and fαi “ fi, for all i P I;
‚ eβ P gβ and fβ P g´β , for all β P ∆

pA,pq
` ; if β “ kαi ` αj for some i ‰ j and k ě 0, we can

take eβ “ pad eiqkej and fβ “ pad fiqkfj . For small values of k, we denote

eij “ pad eiqej , eiij “ pad eiq2ej , eiiij “ pad eiq3ej ,
and use analog notation fij , fiij , fiiij .

‚ e2β “ reβ, eβs and f2β “ rfβ, fβs, for all β P ∆
pA,pq
`,o,nd.

Let β “
ř

iPI aiαi P ∇pA,pq
` , ξβ :“

ř

iPI aiξi P h
˚. Then

rh, eβs “ ξβphqeβ, rh, fβs “ ´ξβphqfβ, for all h P h.(2.26)

We end this section with a generalization of a well-known result for Lie algebras. The
proof follows as an application of Theorem 2.3.

Lemma 2.27. Assume that ∆pA,pq` is finite and α, β P ∆pA,pq` are such that α R Zβ.

(a) If n P N is such that β ` nα P ∆pA,pq` , then n ă 2p and there exists c P kˆ such that
pad eαqneβ “ ceβ`nα.

(b) If n P N is such that β ´ nα P ∆pA,pq` , then n ă 2p and there exists c P kˆ such that
pad eαqnfβ “ cfβ´nα.

(c) Assume moreover that α R ∆pA,pqo,nd . If n is as in any of the items above, then n ă p.

Proof. (a), (b) Since α and β are linearly independent, by Theorem 2.3 there exists a pair
pB,p1q with two simple roots β1, β2, and w P HomppA,pq, pB,p1qq such that

ωpαq “ β1, ωpβq P ∆
pB,p1q
` X tN0β1 ` N0β2u.

So it is enough to verify the claims for pA,pq of rank θ “ 2, which is easily achieved from a
case-by-case analysis, see Example 2.24.

For (c) we can reduce to θ “ 2 again and use that β1 R ∆
pB,p1q
o,nd . �

3. Lie algebras in symmetric tensor categories

We recall some notions and basic results related to symmetric tensor categories, Lie
algebras in this broad context, and the Verlinde category.
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3.1. Symmetric tensor categories. A symmetric tensor category is an abelian k-linear
category which admits a rigid symmetric monoidal structure such that the tensor product is
bilinear on hom-spaces and the unit object has a one-dimensional endomorphism space.

A pre-Tannakian category is a symmetric tensor category where all objects have finite
length, which then implies that all Hom spaces are finite-dimensional. Notice that we adopt
the terminology of [CEO23b].

The ind-completion Cind of a symmetric tensor category C is defined as the closure of C
under filtered colimits. This completion Cind is a k-linear abelian category with an exact
and symmetric tensor product, and there is universal exact symmetric embedding C ãÑ Cind,
see [KS06]. We shall refer objects in Cind as ind-objects of C. When C is moreover fusion,
that is, finite and semisimple, the ind-objects are (possibly infinite) direct sums of simple
objects in C. The genuine objects of C are then recovered as ind-objects of finite length. If
X and Y are ind-objects, we imprecisely write HomCpX,Y q instead of HomCindpX,Y q.

3.2. The category Reppαpq. Let αp denote the Frobenius kernel of the additive group
scheme. This group scheme is represented by the commutative and cocommutative Hopf
algebra krts{ptpq where t is primitive. By self-duality, we can safely identify Reppαpq with
the symmetric tensor category of finite dimensional representations of krts{ptpq over k.

Isomorphism classes of indecomposables in Reppαpq are represented by nilpotent Jordan
blocks Li of size i with 1 ď i ď p. Explicitly, Li has an ordered basis tv1, . . . , viu such that
vj`1 “ tvj for 1 ď j ă i and tvi “ 0. Such a basis is called cyclic; in this situation we write
Li “ ktv1, . . . , viu “ xv1y and say that v1 is a cyclic generator. Notice that an element in
Homαppxv1y, V q is determined by its value on v1.

The indecomposable objects are self-dual, and an isotypic decomposition of Li b Lj is
known from [Gre62]. In particular L1 is the monoidal unit and Lp b Lp » pLp. For later
use, we record an explicit decomposition of some tensor products.

Example 3.1. Assume p ą 2. Consider two copies of L2, with cyclic bases tv1, v2u and
tw1, w2u respectively. Then L2 b L2 “ L1 ‘ L3 where

L1 “ xv1 b w2 ´ v2 b w1y, L3 “ xv1 b w1y.

Example 3.2. Consider two copies of L3, with cyclic bases tv1, v2, v3u and tw1, w2, w3u.
‚ If p ą 3, then L3 b L3 “ L1 ‘ L3 ‘ L5 where

L1 “ xv1 b w3 ´ v2 b w2 ` v3 b w1y, L3 “ xv1 b w2 ´ v2 b w1y, L5 “ xv1 b w1y.

‚ If p “ 3, then L3 b L3 “ L
p1q
3 ‘ L

p2q
3 ‘ L

p3q
3 where

L
p1q
3 “ xv2 b w2y, L

p2q
3 “ xv1 b w2 ´ v2 b w1y, L

p3q
3 “ xv1 b w1y.

Example 3.3. Consider two copies of L4, with bases tv1, v2, v3, v4u and tw1, w2, w3, w4u
respectively.
‚ If p ą 5, then L4 b L4 “ L1 ‘ L3 ‘ L5 ‘ L7, where

L1 “ xv1 b w4 ´ v2 b w3 ` v3 b w2 ´ v4 b v1y, L5 “ xv1 b w2 ´ v2 b w1y,

L3 “ x3v1 b w3 ´ 4v2 b w2 ` 3v3 b w1y, L7 “ xv1 b w1y.
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‚ If p “ 5, then L4 b L4 “ L1 ‘ 3L5, where
L1 “ xv1 b w4 ´ v2 b w3 ` v3 b w2 ´ v4 b v1y.

For reasons that will become evident later, we are particularly interested in tensor products
of the form L3 b Lj for j at most 4. Next, we describe explicit direct sum decompositions.
Example 3.4. Consider indecomposables L3 “ ktv1, v2, v3u and L2 “ ktw1, w2u.
‚ Assume p ą 3. Then L3 b L2 “ L2 ‘ L4, where

L2 “ x2v1 b w2 ´ v2 b w1y, L4 “ xv1 b w1y.

‚ Assume p “ 3. Then L3 b L2 “ L
p1q
3 ‘ L

p2q
3 , where

L
p1q
3 “ xv1 b w1y, L

p2q
3 “ xv2 b w1y.

Example 3.5. Consider indecomposables L3 “ ktv1, v2, v3u and L4 “ ktw1, w2, w3, w4u.
‚ Assume p ą 5. Then L3 b L4 “ L2 ‘ L4 ‘ L6, where
L2 “ xv1 b w3 ´ 2v2 b w2 ` 3v3 b w1y, L4 “ x2v1 b w2 ´ 3v2 b w1y, L6 “ xv1 b w1y.

‚ Assume p “ 5. Then L3 b L4 “ L2 ‘ 2L5, where
L2 “ xv1 b w3 ´ 2v2 b w2 ` 3v3 b w1y.

3.3. Semisimplification and the Verlinde category. If C is a symmetric tensor category,
a tensor ideal I is a collection of subspaces

I “ tIpX,Y q Ď HomCpX,Y q|X,Y objects in Cu,

which is compatible with compositions and tensor products. The quotient category C of
C by I is the category whose objects are the same as C and the spaces of morphisms are
HomCpX,Y q :“ HomCpX,Y q{IpX,Y q. Notice that this construction is compatible with the
k-linear monoidal structure and the tensor product of the original category.

As in [EO22], see also the references therein, we may take a spherical category C and
the tensor ideal of negligible objects. The quotient C obtained in this case is known as the
semisimplification of C since it turns out to be semisimple: The simple objects of C are the
indecomposable objects in C with non-zero categorical dimension.

The Verlinde category Verp is defined as the semisimplification of the spherical tensor
category Reppαpq, see [GK92,Ost20]. This is a symmetric fusion category equipped with
a symmetric monoidal functor Reppαpq Ñ Verp which fails to be right or left exact. For
instance, since the categorical dimension of Lp is p “ 0, it is mapped to zero in Verp. Up to
isomorphism, the simple objects of Verp are the images Li of the indecomposables Li with
1 ď i ď p´ 1 of Reppαpq, and the fusion rules in Verp are

Li b Lj “
minti,j,p´i,p´ju

à

k“1
L|i´j|`2k´1.(3.6)

Also, the fusion subcategory generated by L1 and Lp´1 is equivalent, as a symmetric tensor
category, to sVeck, see [Ost20,Kan22].
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3.4. Lie algebras in symmetric tensor categories. We recall now different flavors of
Lie algebras in a (strict) symmetric tensor category C following [Eti18]. First, an operadic
Lie algebra is an object g in C equipped with a morphism b : g b g Ñ g that satisfies the
anti-symmetric and Jacobi identities:

b ˝ pidgbg`cg,gq “ 0, b ˝ pbb idgq ˝ pidgb3 `p123qgb3 ` p132qgb3q “ 0,(3.7)

where the maps p123qgb3 , p132qgb3 : gb3 Ñ gb3 are obtained the action of the symmetric
group. We denote by OLiepCq the category of operadic Lie algebras in C. Operadic Lie
algebras are just called Lie algebras in [Rum13] and other previous papers. However,
especially when working in positive characteristic, one needs to pay special attention to
some details, as explained next.

For a Lie algebra g, consider two quotients of the tensor algebra Tpgq:
˛ The universal enveloping algebra Upgq is the quotient by the two-sided ideal generated by
the image of the map

p´b, idgbg´cg,gq : gb gÑ g‘ gb g Ď Tpgq.(3.8)

˛ The symmetric algebra Spgq is the quotient of Tpgq by the image of idgbg´cg,g.
As in the category of vector spaces, there is a natural map η : Spgq Ñ gr Upgq of ind-algebras
in C, which can fail to be an isomorphism. For example, it is known that for C “ Veck and
p “ 2, for η to be an isomorphism one needs to impose the additional condition bpxb xq “ 0
for all x. Also, for C “ sVeck and p “ 3, we have to assume bpbpxb xq b xq “ 0 for all odd x.

Motivated by this fact, an operadic Lie algebra g is said PBW if the canonical map
η : Spgq Ñ gr Upgq is an isomorphism.

It is not a trivial task to decide whether a given operadic Lie algebra in a symmetric tensor
category is PBW. For C “ Verp, Etingof introduced in[Eti18] the p-Jacobi identity for any
p ě 5, a degree-p relation that generalizes the conditions bpxbxq “ 0 and bpbpxbxqbxq “ 0
needed for characteristics 2 and 3, respectively. By [Eti18, Theorem 6.6, Corollary 6.7], an
operadic Lie algebra in Verp is PBW if and only if it satisfies the p-Jacobi identity. As a
first application, we have the following result:

Lemma 3.9. Contragredient operadic Lie superalgebras satisfy the PBW theorem in any
characteristic. In other words, for any contragredient Lie superalgebra g “ gpA,pq, the
natural map η : Spgq Ñ gr Upgq is an isomorphism.

Proof. By [Eti18, Corollary 4.12], it is enough to show that if p “ 2 then rx, xs “ 0 for all
x P g and that when p “ 3, we have rx, rx, xss “ 0 for all odd x. In any case, we can assume
that x is homogeneous of nonzero degree; moreover, via the Chevalley involution, we reduce
to the case x P n`.

When p “ 2, it is enough to show that rfi, rx, xss “ 0 for all i P I, which is a consequence
of the Jacobi identity:

rfi, rx, xss “ rrfi, xs, xs ` rx, rfi, xss “ 2rrfi, xs, xs “ 0.
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For the case p “ 3, we need to show that rfi, rx, rx, xsss “ 0 for i P I and any odd x P n`.
When fi is odd, using the Jacobi identity and the fact that rfi, xs is even, we get

rfi, rx, rx, xsss “ rrfi, xs, rx, xss ´ rx, rfi, rx, xsss

“ rrrfi, xs, xs, xs ` rx, rrfi, xs, xss ´ rx, rrfi, xs, xs ´ rx, rfi, xsss “ 0.
Similarly, when fi is even, we see that

rfi, rx, rx, xsss “ rrfi, xs, rx, xss ` rx, rfi, rx, xsss

“ rrrfi, xs, xs, xs ´ rx, rrfi, xs, xss ` rx, rrfi, xs, xs ` rx, rfi, xsss “ 0,
as claimed. �

Fix an operadic Lie algebra g with bracket b in a strict symmetric tensor category C. A
form on g is a map B : gb gÑ 1 in C. We say that the form is:
‚ symmetric if it remains unchanged when composed with the braiding gb gÑ gb g;
‚ invariant if B ˝ pbb idgq ˝ pidgb3 `p123qgb3q “ 0;
‚ non-degenerate if its image under the natural adjunction HomCpgb g,1q » HomCpg, g

˚q is
an isomorphism.

Lemma 3.10. Let g be an operadic Lie algebra with a form B : gbgÑ 1. Let B : gbgÑ 1

denote the form on g induced by B under semisimplification. If B is symmetric, respectively,
invariant, and non-degenerate, then so is B.

Proof. The property of being symmetric (respectively, invariant) is preserved because the
semisimplification functor is additive. Non-degeneracy is also hereditary since the diagram

HomCpgb g,1q HomCpg, g
˚q

HomCpgb g,1q HomCpg, g
˚q.

„

„

commutes. �

4. Semisimplification of Lie algebras with a derivation

In this section, we work exclusively in characteristic p ą 2. As in [Kan22], if g is a finite
dimensional Lie algebra over k endowed with a derivation B of order at most p, then g
becomes a Lie algebra in Reppαpq by letting t act via B. Applying the semisimplification
Reppαpq Ñ Verp, we get an operadic Lie algebra in Verp since the functor is braided monoidal.

We are interested in understanding the result of this process when the input is a contra-
gredient Lie algebra g “ gpAq with an inner derivation B “ adx, for some x P g. If moreover,
x is homogeneous with respect to the grading by ∆A, using Theorem 2.3, we may assume
that x “ ei for some i P I. Let us fix some terminology.

Notation 4.1. We denote by S : Reppαpq Ñ Verp the semisimplification functor. If g is a
finite dimensional Lie algebra and x P g is such that adx has order at most p, then
‚ pg, xq denotes the Lie algebra in Reppαpq obtained from g by letting t act via adx;
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‚ Spg, xq is the operadic Lie algebra in Verp obtained from semisimplification of pg, xq.

Next we verify that for a finite dimensional contragredient Lie algebra gpAq, the Chevalley
generators ei, fi yield suitable derivations.

Lemma 4.2. Let A be such that dim gpAq ă 8. Then pad eiqp “ pad fiqp “ 0 for all i P Iθ.

Proof. By the binomial formula, padxqp is a derivation for all x P g. Hence, to show that
pad eiqp annihilates n`, it is enough to check that pad eiqpej “ 0 for all j P I, which follows
from Remark 2.16. Also, for any x P h “ g0, we have pad eiq2x P pad eiqkei “ 0. Thus
pad eiqp|n`‘h “ 0. Applying the Chevalley involution we get that pad fiqp|n´‘h “ 0.

To show that pad eiqp annihilates n´, consider a nonzero homogeneous x P g´β, where
β P ∆A

`. If β “ αi, then x P kfi, and since

pad eiq3fi “ pad eiq2hi “ ´aiirei, eis “ 0,

we also have pad eiq3x “ 0. For the case β ‰ αi, consider β1 :“ sipβq P ∆
riA
` ; we know that,

up to a nonzero scalar, x “ TAi p
pfβ1q. Then

pad eiqpx “
´

adTAi p pfiq
¯p
TAi p

pfβ1q “ TAi

´

pad pfiq
p
pfβ1
¯

“ 0.

Thus pad eiqp|n´ “ 0. Applying the Chevalley involution, we also have pad fiqp|n` “ 0. �

These two derivations turn out to yield isomorphic Lie algebras in Reppαpq.

Lemma 4.3. Let A P kθˆθ such that g “ gpAq is finite dimensional, and fix i P Iθ. Then
the Chevalley involution ω : pg, eiq Ñ pg,´fiq is an isomorphism of Lie algebras in Reppαpq.

Proof. Since ω : g Ñ g is an isomorphism of Lie algebras, it is enough to show that
ω : pg, eiq Ñ pg,´fiq is a morphism in Reppαpq, which follows directly from ωpeiq “ ´fi. �

Remark 4.4. Let J Ď I be the connected component of the Dynkin diagram containing
a fixed index i P Iθ, and denote by pJ the complement of J in I. Then, as explained in
Remark 2.11, we have g “ gpAJq ‘ gpA

pJq, so

pg, eiq “ pgpAJq, eiq ‘ pgpA
pJq, eiq, Spg, eiq “ SpgpAJq, eiq ‘ SpgpA

pJq, eiq.

Furthermore, since pad eiq
ˇ

ˇ

gpA
pJq
“ 0, we see that SpgpA

pJq, eiq » gpA
pJq is an ordinary Lie

algebra in Veck Ă Verp, similarly pgpA
pJq, eiq P Veck Ă Reppαpq.

As a consequence, for most of the arguments in this section, we only need to consider
matrices A with connected Dynkin diagram.

4.1. The structure of the Lie algebra pg1pAq, eiq. In this subsection, we fix a finite-
dimensional contragredient Lie algebra g “ gpAq and a Chevalley generator ei, and we
describe the structure of the Lie algebra pg1, eiq in Reppαpq, see Remark 2.6.

As a first step, we show that the isotypic decomposition of pg1, eiq P Reppαpq is determined
by the roots. To describe it, we need to fix some terminology.
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Notation 4.5. Fix i P Iθ and a matrix A P kθˆθ. For each j P Ip consider

∆A
`,j “

 

β ‰ αi|β ` kαi P ∆
A
` for all 0 ď k ă j and β ´ αi, β ` jαi R ∆A

`

(

, aj “ |∆
A
`,j |.

If β P ∆A
`,j , we say that tβ ` kαi : 0 ď k ă ju is a maximal αi-string. We also say that β

generates the string, and that j is the length of the string.
The roots that generate αi-strings of length less than p will play an important role. Let

∆A
`,min “

ď

jPIp´1

∆A
`,j , ∆A

´,min “ ´∆
A
`,min, ∆A

min “ ∆A
`,min

ď

∆A
´,min.(4.6)

Remark 4.7. Assume gpAq is finite dimensional and fix i P Iθ.
‚ Each positive root different from αi belongs to a unique maximal αi-string. In fact, the
existence of such a string follows from Lemma 2.27 (c) (with α “ αi), and the uniqueness
follows from maximality.

‚ Given j ‰ i, the simple root αj generates a maximal αi-string of length 1´ cAij , see (2.13).

Proposition 4.8. Fix i P Iθ and a matrix A P kθˆθ such that g “ gpAq is finite dimensional.
(a) For each β P ∆A

`,j, the subspaces

Mβ :“ ‘j´1
k“0keβ`kαi , Nβ :“ ‘j´1

k“0kfβ`kαi ,

are αp-submodules of pg1, eiq, and both are isomorphic to Lj.
(b) If aii “ 2, then kfi ‘ khi ‘ kei is a submodule of pg1, eiq isomorphic to L3, any

one-dimensional subspace of ker ξi X hďθ is a submodule isomorphic to L1 and

pg1, eiq » L2a1`θ´1
1 ‘ L2a3`1

3 ‘

´

‘jPIp´t1,3uL
2aj
j

¯

in Reppαpq.

(c) If aii “ 0 and there exists j such that aji ‰ 0, then kfi ‘ khi is a submodule of pg1, eiq
isomorphic to L2, there is h P hďθ such that kh ‘ kei is a submodule isomorphic to
L2, any one-dimensional subspace of ker ξi X hďθ different from khi is a submodule
isomorphic to L1 and

pg1, eiq » L2a1`θ´2
1 ‘ L2a2`2

2 ‘

´

‘jPIp´t1,2uL
2aj
j

¯

in Reppαpq.

Proof. (a) Fix j P Ip and β P ∆A
`,j . Using that g is Zθ-graded, since β ´ αi and β ` jαi are

not roots, we have
pad eiqfβ “ 0, pad eiqeβ`pj´1qαi “ 0;

so Nβ and Mβ are αp-submodules of g. Using these last computations and Lemma 2.27, it
becomes evident that these submodules are isomorphic to the nilpotent Jordan block Lj .

To prove (b) and (c), we first observe that ‘β‰αikeβ and ‘β‰αikfβ are αp-submodules
of g. Indeed, by Remark 4.7 we have

‘β‰αikeβ “
à

jPIp

´

‘βP∆A
`,j
Mβ

¯

, ‘β‰αikfβ “
à

jPIp

´

‘βP∆A
`,j
Nβ

¯

.

The subspace kfi ‘ h‘ kei is also an αp-submodules of g, so
g1 “ p‘β‰αikeβq ‘ p‘β‰αikfβq ‘ pkfi ‘ hďθ ‘ keiq



SEMISIMPLIFICATION OF CONTRAGREDIENT LIE ALGEBRAS 17

as an αp-module. It only remains to compute the isotypic components of kfi ‘ hďθ ‘ kei.
First, we assume that aii “ 2. In this case hďθ “ khi‘ pker ξiX hďθq as vector spaces and

tfi, hi, eiu » sl2, hence kfi ‘ khi ‘ kei » L3 as an object in Reppαpq. Also, pker ξiq X hďθ is
a sum of θ ´ 1 copies of L1, so (b) holds.

Now consider aii “ 0. By hypothesis, there is h P hďθ such that ξiphq “ 1. Thus we have
a linear complement hďθ “ kh‘ pker ξi X hďθq. Since rh, eis “ ei, the subspace spanned by
h and ei is an αp-submodule of g isomorphic to L2. Also, since rhi, eis “ 0, the subspace
spanned by hi and fi is an αp-submodule of g isomorphic to L2. Finally, any complement
of khi in ker ξi X hďθ is a sum of θ ´ 2 copies of L1 and (c) follows. �

We show next that the submodulesMβ , Nβ can be Lie-generated by submodules associated
to simple roots.

Proposition 4.9. If β is an αi-string generator, then Mβ is contained in the Reppαpq-Lie
subalgebra of pg1, eiq generated by the submodules Mαj , where j ‰ i.

Proof. The proof is by induction in htpβq. The base case htpβq “ 1, i.e. β a simple root, is
clear.

For htpβq ą 1, there exist positive roots α and γ such that β “ α` γ; notice that both
roots have smaller height and are independent with αi. Now, α and γ belong to some
αi-string, say α “ rα` cαi and γ “ rγ`dαi where rα, rγ are string generators. By Lemma 2.27,
eβ P kreα, eγs Ă rMrα,Mrγs. Next, using the Jacobi identity, we see that for each β ` hαi in
the string generated by β, we also have

eβ`hαi P kpad eiqheβ Ă kpad eiqhreα, eγs Ă rM
rα,Mrγs,

sinceM
rα andM

rγ are ad ei-stable. This means thatMβ Ă rMrα,Mrγs, and now the proposition
follows by induction and the Jacobi identity. �

Motivated by Propositions 4.8 and 4.9, we describe how the Lie bracket of pg1, eiq behaves
when restricted to tensor products of some simple submodules. We describe the adjoint
action of an element in ker ξi as a first step.

Lemma 4.10. Let h P ker ξi. If β is an αi-string generator, then h acts on Mβ by ξβphq,
and on Nβ by ´ξβphq.

Proof. We verify first the claim concerning Mβ. Let tβ ` kαi : 0 ď k ă du denote the
αi-string through β. By (2.26), rh, eβs “ ξβphqeβ. We show that rh, eβ`kαis “ ξβphqeβ`kαi
for all such k. For k “ 1, we write eβ`αi “ µreβ, eis and, since h P ker ξi, we get

rh, eβ`αis “ µrrh, eβs, eis ` µreβ, rh, eiss “ µξβphqreβ, eis “ ξβphqeβ`αi .

The proof now follows inductively on k using that eβ`kαi P krei, eβ`pk´1qαis.
The claim regarding the action on Nβ follows via the Chevalley involution. �

IfM,N are submodules of pg1, eiq, rM,N s denotes the image of r´,´s
ˇ

ˇ

MbN
: M bN Ñ g1.

In the next couple of Lemmas, we describe r´,´s P HomαppMαj bNαk , g
1q for j, k P Iθ,

both different from i. The case j ‰ k is straightforward:

Lemma 4.11. Let j, k P I, both different from i. If j ‰ k, then rMαj , Nαks “ 0.
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Proof. If n,m ě 0, then rpad eiqnej , pad fiqmfks “ 0 because pn ´mqαi ` αj ´ αk can not
be a root. �

On the other hand, when j “ k a more careful analysis is needed.

Notation 4.12. If a P k and n P N we denote pnqa “ n` a and pnq!a “ pnqapn´ 1qa ¨ ¨ ¨ p1qa.

Remark 4.13. Assume that aii “ 2. Let j P Iθ different from i. Then the bracket in gpAq
satisfies:

r´,´s fj fij fiij fiiij
ej hj ajifi 0 0
eij ´ajiei aijhj ` ajihi 2ajip1qaijfi 0
eiij 0 ´2ajip1qaijei 2p1qaij paijhj ` 2ajihiq 6ajip2q!aijfi
eiiij 0 0 ´6ajip2q!aijei 6p2q!aij paijhj ` 3ajihiq

We fix cyclic generators for the indecomposable submodules from Proposition 4.8 (b).

Notation 4.14. Assume g is finite dimensional. Let i P Iθ be such that aii “ 2. Let j P Iθ
be different from i. Then
‚ Mαj “ xejy “ ktej , pad eiqej , . . . , pad eiq´cijeju.
‚ Nαj “ xpad fiq´cijfjy which has (non-cyclic) basis tpad fiq´cijfj , pad fiq1´cijfj , . . . , fju.
‚ S denotes the copy of L3 generated by ei, which has a cyclic basis tfi, hi,´2eiu.
‚ Write rhj “ hj if aij “ 0, and rhj “ 2hj ´ ajihi if aij ‰ 0. Then rhj P ker ξi and generates a
copy of L1.

‚ For any direct summand X of g1, denote by ιX : X ãÑ g1 the canonical inclusion. If Y is
another object we also denote by ιX the composition X ‘ Y � X ãÑ g1.

To obtain an explicit expression for the cyclic basis of Nαj , one uses the following:

Remark 4.15. Assume that aii “ 2. Let j P I different from i. Then

rei, fijs “ ´aijfj , rei, fiijs “ ´2p1qaijfij , rei, fiiijs “ ´3p2qaijfiij .

Now we can use these bases to explicitly describe r´,´s P HomαppMαj bNαj , g
1q.

Lemma 4.16. Assume g is finite dimensional and aii “ 2. Let j P I different from i and
assume that aij P Fp. Consider on Mαj and Nαj the cyclic bases from Notation 4.14.

(a) If cij “ 0, then r´,´s : Mαj bNαj Ñ krhj is the canonical isomorphism L1 b L1 Ñ L1.

For ´1 ě cij ě ´3 we have rMαj , Nαj s “ krhj ‘ S “ L1 ‘ L3. Also
(b) Assume cij “ ´1 and p ą 2. If we identify Mαj bNαj “ L1 ‘ L3 as in Example 3.1,

then r´,´s : Mαj bNαj Ñ krhj ‘ S acts as ιL1 ‘ ajiιL3.
(c) Assume cij “ ´2 and p ą 3. If we identify MαjbNαj “ L1‘L3‘L5 as in Example 3.2,

then r´,´s : Mαj bNαj Ñ krhj ‘ S acts as 6ιL1 ‘ 4ajiιL3.
(d) Assume cij “ ´3 and p “ 5. If we identify Mαj bNαj “ L1 ‘ 3L5 as in Example 3.3,

then r´,´s : Mαj bNαj Ñ krhj ‘ S restricted to L1 acts as 72ιL1.
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(e) Assume cij “ ´3 and p ą 5. If we identify Mαj b Nαj “ L1 ‘ L3 ‘ L5 ‘ L7 as in
Example 3.3, then r´,´s : Mαj bNαj Ñ krhj ‘ S acts as 72ιL1 ‘ 120ajiιL3.

Proof. (a) In this case Mαj “ kteju, Nαj “ ktfju. Since rej , fjs “ hj , the claim follows.
The inclusion rMαj , Nαj s Ď kt2hj ´ ajihiu ‘ ktfi, hi,´2eiu “ L1 ‘ L3 follows directly

from Remark 4.13.
(b) The cyclic bases for Mαj and Nαj given by Notation 4.14 are Mαj “ ktej , eiju and

Nαj “ ktfij , fju. According to Example 3.1, we have Mαj b Nαj “ L1 ‘ L3 with cyclic
bases L1 “ ktej b fj ´ eij b fiju and L3 “ ktej b fij , eij b fij ` ej b fj , 2eij b fju. Now we
use Remark 4.13 to compute the action of the Lie bracket on these bases

rej , fjs ´ reij , fijs “ hj ´ aijhj ´ ajihi “ 2hj ´ ajihi;
rej , fijs “ ajifi, reij , fijs ` rej , fjs “ aijhj ` aji ` hj “ ajihi, 2reij , fjs “ ´2ajiei,

and the claim follows.
(c) The cyclic bases for Mαj and Nαj given by Notation 4.14 are Mαj “ ktej , eij , eiiju

and Nαj “ ktfiij , 2fij , 4fju. According to Example 3.2 we have Mαj bNαj “ L1 ‘ L3 ‘ L5
with cyclic generators

L1 “ x4ej b fj ´ 2eij b fij ` eiij b fiijy, L3 “ x2ej b fij ´ eij b fiijy, L5 “ xej b fiijy.

Next, we use Remark 4.13 to compute the Lie bracket on these generators

4rej , fjs ´ 2reij , fijs ` reiij , fiijs “ 4hj ` 4hj ´ 2ajihi ` 4hj ´ 4ajihi “ 6p2hj ´ ajihiq,

thus the bracket acts as 6ιL1 on L1. Similarly

2rej , fijs ´ reij , fiijs “ p2aji ` 2ajiqfi “ 4ajifi

so the bracket acts as 4aji on the fixed basis of L3. Finally

rej , fiijs “ 0.

Thus L5 is annihilated by the Lie bracket, and the claim follows.
(e) The indecomposables Mαj and Nαj have cyclic bases Mαj “ ktej , eij , eiij , eiiiju and

Nαj “ ktfiiij , 3fiij , 12fij , 36fju. According to Example 3.3, we can decompose Mαj bNαj “

L1 ‘ L3 ‘ L5 ‘ L7 with cyclic generators

L1 “ x36ej b fj ´ 12eij b fij ` 3eiij b fiij ´ eiiij b fiiijy,
L3 “ x36ej b fij ´ 12eij b fiij ` 3eiij b fiiijy,
L5 “ x3ej b fiij ´ eij b fiiijy,
L7 “ xej b fiiijy.

Using Remark 4.13, we compute the Lie bracket on the generators. In L1 we have

36rej , fjs ´ 12reij , fijs ` 3reiij , fiijs ´ reiiij , fiiijs “
“ 36hj ´ 12p´3hj ` ajihiq ´ 12p´3hj ` 2ajihiq ´ 12p´3hj ` 3ajihiq “ 72p2hj ´ ajihiq,
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hence r´,´s acts as 72ι on L1 (note that this argument also works for (d)). Similarly, the
action on the generator of L3 is

36rej , fijs ´ 12reij , fiijs ` 3reiij , fiiijs “ p36` 48` 36qajifi “ 120ajifi.
And the generators of L5 and L7 are mapped to zero. �

The assumption aij P Fp in Lemma 4.16 assures that aij is the class of cij modulo p, see
(2.13), and is satisfied for all matrices A such that dim gpAq ă 8 except the Brown algebra
in Example 4.21. Thus we will avoid the case when aij is not in the prime field.

Next, we describe the adjoint action of S “ tfi, hi,´2eiu » L3 on itself and on the
submodules rhj , Mαj , Nαj from Notation 4.14. We will need the following computations:

Remark 4.17. Assume that aii “ 2. Let j P I different from i. Then
rfi, ejs “ 0, rfi, eijs “ ´aijej , rfi, eiijs “ ´2p1qaijeij , rfi, eiiijs “ ´3p2qaijeiij .

Lemma 4.18. Assume g is finite dimensional and aii “ 2. Let j P I different from i and
assume that aij P Fp. Consider on S, Mαj , and Nαj the cyclic bases from Notation 4.14.
(a) We have rS, Ss “ S. If p ą 3 and we identify S b S “ L1 ‘L3 ‘L5 as in Example 3.2,

then r´,´s : S b S Ñ S acts as 4ιL3.
(b) We have rS,rhjs “ 0.
(c) If cij “ 0, then rS,Mαj s “ rS,Nαj s “ 0.
For ´1 ě cij ě ´3, we have rS,Mαj s “Mαj and rS,Nαj s “ Nαj . Also
(d) Assume cij “ ´1 and p ą 3. If we identify S bMαj “ L2‘L4 as in Example 3.4, then

r´,´s : S bMαj ÑMαj acts as 3ιL2.
(e) Assume cij “ ´2 and p ą 3. If we identify S bMαj “ L1 ‘L3 ‘L5 as in Example 3.2,

then r´,´s : S bMαj ÑMαj acts as 4ιL3.
(f) Assume cij “ ´3 and p “ 5. If we identify S bMαj “ L2 ‘ 2L5 as in Example 3.5,

then r´,´s : S bMαj ÑMαj vanishes L2.
(g) Assume cij “ ´3 and p ą 5. If we identify S bMαj “ L2 ‘L4 ‘L6 as in Example 3.5,

then r´,´s : S bMαj ÑMαj acts as 15ιL4.
In (d)-(g), the exact same argument holds for Nαj in place of Mαj (with the same scalars).

Proof. (a) According to Example 3.2, we have S b S “ L1 ‘ L3 ‘ L5 with cyclic generators
L1 “ x´2fi b ei ´ hi b hi ´ 2ei b fiy, L3 “ xfi b hi ´ hi b fiy, L5 “ xfi b fiy.

Now, it is easy to see that r´,´s annihilates the generators of L1 and L5, and maps the
generator of L3 to 4fi.

(b) Follows immediately because S is generated by fj , and rhj is in kerpξiq by construction.
(c) In this case, Mαj “ kteju. Since fi, hi, and ei annihilates ej , we have rS,Mαj s “ 0.
(d) According to Example 3.4, we have S bMαj “ L2 ‘ L4, where

L2 “ x2fi b eij ´ hi b ejy, L4 “ xfi b ejy.

Now, we use Remark 4.17 to see that r´,´s annihilates the generator of L4 and maps that
of L2 to 3ej .
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(e) From Example 3.2, we get S bMαj “ L1 ‘ L3 ‘ L5, with cyclic generators
L1 “ xfi b eiij ´ hi b eij ´ 2ei b eiy, L3 “ xfi b eij ´ hi b eiy, L5 “ xfi b ejy.

Now the proof follows as in part (a).
(g) We use Example 3.2 to get S b L3 “ L1 ‘ L3 ‘ L5 with cyclic generators
L2 “ x´2fi b ei ´ hi b hi ´ 2ei b fiy, L4 “ xfi b hi ´ hi b fiy, L6 “ xfi b eiy.

A straightforward computation using Remark 4.17 shows that r´,´s annihilates the genera-
tors of L2 and L6, and it maps the generator of L4 to 15ej . A similar argument works for
(f). �

4.2. The structure of the Lie algebra Spg1pAq, eiq. We work towards a root system asso-
ciated to the semisimplification Spg1pAq, eiq, where gpAq is a finite dimensional contragredient
Lie algebra, and i P Iθ is such that aii “ 2. Recall the sets ∆A

`,min, ∆A
min from Notation 4.5.

Let πi : Zθ Ñ Zθ´1 be the projection introduced in Lemma 2.4. Consider

∇Spg,eiq
˘ :“ πi

`

∆A
˘,min

˘

, ∇Spg,eiq :“ πi
`

∆A
min

˘

“ ∇Spg,eiq
` Y∇Spg,eiq

´ .

We will see that ∇Spg,eiq may contain positive multiples of roots. This behavior resembles
that of contragredient Lie superalgebras, as described in Section 2.4. Hence we introduce

∆
Spg,eiq
˘ :“ ∇Spg,eiq

˘ ´ tnβ : n ě 2, β P ∇Spg,eiq
˘ u, ∆Spg,eiq :“ ∆

Spg,eiq
` Y∆

Spg,eiq
´ .

Remark 4.19. Recall the notations πi and ∆A
˘,min from the beginning of Section 4.2.

(i) Via πi : Zθ Ñ Zθ´1, we obtain a grading of pg, eiq by Zθ´1. Explicitly,
g “

à

γPZθ´1
gγ , where gγ :“

à

βPπ´1
i pγq

gβ.

(ii) For each β P ∆A
`,min, we have Mβ Ď gπipβq and Nβ Ď g´πipβq. Thus Spg1, eiq inherits

the Zθ´1-graduation of g1. Moreover,

Spg1, eiq “ Spg1, eiq0 ‘

¨

˝

à

γP∇Spg,eiq

Spg, eiqγ

˛

‚.

To illustrate the situation, we explicitly compute ∇Spg,eiq and ∆Spg,eiq for all finite Cartan
matrices of rank 2. We show that, in all cases, ∆Spg,eiq “ t˘αju where j is the index different
from i; however ∇Spg,eiq depends on the number of laces of the Dynkin diagram.

Example 4.20. Let g be of typeA2; that is, A “
` 2 ´1
´1 2

˘

. If we fix i “ 1, then ∇Spg,e1q
` “ t2u.

Indeed, g “M2‘S ‘ kt2h2` h1u‘N2, where M2 “ kte2, e12u » L2, N2 “ ktf12, f2u » L2,
and one can easily verify using the bases from Example 3.1 that r´,´s

ˇ

ˇ

M2bM2
“ 0.

Example 4.21. Let p “ 3, A “
` 2 a
´1 2

˘

, a R F3. Thus g is the Brown Lie algebra brp2, aq.

‚ For i “ 1, ∇Spg,e1q
` “ H since g “M2‘S‘kt2h2`h1u‘N2, where M2 “ kte2, e12, e112u,

N2 “ ktf112, 2f12, 4f2u, and M2, N2 » L3. Here we have r´,´s
ˇ

ˇ

M2bM2
“ 0.
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‚ For i “ 2, we obtain ∇Spg,e2q
` “ t1, 12u since

pg, e2q “M1 ‘M122 ‘ S ‘ kt2h1 ` 2h2u ‘N1 ‘N122,

where M1 “ kte1, e12u, M122 “ kte112u, N1 “ ktf12, f1u, N122 “ ktf112u.
According to Example 3.1, we have M1bM1 » L1‘L3, where the copy of L1 has basis

e1 b e12 ´ e12 b e1 so r´,´s : M1 bM1 ÑM122 » L1 is 2ιL1 . It is straightforward to see
that r´,´s

ˇ

ˇ

M122bM2
“ 0 and r´,´s

ˇ

ˇ

M122bM122
“ 0.

Example 4.22. Let g be of type B2; that is, A “
` 2 ´2
´1 2

˘

. In this case,

∇Spg,e1q
` “

#

t2u, p ą 3,
H, p “ 3;

∇Spg,e2q
` “ t1, 12u.

The proof and the description of the brackets are similar to those of Example 4.21.

Example 4.23. Assume p ą 3 and consider g of type G2, that is, A “
` 2 ´3
´1 2

˘

.

‚ For i “ 1, we obtain ∇Spg,e1q
` “ t2, 22u. Indeed,

pg, e1q “M2 ‘M1322 ‘ S ‘ kth1 ` 2h2u ‘N2 ‘N1322 ,

where M2 “ kte2, e12, e112, e1112u, M1322 “ ktre112, e12su,

N2 “ ktf1112, 3f112, 12f12, 36f2u, N1322 “ ktrf112, f12su.

HereM2bM2 » L1‘L3‘L5‘L7 when p ą 5, while for p “ 5 we haveM2bM2 » L1‘3L5,
see Example 3.3. In any case, inside M2bM2 there is a copy of L1 spanned by e2be1112´
e12be112`e112be12´e1112be2. Via M1322 » L1, we see that r´,´s : M1bM1 ÑM1322

is 4ιL1 . We also have r´,´s
ˇ

ˇ

M1322bM2
“ 0 and r´,´s

ˇ

ˇ

M1322bM1322
“ 0.

‚ If i “ 2, we get ∇Spg,e2q
` “ t1, 12, 13u. In fact, we decompose

pg, e2q “M1 ‘M122 ‘M132 ‘ S ‘ kt2h1 ` 3h2u ‘N1 ‘N122 ‘N132,

where
M1 “ kte1, e12u, M122 “ kte112u, M132 “ kte1112, λ1re112, e12su,

N1 “ ktf12, f1u, N122 “ ktf112u, N132 “ ktrf112, f12s, λ2f1112u.

Here M1 bM1 » L1 ‘ L3, M122 » L1, and M132 » L2. Using Example 3.1 we see that
r´,´s : M1 bM1 ÑM122 is 2ιL1 . Also, r´,´s : M1 bM122 ÑM132 is 4ιL2 and the other
brackets between Mα’s are 0.

We give another example, this time for a matrix of rank three.

Example 4.24. Let p “ 3. We describe root vectors for semisimplifications of the Lie
algebra brp3q of dimension 29. There are two matrices realizing this Lie algebra, cf. [Skr93]:

A1 “

»

–

2 ´1 0
´1 2 ´1
0 1 0

fi

fl , A2 “

»

–

2 ´1 0
´2 2 ´1
0 1 0

fi

fl .(4.25)
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The corresponding positive roots are

∆A1
` “t1, 12, 123, 122334, 12232, 12233, 12234, 12334, 1232, 2, 232, 23, 3u,

∆A2
` “t1, 122, 12, 1232, 12332, 122332, 12232, 123, 1223, 2, 232, 23, 3u.

As a33 “ b33 “ 0, we consider semisimplifications by ei with i ‰ 3. For g “ gpA1q we have:

∇Spg,e1q
` “ t2, 23, 232, 2232, 2233, 2234, 2334, 3u, ∇Spg,e2q

` “ t1, 13, 1234, 132, 133, 134, 32, 3u.

And for g “ gpA2q we have:

∇Spg,e1q
` “ t2, 22, 2332, 2232, 223, 232, 23, 3u, ∇Spg,e2q

` “ t13, 1232, 32, 3u.

We show details on the computations only for the last case. Notice that

pg, e2q “M1 ‘M123 ‘M1232 ‘M122332 ‘M232 ‘M3 ‘ S ‘ kt2h1 ` h2u

‘ kt2h3 ´ h2u ‘N1 ‘N123 ‘N1232 ‘N122332 ‘N232 ‘N3,

where

M1 “ kte1, e12, e122u, M123 “ kte123, e2123u, M1232 “ kte3123, e23123, e223123u,

M122332 “ ktre2123, e123su, M232 “ kte332u, M3 “ kte3, e23u.

and the Nα’s have analogous descriptions. Here M1,M1232 » L3, so these vanish under
the semisimplification functor. Also, M123 bM123 » L1 ‘ L3 » M3 bM3. One can see
that r´,´s : M123 bM123 ÑM122332 is ιL2 , r´,´s : M3 bM3 ÑM232 is ιL2 , and the other
brackets between Mα’s are 0.

Proposition 4.26. Let A be such that dim gpAq ă 8 and i P Iθ such that aii “ 2.
(i) If the Dynkin diagram of A is simply laced, then ∇Spg,eiq “ ∆Spg,eiq.
(ii) If A is of type Bθ, then ∇Spg,eiq “ ∆Spg,eiq Y t2αi`1 θu.

(iii) If A is of type Cθ, then ∇Spg,eiq “

#

∆Spg,eiq, i ‰ θ,

∆Spg,eθq Y t2αj θ´1 : j P Iθ´1u, i “ θ.

(iv) If A is of type F4, then ∇Spg,eiq “

$

’

&

’

%

∆Spg,eiq, i “ 1, 2,
∆Spg,e3q Y t2β : β “ 2, 12u, i “ 3,
∆Spg,e4q Y t2β : β “ 23, 123, 1223u, i “ 4.

Proof. For (i), it is enough to show that the entries of πipβq are coprime for every β P ∆A
`

different from αi, which we check case-by-case. In types Aθ, Dθ and E6 the roots β ‰ αi
are either αj with j ‰ i or else contain at least two coordinates equal to 1, so πipβq keeps at
least one coordinate equal to 1.

The same happens for all roots in types E7 and E8, except for the largest root in type E7
and twelve roots in type E8. However, these exceptional roots contain one coordinate equal
to 1, another equal to 2 and another equal to 3.

For (ii), at least one entry of the vector πipβq equals 1, unless β “ αiθ ` αi`1 θ: in this
case, πipβq “ 2αi`1 θ, and αi`1 θ P ∆

Spg,eiq
` .
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For (iii), again πipβq has at least one entry equal to one unless i “ θ and β is of the form
β “ αjθ ` αj θ´1, for some j P Iθ´1. In that case πθpβq “ 2αj θ´1, and αj θ´1 P ∆

Spg,eθq
` .

Finally, we consider (iv), whence the positive roots are

∆A
` “ t1, 12, 2, 12223, 1223, 123, 223, 23, 3, 1224334, 1224324, 1223324, 1222324,

122234, 123324, 122324, 12243342, 12234, 1234, 22324, 2234, 234, 34, 4u.
(4.27)

If i “ 1, 2, then πipβq is not a multiple of another root for all β P ∆A
`.

i “ 3: The pairs pβ, β1q such that π3pβq “ 2β1 are p12223, 12q, p223, 2q. Otherwise π3pβq is
not a multiple of another vector with integer entries.

i “ 4: The pairs pβ, β1q such that π4pβq “ 2β1 are p1224324, 1223q, p1222324, 123q, p22324, 23q.
And it is clear that for i “ 3, 4, the unique n ě 2 such that πipβq “ nβ1, for some β, β1 in
∆A
`, is n “ 2. �

Let us push Notation 4.14 to Verp.

Notation 4.28. Let A P kθˆθ be such that g “ gpAq is finite dimensional, and fix i P Iθ
with aii “ 2. We set

I :“ tj P I|j ‰ i, 1´ cAij ă pu.

For β1 P ∇Spg,eiq
` and j P I, consider the following subobjects of Spg, eiq:

‚ eβ1 :“ SpMβq, fβ1 :“ SpNβq, where β P ∆`,k is such that πipβq “ β1; both are isomorphic
to Lk2. In particular we set ej :“ SpMαj q, fj :“ SpNαj q; both are isomorphic to L1´cAij

.

‚ hj :“ S
´

k rhj
¯

, isomorphic to L1.
‚ S :“ SpSq, isomorphic to L3, or 0 if p “ 3.

Next we summarize the data describing the Lie algebras Spg, eiq.

Definition 4.29. We say that a root β P ∆A
`,min is i-good if there exist α, γ P ∆A

`,min and a
decomposition β “ rα` rγ with rα and rγ in the i-strings of α and γ, respectively.

In other words, β is i-good if there exists a decomposition β “ rα` rγ with rα, rγ P ∆A
` such

that rα and rγ do not belong to i-strings of length p.
The existence of roots which are not i-good corresponds to the fact that the Lie algebra

Spg, eiq is not generated by ej , fj , hj . But if all roots are i-good, then we will see that
Spg, eiq is generated by ej , fj , hj .

Example 4.30. Assume that p “ 3. Let g be of type F4 and i “ 1; the positive roots are
given in (4.27). Then β “ 123324 is not 1-good since the possible decompositions are

12234, 23, 1234, 223, 123, 2234, 1223, 234, 12, 22324, 2, 122324.

2Here, Lp “ 0.
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All decompositions have a root in a 1-string of length 3 since
M223 “ ke223 ‘ ke1223 ‘ ke12223, M2234 “ ke2234 ‘ ke12234 ‘ ke122234,

M22324 “ ke22324 ‘ ke122324 ‘ ke1222324.

From here we can deduce that e23324 does not belong to the subalgebra of Spg, eiq generated
by ej . This example corresponds to p‹q in [Kan22, §4.6.5].

Theorem 4.31. Let A be such that dim gpAq ă 8, i P Iθ such that aii “ 2.
(i) Spg, eiq has a triangular decomposition Spg, eiq “ Spg, eiq`‘Spg, eiq0‘Spg, eiq´, where

Spg, eiq˘ “
à

βP∇Spg,eiq

Spg, eiq˘β, Spg, eiq0 “ S ‘
`

‘j‰ihj
˘

.

Moreover the non-trivial homogeneous components are simple.
(ii) Spg, eiq is a Zθ´1-graded Lie algebra in Verp.
(iii) Spg, eiq has an invariant non-degenerate symmetric form B such that

B
ˇ

ˇ

Spg,eiqαbSpg,eiqβ
“ 0 if α ‰ ´β P Zθ´1.

(iv) If every β P ∆A
`,min is i-good, then Spg, eiq is generated by ej, fj, j P I, and Spg, eiq0.

(v) If every β P ∆A
`,min is i-good, then ∆Spg,eiq is the (reduced) root system of the parabolic

restriction orthogonal to αi.

Proof. Notice that (i) follows from the triangular decomposition of g and Proposition 2.23.
(ii) and (iii) follow from the Zθ-grading on g and Lemma 3.10.

Next we deal with (iv). It suffices to prove that eβ1 belongs to the subalgebra generated by
ej , j P I, for all β1 P ∇`, since the same argument shows that fβ1 belongs to the subalgebra
generated by fj , j P I, for all β1 P ∇`. The proof is by induction on the height of β1. If β1
has height one, then β1 “ αj for some j P I and the claim now follows by hypothesis. Now
we assume that β1 has height ą 1. Let β P ∆A

`,min be such that β1 “ πipβq. As β is i-good,
there exist α, γ P ∆A

`,min and a decomposition β “ rα` rγ with rα and rγ in the i-strings of α
and γ, respectively. Let α1 “ πipαq, γ1 “ πipγq.

Claim 1. The map r´,´s : eα1 b eγ1 Ñ eβ1 is not zero.

Let a, b, c be the lengths of i-strings of α, β and γ, respectively. Let j, k ě 0 be such
that rα “ α ` jαi and rγ “ γ ` kαi: we may assume that j ď k up to exchange α and γ.
We look for the possible 5-tuples pa, b, c, j, kq. By Theorem 2.3, there exists an element
w of the Weyl group(oid) and i1, i2, i3 P I such that wpαiq “ αi1 , wpαq P N0αi1 ` N0αi2 ,
wpγq P N0αi1`N0αi2`N0αi3 : hence, wpβq “ wpαq`wpγq`pj`kqαi1 P N0αi1`N0αi2`N0αi3
and w sends the i-strings of α, β, γ bijectively to the i1-strings of wpαq, wpβq, wpγq,
respectively. Thus we have to look for the possible 5-tuples just in rank 3. If the submatrix
of rank 3 is not connected, then the result is straightforward. For connected submatrices of
rank 3 we obtain the following:
‚ p1, 1, 1, 0, 0q, for some triples of roots in type C3 (i “ 3), and also in type brp3q (i “ 1, 2);
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‚ p1, 2, 2, 0, 0q or p2, 2, 1, 0, 0q, for some triples of roots in types A3 (i “ 1), B3 (i “ 1, 2), C3
(i “ 1, 3), and both matrices of type brp3q (i “ 1, 2);

‚ p2, 1, 2, 0, 1q, for some triples of roots in types A3 (i “ 2), B3 (i “ 1, 2), C3 (i “ 2, 3),and
both matrices of type brp3q (i “ 1, 2);

‚ p1, 3, 3, 0, 0q, for α “ α1, γ “ α2 and i “ 3 in type B3;
‚ p2, 3, 2, 0, 0q, for α “ α2, γ “ α2 ` α3 and i “ 1 in type C3;
‚ p2, 2, 3, 0, 1q, for α “ α1, γ “ α3 and i “ 2 in type C3.

Now we prove Claim 1 for each possible 5-tuple. For p1, t, t, 0, 0q, t P I3,

Mα “ keα » L1, Mβ “

t´1
à

s“0
keβ`sαi » Lt, Mγ “

t´1
à

s“0
keγ`sαi » Lt.

By Proposition 4.9 there exists c ‰ 0 such that reα, eγs “ ceβ . As rei, eαs “ 0, we have that
reα, eγ`sαis “ reα, pad eiqseγs “ pad eiqsreα, eγs “ ceβ`sαi ,

which implies that r´,´s : eα1 b eγ1 “ L1 b Lt Ñ eβ1 “ Lt is c times the canonical map.
For p2, 1, 2, 0, 1q, we have that β “ α` γ ` αi and
Mα “ keα ‘ kpad eiqeα » L2, Mβ “ keβ » L1, Mγ “ keγ ‘ kpad eiqeγ » L2.

By Proposition 4.9, there exists c ‰ 0 such that reα, pad eiqeγs “ ceβ. As the i-string of β
has length 1, β ˘ αi R ∆`, so rei, eβs “ reα, eγs “ 0. Thus

rpad eiqeα, eγs “ ´reα, pad eiqeγs “ ´ceβ,

which implies that r´,´s : eα1 b eγ1 “ L2 b L2 Ñ eβ1 “ L1 is 2c times the canonical map,
see Example 3.1.

For p2, 3, 2, 0, 0q, p ą 3, we have that β “ α` γ and

Mα “ keα ‘ kpad eiqeα » L2, Mβ “
à

0ďsď2
kpad eiqseβ » L3, Mγ “ keγ ‘ kpad eiqeγ » L2.

By Proposition 4.9, there exists c ‰ 0 such that reα, eγs “ ceβ. The copy of L3 inside
Mα bMγ as in Example 3.1 is spanned by eα b eγ , eα b pad eiqeγ ` pad eiqeα b eγ and
2pad eiqeα b pad eiqeγ . Using the Jacobi identity and that pad eiq2eα “ pad eiq2eγ “ 0,

cpad eiqeβ “ pad eiqreα, eγs “ reα, pad eiqeγs ` rpad eiqeα, eγs,
cpad eiq2eβ “ pad eiq2reα, eγs “ 2rpad eiqeα, pad eiqeγs,

so r´,´s : eα1 b eγ1 “ L2 b L2 Ñ eβ1 “ L3 is c times the canonical map.
For p2, 2, 3, 0, 1q, p ą 3, we have that β “ α` γ ` αi and

Mα “ keα ‘ kpad eiqeα » L2, Mβ “ keβ ‘ kpad eiqeβ » L2, Mγ “
à

0ďsď2
kpad eiqseγ » L3.

By Proposition 4.9, there exists c ‰ 0 such that reα, pad eiqeγs “ ceβ. The copy of L2
inside Mα b Mγ as in Example 3.4 is spanned by eα b pad eiqeγ ´ 2pad eiqeα b eγ and
eα b pad eiq2eγ ´ pad eiqeα b pad eiqeγ . Using the Jacobi identity and that reα, eγs “ 0, we
check that r´,´s : eα1 b eγ1 “ L2 b L3 Ñ eβ1 “ L2 is 3c times the canonical map.
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Finally (v) follows from Lemma 2.4 and the following claim: if β P Zθ´1 has coprime
entries and m ě 2 is such that mβ P πip∇Aq, then β P πip∇Aq. The proof of the claim
follows from Proposition 4.26 and Examples 4.20 to 4.24. �

Next we describe explicitly some examples of Lie algebras in Verp obtained by semisimpli-
fication as in Theorem 4.31. To describe them as objects in Verp, we use the notation Lpnqi :
a copy of Li in degree n P Z. Also, b : Spg, eiq b Spg, eiq Ñ Spg, eiq denotes the bracket.

Example 4.32. As in Examples 4.20 and 4.22, we take g of type either A2 or B2, and

consider the semisimplification with respect to e1. The Cartan matrix is
ˆ

2 ´a
´1 2

˙

, with a

being either 1 for type A2, or a “ 2 for B2. As an object in Verp, we have

Spg, e1q “ Lp1qa`1 ‘
´

Lp0q3 ‘ Lp0q1

¯

‘ Lp´1q
a`1 , Lp1qa`1 “M2, Lp0q3 “ S, Lp0q1 “ h2, Lp´1q

a`1 “ N2.

Here, Lpnq3 “ 0 if p “ 3. By Lemmas 4.10, 4.16 and 4.18,

b
ˇ

ˇ

Lp0q1 bLp˘1q
a`1

“ ˘p4´ aqιLp˘1q
a`1

, b
ˇ

ˇ

Lp1qa`1bLp´1q
a`1

“ 6a´1ιLp0q1
‘ p´22a´1ιLp0q3

q,

b
ˇ

ˇ

Lp0q3 bLp˘1q
a`1

“ pa` 2qιLp˘1q
a`1

, b
ˇ

ˇ

Lp0q1 bLp0q3
“ b

ˇ

ˇ

Lp˘1q
a`1 bLp˘1q

a`1
“ 0.

Example 4.33. Let g be of type B2 as in Example 4.22, i “ 2. As an object in Verp,

Spg, e2q “ Lp2q1 ‘ Lp1q2 ‘

´

Lp0q3 ‘ Lp0q1

¯

‘ Lp´1q
2 ‘ Lp´2q

1 .

By Lemmas 4.10, 4.16 and 4.18 and direct computation,
b
ˇ

ˇ

Lp0q1 bLp˘1q
2

“ ˘2ιLp˘1q
2

, b
ˇ

ˇ

Lp0q3 bLp˘1q
2

“ 2ιLp˘1q
2

, b
ˇ

ˇ

Lp1q2 bLp´1q
2

“ ιLp0q1
‘ p´2ιLp0q3

q,

b
ˇ

ˇ

Lp0q1 bLp˘2q
1

“ ˘4ιLp˘2q
1

, b
ˇ

ˇ

Lp˘1q
2 bLp˘1q

2
“ 2ιLp˘2q

1
, b

ˇ

ˇ

Lp2q1 bLp´2q
1

“ ιLp0q1
,

and the remaining brackets b
ˇ

ˇ

Lpmqi bLp˘nqj

are zero.

Example 4.34. Assume p ą 3 and consider g of type G2 as in Example 4.23. For i “ 1,

Spg, e1q “ Lp2q1 ‘ Lp1q4 ‘

´

Lp0q3 ‘ Lp0q1

¯

‘ Lp´1q
4 ‘ Lp´2q

1 .

By Lemmas 4.10, 4.16 and 4.18 and direct computation,
b
ˇ

ˇ

Lp0q1 bLp˘1q
4

“ ˘ιLp˘1q
2

, b
ˇ

ˇ

Lp0q3 bLp˘1q
4

“ 15ιLp˘1q
4

, b
ˇ

ˇ

Lp1q4 bLp´1q
4

“ 72ιLp0q1
‘ p´120ιLp0q3

q,

b
ˇ

ˇ

Lp0q1 bLp˘2q
1

“ ˘2ιLp˘2q
1

, b
ˇ

ˇ

Lp˘1q
4 bLp˘1q

4
“ 4ιLp˘2q

1
, b

ˇ

ˇ

Lp2q1 bLp´2q
1

“ 3ιLp0q1
,

b
ˇ

ˇ

Lp2q1 bLp´1q
4

“ ιLp1q4
, b

ˇ

ˇ

Lp´2q
1 bLp1q4

“ ιLp´1q
4

,

and the remaining brackets b
ˇ

ˇ

Lpmqi bLp˘nqj

are zero.
Set now i “ 2. As an object in Verp,

Spg, e2q “ Lp3q2 ‘ Lp2q1 ‘ Lp1q2 ‘

´

Lp0q3 ‘ Lp0q1

¯

‘ Lp´1q
2 ‘ Lp´2q

1 ‘ Lp´3q
2 .
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By Lemmas 4.10, 4.16 and 4.18 and direct computation,
b
ˇ

ˇ

Lp0q1 bLp˘1q
2

“ ˘ιLp˘1q
2

, b
ˇ

ˇ

Lp0q3 bLp˘1q
2

“ 3ιLp˘1q
2

, b
ˇ

ˇ

Lp1q2 bLp´1q
2

“ ιLp0q1
‘ p´3ιLp0q3

q,

b
ˇ

ˇ

Lp0q1 bLp˘2q
1

“ ˘2ιLp˘2q
1

, b
ˇ

ˇ

Lp0q3 bLp˘3q
2

“ 3ιLp˘3q
2

, b
ˇ

ˇ

Lp2q1 bLp´2q
1

“ 3ιLp0q1
,

b
ˇ

ˇ

Lp0q1 bLp˘3q
2

“ ˘3ιLp˘3q
2

, b
ˇ

ˇ

Lp˘1q
2 bLp˘1q

2
“ ιLp˘2q

1
, b

ˇ

ˇ

Lp3q2 bLp´3q
2

“ 6ιLp0q1
‘ p´6ιLp0q3

q,

b
ˇ

ˇ

Lp˘1q
2 bLp˘2q

1
“ ιLp˘3q

2
, b

ˇ

ˇ

Lp˘2q
1 bLp¯1q

2
“ ιLp˘1q

2
,

b
ˇ

ˇ

Lp˘3q
2 bLp¯1q

2
“ 3ιLp˘2q

1
, b

ˇ

ˇ

Lp˘3q
2 bLp¯2q

1
“ 6ιLp˘1q

2
,

and the remaining brackets b
ˇ

ˇ

Lpmqi bLp˘nqj

are zero.

Corollary 4.35. Let p “ 3, and take A and i as in Theorem 4.31(iv). Then Spg, eiq »
gpB,pq, where

‚ p “ ppjqjPI, pj “
#

1, aij “ 0,
´1, aij ‰ 0;

‚ B “ pbjkqj,kPI, bjk “
#

ajk, aij “ 0,
´ajk ´ ajiaik, aij ‰ 0.

Proof. Let g :“ Spg, eiq. The Zθ´1-grading of g induces a Z-grading such that ej P g1,
fj P g´1, j P I, and hk P g0, k ‰ i. By Proposition 4.8 (a), if aij “ 0, then Mαj » L1 » Nαj ,
so ej , fj are even, while if aij ‰ 0 and j P I, then Mαj » L2 » Nαj ; thus the parity of the
ej ’s and the fj ’s is given by p.

By Theorem 4.31, g is generated by ej , fj , j P I, and hk, k ‰ i, since S “ 0. By Lemmas
4.11 and 4.16, rej , fks “ δjkhj up to rescale the fj ’s. Following Notation 4.14,

r rhj , eks “

#

ajkek, aij “ 0,
´pajk ` ajiaikqek, aij ‰ 0.

Thus rhj , eks “ bjkek for all j, k P I. Analogously, rhj , fks “ ´bjkfk for all j, k P I. As h

is abelian, we also have that rhj , hks “ 0 for all j, k. Thus relations (2.5) hold in g, which
implies that there is a surjective map rgpB,pq� g.

As gpB,pq is the quotient of rgpB,pq by the maximal ideal trivially intersecting h, the
map above factorizes through a surjective map π : g � gpB,pq. As g has a non-degenerate
invariant symmetric bilinear form by Theorem 4.31, the map π is an isomorphism. �

Remark 4.36. This corollary is related with [Kan22, Theorem 3.6.5] when the characteristic
is three. It applies to those examples in loc. cit. where the element of the Lie algebra is
homogeneous.
Example 4.37. We consider semisimplifications of the Lie algebra brp3q, see Example 4.24.
(1) The semisimplification of gpA1q under ad e1 is the Lie superalgebra gpB1,p1q, where

B1 “

„

0 1
1 0



, p1 “ p1, 0q.
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(2) The semisimplification of gpA1q under ad e2 is the Lie superalgebra gpB2,p2q, where

B2 “

„

0 1
´1 2



, p2 “ p1, 1q.

(3) The semisimplification of gpA2q under ad e1 is the Lie superalgebra gpB3,p3q, where

B3 “

„

2 ´2
1 0



, p3 “ p1, 0q.

(4) The semisimplification of gpA2q under ad e2 does not fit in the context of Corollary 4.35
since β “ α1 ` α2 ` α3 is not 2-good.

That is, the three possible semisimplifications give the Lie superalgebra brjp2; 3q: we re-
cover the three possible realizations of brjp2; 3q as a contragredient Lie superalgebra. This
corresponds to the construction given in [Kan22, §4.2].
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