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cursion to monotone queries over sets, which is guaranteed to converge in polynomial time in the size of 
the input. But modern big data systems require recursive computations beyond the Boolean space. In this 
article, we study the convergence of datalog when it is interpreted over an arbitrary semiring. We consider 
an ordered semiring, define the semantics of a datalog program as a least fixpoint in this semiring, and study 
the number of steps required to reach that fixpoint, if ever. We identify algebraic properties of the semiring 
that correspond to certain convergence properties of datalog programs. Finally, we describe a class of ordered 
semirings on which one can use the semi-naïve evaluation algorithm on any datalog program. 
CCS Concepts: • Theory of computation → Database query languages (principles) ; 
Additional Key Words and Phrases: Datalog, semirings, fixpoint 
ACM Reference Format: 
Mahmoud Abo Khamis, Hung Q. Ngo, Reinhard Pichler, Dan Suciu, and Yisu Remy Wang. 2024. Convergence 
of datalog over (Pre-) Semirings. J. ACM 71, 2, Article 8 (April 2024), 55 pages. https://doi.org/10.1145/3643027 
1 INTRODUCTION 
For 50 years, the relational data model has been the main choice for representing, modeling, and 
processing data. Its main query language, SQL, is found today in a wide range of applications and 
devices, from smart phones, to database servers, to distributed cloud-based clusters. The reason for 
its success is the data independence principle , which separates the declarative model from the physi- 
cal implementation [ 10 ] and enables advanced implementation techniques, such as cost-based op- 
timizations, indices, materialized views, incremental view maintenance, parallel evaluation, and 
many others, while keeping the same simple, declarative interface to the data unchanged. 

But scientists today often need to perform tasks that require iteration over the data. Gradient 
descent, clustering, page-rank, network centrality, inference in knowledge graphs are some exam- 
ples of common tasks in data science that require iteration. While SQL has introduced recursion 
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8:2 M. Abo Khamis et al. 
since 1999 (through Common Table Expressions (CTE) ), it has many cumbersome limitations 
and is little used in practice [ 62 ]. 

The need to support recursion in a declarative language led to the development of datalog in the 
mid ’80s [ 80 ]. Datalog adds recursion to the relational query language, yet enjoys several elegant 
properties: It has a simple, declarative semantics; its naïve bottom-up evaluation algorithm always 
terminates; and it admits a few powerful optimizations, such as semi-naïve evaluation and magic 
set rewriting. Datalog has been extensively studied in the literature; see Reference [ 37 ] for a survey 
and References [ 60 , 80 ] for historical notes. 

However, datalog is not the answer to modern needs, because it only supports monotone queries 
over sets. Most tasks in data science today require the interleaving of recursion and aggregate com- 
putation. Aggregates are not monotone under set inclusion, and therefore they are not supported 
by the framework of pure datalog. Neither SQL’99 nor popular open-source datalog systems like 
Soufflé [ 42 ] allow recursive queries to have aggregates. While several proposals have been made 
to extend datalog with aggregation [ 11 , 16 , 26 , 27 , 39 , 61 , 71 , 74 , 75 , 83 –87 ], these extensions are at 
odds with the elegant properties of datalog and have not been adopted by either datalog systems 
or SQL engines. 

In this article, we propose a foundation for a query language that supports both recursion and 
aggregation. Our proposal is based on the concept of K-relations, introduced in a seminal pa- 
per [ 38 ]. In a K-relation, tuples are mapped to a fixed semiring. Standard relations (sets) are B- 
relations where tuples are mapped to the Boolean semiring B, relations with duplicates (bags) are 
N-relations, sparse tensors are R -relations, and so on. Queries over K-relations are the familiar 
relational queries, where the operations ∧ , ∨ are replaced by the operations ⊗, ⊕ in the semir- 
ing; importantly, an existential quantifier ∃ becomes an ⊕-aggregate operator. K-relations are a 
very powerful abstraction, because they open up the possibility of adapting query processing and 
optimization techniques to other domains [ 4 ]. 

Our first contribution is to introduce an extension of datalog to K-relations. We call the language 
datalog ◦, where the superscript o represents a (semi)-ring. datalog ◦ has a declarative semantics 
based on the least fixpoint and supports both recursion and aggregates. We illustrate throughout 
this article its utility through several examples that are typical for recursive data processing. To 
define the least fixpoint semantics of datalog ◦, the semiring needs to be partially ordered. For this 
purpose, we introduce an algebraic structure called a Partially Ordered Pre-Semiring (POPS) , 
which generalizes the more familiar naturally ordered semirings. This generalization is neces- 
sary for some applications. For example, the bill-of-material program (Example 4.2 ) is naturally 
expressed over the lifted reals, R ⊥ , which is a POPS that is not naturally ordered. 

Like datalog, datalog ◦ can be evaluated using the naïve algorithm by repeatedly applying all rules 
of the program until there is no more change. However, unlike datalog, a datalog ◦ program may 
diverge. Our second contribution consists of a full characterization of the POPS that guarantee that 
every datalog ◦ program terminates. More precisely, we show that termination is guaranteed iff the 
POPS enjoys a certain algebraic property called stability [ 33 ]. The result is based on an analysis 
of the fixpoint of a vector-valued polynomial function over a semiring, which is of independent 
interest. With some abuse, we will say in this article that a datalog ◦ program converges if the naïve 
algorithm terminates in a finite number of steps; we do not consider “convergence in the limit,”
for example, in ω-continuous semirings [ 19 , 38 ]. 

Finally, we describe how the semi-naïve algorithm can be extended to datalog ◦, under certain 
restrictions on the POPS. This should be viewed as an illustration of the potential for applying ad- 
vanced optimizations to datalog ◦: In a companion paper [ 81 ], we introduced a simple, yet powerful 
optimization technique for datalog ◦ and showed, among other things, that magic set rewriting can 
be obtained using several applications of that rule. 
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Convergence of datalog over (Pre-) Semirings 8:3 
At its essence, a datalog ◦ program consists of solving a fixpoint equation in a semiring, which 

is a problem that was studied in a variety of areas, such as automata theory, program analysis, 
and many others [ 12 , 33 , 41 , 51 , 52 , 63 , 72 , 88 ]. The existence of the fixpoint is usually ensured by 
requiring the semiring to be ω-continuous. For example, Green et al. [ 38 ] studied the provenance of 
datalog on K-relations, while Esparza et al. [ 19 ] studied dataflow equations, in both cases requiring 
the semiring to be ω-continuous. This guarantees that the least fixpoint exists, even if the naïve 
algorithm diverges. 

In addition to the (semi-)naïve method, which is a first-order method for solving fixpoint equa- 
tions, there is a second-order method called the Newton’s method , discovered relatively recently 
[ 19 , 41 ] in the program analysis literature. It was shown that Newton’s method requires a smaller 
number of iterations than the naïve algorithm. 1 In the particular case of a commutative and idem- 
potent semiring, Newton’s method always converges, while the naïve algorithm may diverge [ 19 ]. 
However, every iteration of Newton’s method requires solving a least fixpoint solution to an inner- 
recursion, which is expensive. Here, we are seeing the exact same phenomenon when comparing 
gradient descent vs. Newton’s method in continuous optimization: While Newton’s method may 
converge in fewer steps, every step is more expensive and requires the materialization of a large in- 
termediate result (the Hessian matrix). In continuous optimization, Newton’s method is rarely used 
for large-scale problems for this reason [ 64 ]. For datalog ◦, it remains unclear whether Newton’s 
method is more efficient in practice than the naïve algorithm. One experimental evaluation [ 69 ] 
has found that it is not. In contrast, the naïve algorithm, and its extension to the semi-naïve algo- 
rithm, is simple and implemented by all datalog systems today. In this article, we focus only on 
the convergence of the naïve algorithm and do not consider Newton’s method. 

A preliminary version of this article appeared in Reference [ 3 ]. The convergence theorem 
in stable semirings, Theorem 5.10 , is new. The convergence semiring in p-stable semirings, 
Theorem 5.12 , is improved and extended. We have also included many proofs omitted from 
Reference [ 3 ] and added several examples. 
1.1 Overview of the Results 
We present here a high-level overview of the main results in this article. We start by recalling the 
syntax of a (traditional) datalog program Π, which consists of a set of rules of the form: 

R 0 (X 0 ) :- R 1 (X 1 ) ∧ · · · ∧ R m (X m ), (1) 
where R 0 , . . . , R m are relation names (not necessarily distinct), and each X i is a tuple of variables 
and/or constants. The atom R 0 (X 0 ) is called the head, and the conjunction R 1 (X 1 ) ∧ · · · ∧ R m (X m )
is called the body. A relation name that occurs in the head of some rule in Π is called an intensional 
database predicate (IDB) , otherwise it is called an extensional database predicate (EDB) . The 
EDBs form the input database, which is denoted I , and the IDBs represent the output instance 
computed by Π, which we denote by J . The finite set of all constants occurring in I is called the 
active domain of I and denoted ADom (I ). The textbook example of a datalog program is one that 
computes the transitive closure of a graph defined by the edge relation E(X , Y ): 

T (X , Y ) :- E(X , Y )
T (X , Y ) :- T (X , Z ) ∧ E(Z , Y ). 

Here, E is an EDB predicate, and T is an IDB predicate. Multiple rules with the same head are 
interpreted as a disjunction, and in this article, we prefer to combine them in a single rule with an 
1 The naïve algorithm is called Kleene iteration method in Reference [ 19 ]. 
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8:4 M. Abo Khamis et al. 
explicit disjunction. In particular, the program above becomes: 

T (X , Y ) :- E(X , Y ) ∨ ∃ Z (T (X , Z ) ∧ E(Z , Y )). (2) 
The semantics of a datalog program is the least fixpoint of the function defined by its rules and 
can be computed by the naïve evaluation algorithm , as follows: Initialize all IDBs to the empty set, 
then repeatedly apply all rules, updating the state of the IDBs, until there is no more change to the 
IDBs. The algorithm always terminates in time polynomial in ADom (I ). 

We introduce datalog ◦, a language that generalizes datalog to relations over a partially ordered, 
commutative pre-semiring , or POPS. A POPS, P , is an algebraic structure with operations ⊕, ⊗ on 
a domain P , which is also a partially ordered set with an order relation ⊑ and a smallest element 
⊥ (formal definition is in Section 2 ). For example, the Boolean semiring B forms a POPS where 
(⊕, ⊗) = (∨ , ∧), over domain { 0 , 1 } , and the order relation is 0 ≤ 1 . For another example, the tropi- 
cal semiring , Trop , consists of the real numbers R , the operations are min , +, and the order relation 
x ⊑ y is the reverse of the usual order x ≥ y. If we restrict the tropical semiring to the non-negative 
reals and infinity, R + ∪ ∞ , then we denote the POPS by Trop +. For a fixed POPS P , a P -relation of 
arity k is a function that maps all k-tuples over some domain to values in P ; for example, a standard 
relation is a B-relation, where B is the Boolean semiring, while a relation with duplicates (a bag) 
is an N-relation. A datalog ◦ program consists of a set of rules, e.g., like ( 2 ), where all relations are 
P -relations, and the operators ∧ , ∨ , ∃ Z are replaced by ⊗, ⊕, ⊕Z , and its semantics is defined as 
its least fixpoint, when it exists, or undefined otherwise. We will illustrate the utility of datalog ◦
through multiple examples in this article and give here only a preview. 

Example 1.1. The all-pairs shortest paths (APSP) problem is to compute the shortest path 
length T (X , Y ) between all pairs X , Y of vertices in the graph, given that E(X , Y ) = the length of 
the edge (X , Y ) in the graph. We assume that both E and T are Trop +-relations. The APSP problem 
can be expressed very compactly in datalog ◦ as 

T (X , Y ) :- E(X , Y ) ⊕⊕
Z T (X , Z ) ⊗ E(Z , Y ), (3) 

where (⊕, ⊗) = (min , +) are the “addition” and “multiplication” in Trop +. If we instantiate these 
operations in ( 3 ), then the program becomes: 

T (X , Y ) :- min (E(X , Y ), min 
Z (T (X , Z ) + E(Z , Y ))) , (4) 

If we use a different POPS in ( 3 ), then the same datalog ◦ program will express similar problems 
in exactly the same way. For example, if the relations E , T are B -relations, then the program ( 3 ) 
becomes the transitive closure program ( 2 ); alternatively, if both E, T are Trop +p -relations, where 
Trop +p is a semiring defined in Section 2 , then the program computes the top p + 1 -shortest-paths . 

The least fixpoint of datalog ◦, if exists, can be computed by the naïve algorithm, quite similar to 
datalog: Initialize all IDBs to ⊥ , then repeatedly apply all rules of the datalog ◦ program, obtaining 
an increasing chain of IDB instances, J (0 ) ⊑ J (1 ) ⊑ J (2 ) ⊑ · · ·. When J (t ) = J (t+1 ), then the algorithm 
stops and returns J (t ); in that case, we say that the datalog ◦ program converges in t steps, or we 
just say that it converges; otherwise, we say that it diverges. Traditional datalog always converges, 
but this is no longer the case for datalog ◦ programs. There are five possibilities, depending on the 
choice of the POPS P : 

(i) For some datalog ◦ programs, ∨t J (t ) is not the least fixpoint. 
(ii) Every datalog ◦ program has the least fixpoint ∨t J (t ), but may not necessarily converge. 

(iii) Every datalog ◦ program converges. 
J. ACM, Vol. 71, No. 2, Article 8. Publication date: April 2024. 



Convergence of datalog over (Pre-) Semirings 8:5 
(iv) Every datalog ◦ program converges in a number of steps that depends only on | ADom (I )|. 
(v) Every datalog ◦ program converges in a number of steps that is polynomial in | ADom (I )|. 

In this article, we will only consider data-complexity [ 79 ], where the datalog ◦ program is assumed 
to be fixed, and the input consists only of the EDB instance I . 

We study algebraic properties of the POPS P that ensure that we are in one of the cases iii –
v ; we do not address cases i –ii in this article. We give next a necessary and sufficient condition 
for each of the cases iii and iv and give a sufficient condition for case v . For any POPS P , the set 
P ⊕ ⊥ def 

= { u ⊕ ⊥ | u ∈ P } is a semiring (Proposition 2.4 ); our characterization is based entirely on 
a certain property, called stability , of the semiring P ⊕ ⊥ , which we describe here. 

Given a semiring S and u ∈ S , denote by u (p) : = 1 ⊕ u ⊕ u 2 ⊕ · · · ⊕ u p , where u i : = u ⊗ u ⊗ · · · ⊗
u ( i times). We say that u is p -stable if u (p) = u (p+1 ); we say that the semiring S is p-stable if every 
element u ∈ S is p-stable, and we say that S is stable if every element u is stable for some p that 
may depend on u. A datalog ◦ program is linear if every rule has at most one IDB predicate in the 
body. We prove: 

Theorem 1.2. Given a POPS P , the following hold: 
— Every datalog ◦ program converges iff the semiring P ⊕ ⊥ is stable. 
—Every program converges in a number of steps that depends only on | ADom (I )| iff P ⊕ ⊥ is p- 

stable for some p. More precisely, every datalog ◦ program converges in ∑N 
i= 1 (p + 2 )i steps, 

where N is the number of ground tuples consisting of IDB predicates and constants from 
ADom (I ). Furthermore, if the program is linear, then it converges in ∑N 

i= 1 (p + 1 )i steps. 
—If P ⊕ ⊥ is 0-stable, then every datalog ◦ program converges in N steps; in particular, the 

program runs in polynomial time in the size of the input database. 
In a nutshell, the theorem says that convergence of datalog ◦ is intimately related to the no- 

tion of stability. The proof, provided in Section 5 , consists of an analysis of the infinite pow- 
erseries resulting from unfolding the fixpoint definition; for the proof of the first item, we also 
use Parikh’s theorem [ 65 ]. As mentioned earlier, most prior work on fixpoint equations assumes 
an ω-continuous semiring; when convergence is desired, one usually offers the Ascending Chain 
Condition (ACC) (see Section 3 ) as a sufficient condition for convergence. Our theorem implies 
that ACC is only a sufficient but not a necessary condition for convergence; for example, Trop + is 0- 
stable, and therefore every datalog ◦ program converges on Trop +, yet it does not satisfy the ACC 
condition. A somewhat related result is proven by Luttenberger and Schlund [ 59 ], who showed 
that, if 1 is p-stable, then Newton’s method requires at most N + log log p iterations. As mentioned 
earlier, each step of Newton’s method requires the computation of another least fixpoint, hence, 
that result does not inform us on the convergence of the naïve algorithm. 

Next, we introduce an extension of the semi-naïve evaluation algorithm to datalog ◦. It is known 
that the naïve evaluation algorithm is inefficient in practice, because at each iteration it repeats all 
the computations that it has done at the previous iterations. Most datalog systems implement an 
improvement called the semi-naïve evaluation, which keeps track of the delta between the succes- 
sive states of the IDBs and applies the datalog rules as a function of these deltas to obtain the new 
iteration’s deltas. Semi-naïve evaluation is one of the major optimization techniques for evaluat- 
ing datalog, however, it is defined only for programs that are monotone under set inclusion, and 
the systems that implement it enforce monotonicity, preventing the use of aggregation in recur- 
sion. Our second result consists of showing how to adapt the semi-naïve algorithm to datalog ◦, 
under certain restrictions of the POPS P , thus, enabling the semi-naïve algorithm to be applied to 
programs with aggregation in recursion. 
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8:6 M. Abo Khamis et al. 
Let us illustrate the semi-naïve algorithm on the APSP program in Example 1.1 . For that, 

let us first review the standard semi-naïve algorithm for pure datalog on the transitive clo- 
sure program ( 2 ). While the naïve algorithm starts with T (0 )(X , Y ) = ∅ and repeats T (t+1 )(X , Y ) = 
E(X , Y ) ∨ ∨Z T (t )(X , Z ) ∧ E(Z , Y ) for t = 0 , 1 , 2 , . . . , the semi-naïve algorithm starts by initializing 
T (1 )(X , Y ) = δ (0 )(X , Y ) = E(X , Y ), then performs the following steps for t = 1 , 2 , 3 , . . . : 

δ (t )(X , Y ) = 
( ∨

z δ (t−1 )(X , Z ) ∧ E(Z , Y )
) 
\ T (t )(X , Y ) (5) 

T (t+1 )(X , Y ) = T (t )(X , Y ) ∪ δ (t )(X , Y ). 
Thus, the semi-naïve algorithm avoids re-discovering at iteration t tuples already discovered at 
iterations 1 , 2 , . . . , t − 1 . 

To apply the same principle to the APSP program ( 4 ), we need to define an appropriate “minus”
⊖ operator on the tropical semiring. This operator is: 

v ⊖ u = {v if v < u 
∞ if v ≥ u . (6) 

The semi-naïve algorithm for the APSP problem in ( 3 ) is a mirror of that in Equation ( 5 ): 
δ (t )(X , Y ) = (min 

Z δ (t−1 )(X , Z ) + E(Z , Y )) ⊖ T (t )(X , Y ), (7) 
T (t+1 )(X , Y ) = min (T (t )(X , Y ), δ (t )(X , Y ))

where the difference operator ⊖ is defined in Equation ( 6 ). The reason why this algorithm is more 
efficient than the naïve algorithm is the fact that, in general, a database system needs to store only 
the tuples that are “present” in a relation, i.e., those whose value is ! ⊥ . In our example, only those 
tuples δ (t )(X , Y ) whose value is ! ∞ need to be stored. The ⊖ operator in Equation ( 7 ) checks if 
the new value min Z δ (t−1 )(X , Z ) + E(Z , Y ) is strictly less than the old value T (t )(X , Y ); If not, then 
it returns ∞ , signaling that the value of (X , Y ) in both δ (t )(X , Y ) and T (t )(X , Y ) does not need to 
be updated. As a consequence, only those tuples T (t+1 )(X , Y ) need to be processed at step t where 
the value has strictly decreased from the previous step. 

Finally, the last topic we address in this article is a possible way of introducing negation in 
datalog ◦. We will show that by interpreting datalog ◦ over a particular POPS called THREE (Sec- 
tion 2.5.2 ) and by appropriately defining a function not , datalog ◦ can express datalog queries with 
negation under Fitting’s three-valued semantics [ 20 ]. The crux in Fitting’s approach is to apply 
to the three-valued logic (with truth values {0 , 1 , ⊥}, where ⊥ means “undefined”) the knowledge 
order ≤k with ⊥ ≤k 0 and ⊥ ≤k 1 . Then, the function not defined as not (0 ) = 1 , not (1 ) = 0 , and 
not (⊥) = ⊥ is monotone w.r.t. ≤k , and one can apply the usual least fixpoint semantics to data- 
log programs with negation (and, likewise, to datalog ◦ programs with the function not ). Hence, 
in cases when Fitting’s 3-valued semantics coincides with the well-founded semantics, so does 
datalog ◦ equipped with the function not when interpreted over the POPS THREE. 
1.2 Article Organization 
We define POPS in Section 2 and give several examples. In Section 3 , we consider the least fixpoint 
of monotone functions over posets and prove an upper bound on the number of iterations needed 
to compute the least fixpoint. We define datalog ◦ formally in Section 4 and give several examples. 
The convergence results described in Theorem 1.2 are stated formally and proven in Section 5 . Sec- 
tion 6 presents a generalization of semi-naïve evaluation to datalog ◦. We discuss how datalog ◦ can 
express datalog queries with negation using 3-valued logic in Section 7 . We conclude in Section 9 . 
J. ACM, Vol. 71, No. 2, Article 8. Publication date: April 2024. 
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2 PARTIALLY ORDERED PRE-SEMIRINGS 
In this section, we review the basic algebraic notions of (pre-)semirings, P-relations, and sum- 
product queries. We also introduce an extension called partially ordered pre-semiring (POPS) . 
2.1 (Pre-)Semirings and POPS 

Definition 2.1 ((Pre-)semiring). A pre-semiring [ 33 ] is a tuple S = (S, ⊕, ⊗, 0 , 1 ) where ⊕ and ⊗
are binary operators on S for which (S, ⊕, 0 ) is a commutative monoid, (S, ⊗, 1 ) is a monoid and 
⊗ distributes over ⊕. When the absorption rule x ⊗ 0 = 0 holds for all x ∈ S , we call S a semiring . 2 
When ⊗ is commutative, then we say that the pre-semiring is commutative . In this article, we only 
consider commutative pre-semirings, and we will simply refer to them as pre-semirings. 

In any (pre-)semiring S , the relation x ≼S y defined as ∃ z : x ⊕ z = y, is a preorder , which 
means that it is reflexive and transitive, but it is not anti-symmetric in general. When ≼S is anti- 
symmetric, then it is a partial order and is called the natural order on S ; in that case, we say that S 
is naturally ordered . 

Example 2.2. Some simple examples of naturally ordered semirings are the Booleans (B def 
= 

{ 0 , 1 } , ∨ , ∧ , 0 , 1 ), the natural numbers (N, +, ×, 0 , 1 ), and the real numbers (R , +, ×, 0 , 1 ). We will 
refer to them simply as B, N , and R . The natural order on B is 0 ≼B 1 (or false ≼B true ); 
the natural order on N is the same as the familiar total order ≤ of numbers. R is not natu- 
rally ordered, because x ≼R y holds for every x , y ∈ R . Another useful example is the tropical 
semiring Trop + = (R + ∪ { ∞} , min , +, ∞ , 0 ), where the natural order x ≼ y is the reverse order x ≥ y 
on R + ∪ { ∞} . 

A key idea we introduce in this article is the decoupling of the partial order from the algebraic 
structure of the (pre-)semiring. The decoupling allows us to inject a partial order when the (pre- 
)semiring is not naturally ordered or when we need a different partial order than the natural order. 

Definition 2.3 (POPS). A partially ordered pre-semiring (POPS), is a tuple P = (P , ⊕, ⊗, 0 , 1 , ⊑), 
where (P , ⊕, ⊗, 0 , 1 ) is a pre-semiring, (P , ⊑) is a poset, and ⊕, ⊗ are monotone 3 operators under ⊑. 
In this article, we will assume that every poset (P , ⊑) has a minimum element denoted by ⊥ . 

A POPS satisfies the identities ⊥ ⊕ ⊥ = ⊥ and ⊥ ⊗ ⊥ = ⊥ , because, by monotonicity and the fact 
that (P , ⊕, 0 ) and (P , ⊗, 1 ) are commutative monoids, we have ⊥ ⊕ ⊥ ⊑ ⊥ ⊕ 0 = ⊥ , and ⊥ ⊗ ⊥ ⊑ 
⊥ ⊗ 1 = ⊥ . We say that the multiplicative operator ⊗ is strict if the identity x ⊗ ⊥ = ⊥ holds for 
every x ∈ P . 

Throughout this article, we will assume that ⊗ is strict unless otherwise stated. One of the 
reasons for insisting on the strictness assumption is that we can “extract” from a POPS a semiring, 
called the core semiring of the POPS, as shown in the following simple proposition: 

Proposition 2.4. Given an arbitrary POPS P = (P , ⊕, ⊗, 0 , 1 , ⊑). Define the subset P ⊕ ⊥ def 
= 

{ x ⊕ ⊥ | x ∈ P } ⊆ P . Then, (P ⊕ ⊥ , ⊕, ⊗, 0 ⊕ ⊥ , 1 ⊕ ⊥) is a semiring. We denote this semiring by 
P ⊕ ⊥ and refer to it as the core semiring of P . 

Proof. We use the fact that ⊗ is strict and check that P ⊕ ⊥ is closed under ⊕ and ⊗: (x ⊕
⊥) ⊕ (y ⊕ ⊥) = (x ⊕ y) ⊕ (⊥ ⊕ ⊥) = (x ⊕ y) ⊕ ⊥ , and similarly (x ⊕ ⊥) ⊗ (y ⊕ ⊥) = (x ⊗ y) ⊕ (x ⊗
⊥) ⊕ (y ⊗ ⊥) ⊕ ⊥ = (x ⊗ y) ⊕ ⊥ ⊕ ⊥ ⊕ ⊥ = (x ⊗ y) ⊕ ⊥ ∈ P ⊕ ⊥ . Finally, it suffices to observe that 
⊥ = 0 ⊕ ⊥ is the identity for ⊕ and 1 ⊕ ⊥ is the identity for ⊗. !

2 Some references, e.g., Reference [ 47 ], define a semiring without absorption. 
3 Monotonicity means x ⊑ x ′ and y ⊑ y ′ imply x ⊕ y ⊑ x ′ ⊕ y ′ and x ⊗ y ⊑ x ′ ⊗ y ′ . 

J. ACM, Vol. 71, No. 2, Article 8. Publication date: April 2024. 



8:8 M. Abo Khamis et al. 
Every naturally ordered semiring is a POPS, where ⊥ = 0 and ⊗ is strict, and its core is itself, 

S ⊕ 0 = S . The converse does not hold: Some POPS are not naturally ordered; a simple example of a 
non-naturally ordered POPS is the set of lifted reals , 4 R ⊥ def 

= (R ∪ { ⊥} , +, ∗, 0 , 1 , ⊑), where x + ⊥ = 
x ∗ ⊥ = ⊥ for all x , and x ⊑ y iff x = ⊥ or x = y. Its core semiring is the trivial semiring R ⊥ + ⊥ = 
{ ⊥} consisting of a single element. We will consider similarly the lifted natural numbers, N ⊥ . 
2.2 Polynomials over POPS 
Fix a POPS P = (P , ⊕, ⊗, 0 , 1 , ⊑). We are interested in analyzing behaviors of vector-valued mul- 
tivariate functions on P defined by composing ⊕ and ⊗. These functions are multivariate poly- 
nomials. Writing polynomials in P using the symbols ⊕, ⊗ is cumbersome and difficult to parse. 
Consequently, we replace them with +, · when the underlying POPS P is clear from context; fur- 
thermore, we will also abbreviate a multiplication a · b with ab. As usual, a k denotes the product 
of k copies of a , where a 0 def 

= 1 . 
Let x 1 , . . . , x N be N variables. A monomial (on P ) is an expression of the form: 

m def 
= c · x k 1 1 · · · · · x k N 

N , (8) 
where c ∈ P is some constant. Its degree is deg (m) def 

= k 1 + · · · + k N . A (multivariate) polynomial is 
a sum: 

f (x 1 , . . . , x N ) def 
= m 1 +m 2 + · · · +m q , (9) 

where each m i is a monomial. The polynomial f defines a function P N → P in the obvious way, 
and, with some abuse, we will denote by f both the polynomial and the function it defines. Notice 
that f is monotone in each of its arguments. 

A vector-valued polynomial function on P is a function f : P N → P M whose component functions 
are polynomials. In particular, the vector-valued polynomial function is a tuple of polynomials 
f = (f 1 , . . . , f M ) where each f i is a polynomial in variables x 1 , . . . , x N . 

We note a subtlety when dealing with POPS: When the POPS is not a semiring, then we cannot 
“remove” monomials by setting their coefficient c = 0 , because 0 is not absorbing. Instead, we 
must ensure that they are not included in the polynomial ( 9 ). For example, consider the POPS of 
the lifted reals, R ⊥ and the linear polynomial f (x) = ax + b. If we set a = 0 , then we do not obtain 
the constant function д(x) = b, because f (⊥) = a ⊥ + b = ⊥ + b = ⊥ ! д(⊥) = b. We just have to 
be careful to not include monomials we do not want. 
2.3 P-Relations 
Fix a relational vocabulary, σ = { R 1 , . . . , R m } , where each R i is a relation name, with an associated 
arity. Let D be an infinite domain of constants, for example, the set of all strings over a fixed 
alphabet or the set of natural numbers. Recall that an instance of the relation R i is a finite subset of 
D arity (R i ), or equivalently, a mapping D arity (R i ) → B assigning 1 to all tuples present in the relation. 
Following Reference [ 38 ], we generalize this abstraction from B to an arbitrary POPS P . 

Given a relation name R i ∈ σ , a ground atom of R i is an expression of the form R i (u ), where 
u ∈ D arity (R i ). Let GA (R i , D) denote the set of all ground atoms of R i , and GA (σ , D) def 

= ⋃i GA (R i , D)
denotes the set of all ground atoms over the entire vocabulary σ . The set GA (σ , D) is the familiar 
Herbrand base in logic programming. Note that each ground atom is prefixed by a relation name. 

Let P be a POPS. A P -instance for σ is a function I : GA (σ , D)→ P with finite support , where 
the support is defined as the set of ground atoms that are mapped to elements other than ⊥ . For 
4 The term “lifted” comes from the programming languages community where adding bottom to a set “lifts” the set. 
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example, if P is a naturally ordered semiring, then the support of the function I is the set of ground 
atoms assigned to a non-zero value. The active domain of the instance I , denoted by ADom (I ), is the 
finite set ADom (I ) ⊆ D of all constants that occur in the support of I . We denote by Inst (σ , D, P )
the set of P -instances over the domain D. When σ consists of a single relation name, then we call 
I a P -relation . 

An equivalent way to define a P -instance is as a function I : GA (σ , D 0 )→ P , for some fi- 
nite subset D 0 ⊆ D; by convention, this function is extended to the entire set GA (σ , D) by set- 
ting I (a ) : = ⊥ for all a ∈ GA (σ , D) \ GA (σ , D 0 ). The set Inst (σ , D 0 , P ) is isomorphic to P N , where 
N = | GA (σ , D 0 )|, and, throughout this article, we will identify a P -instance with a tuple in P N . 

Thus, a P -instance involves two domains: D, which is called the key space , and the POPS P , 
which is called the value space . For some simple illustrations, a B-relation is a standard relation 
where every ground tuple is either true or false, while an R -relation is a sparse tensor. 
2.4 (Sum-)Sum-product Queries on POPS 
In the Boolean world, conjunctive queries and unions of conjunctive queries are building-block 
queries. Analogously, in the POPS world, we introduce the concepts of sum-product queries and 
sum-sum-product queries . In the most simple setting, these queries have been studied in other 
communities (especially AI and machine learning, as reviewed below). In our setting, we need to 
introduce one extra feature called “conditional” to cope with the fact that 0 is not absorptive. 

Fix two disjoint vocabularies, σ , σB ; the relation names in σ will be interpreted over a POPS P , 
while those in σB will be interpreted over the Booleans. Let D be a domain and V = { X 1 , . . . , X p } 
a set of “key variables” whose values are over the key space D. They should not be confused 
with variables used in polynomials, which are interpreted over the POPS P ; we refer to them as 
“value variables” to contrast them with the key variables. We use upper case for key variables and 
lower case for value variables. A σ -atom is an expression of the form R i (X ), where R i ∈ σ and 
X ∈ (V ∪ D)arity (R i ). 

Definition 2.5. A (conditional) sum-product query , or sum-product rule, is an expression of the 
form 

T (X 1 , . . . , X k ) :- ⊕
X k+1 , . . . ,X p { R 1 (X 1 ) ⊗ · · · ⊗ R m (X m ) | Φ(V )}, (10) 

where T is a new relation name of arity k , each R j (X j ) is a σ -atom, and Φ is a first-order (FO) 
formula over σB , whose free variables are in V = { X 1 , . . . , X p } . The LHS of :- is called the head , 
and the RHS the body of the rule. The variables X 1 , . . . , X k are called free variables of the query 
(also called head variables ), and X k+1 , . . . , X p are called bound variables . 

Without the conditional term Φ, the problem of computing efficiently sum-products over semir- 
ings has been extensively studied both in the database and in the AI literature. In databases, the 
query optimization and evaluation problem is a special case of sum-product computation over the 
value-space of Booleans (set semantics) or natural numbers (bag semantics). The functional ag- 
gregate queries (FAQ) framework [ 4 ] extends the formulation to queries over multiple semirings. 
In AI, this problem was studied by Shenoy and Schafer [ 73 ], Dechter [ 18 ], Kohlas and Wilson [ 47 ], 
and others. Surveys and more examples can be found in References [ 5 , 46 ]. These methods use a 
sparse representation of the P -relations, consisting of a collection of the tuples in their support. 

The use of a conditional Φ in the sum-product is non-standard, but it is necessary for sum- 
product expressions over a POPS that is not a semiring, as we illustrate next. 

Example 2.6. Let E(X , Y ) be a B-relation (i.e., a standard relation), representing a graph. The 
following sum-product expression over B computes all pairs of nodes connected by a path of 
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length 2: 

T (X , Z ) :- ∃ Y (E(X , Y ) ∧ E(Y , Z )) . 
This is a standard conjunctive query [ 2 ] (where the semantics of quantification over Y is explicitly 
written). Here, σ = { E} , and σB = ∅: We do not need the conditional term Φ yet. 

For the second example, consider the same graph given by E(X , Y ), and let C(X ) be an R ⊥ - 
relation associating to each node X a real number representing a cost, or ⊥ if the cost is unknown; 
now σ = { C} , σB = { E} . The following sum-product expression computes the total costs of all 
neighbors of X : 

T (X ) :- ∑
Y { C(Y ) | E(X , Y )}. (11) 

Usually, conditionals are avoided by using an indicator function 1 E(X ,Y ), which is defined to be 
1 when E(X , Y ) is true and 0 otherwise, and writing the rule as T (X ) :- ∑Y (1 E(X ,Y ) ·C(Y )) . But 
this does not work in R ⊥ , because, when Y is mapped to a non-neighboring node that so happens 
to have an unknown cost (while all neighbors’ costs are known), we have C(Y ) = ⊥ . In this case, 
1 E(X ,Y ) ·C(Y ) = 0 · ⊥ = ⊥ , instead of 0. Since x + ⊥ = ⊥ in R ⊥ , the result is also ⊥ . One may ask 
whether we can re-define the POPS R ⊥ so ⊥ · 0 = 0 , but we show in Lemma 2.8 that this is not 
possible. The explicit conditional in ( 11 ) allows us to restrict the range of Y only to the neighbors 
of X . 

We now formally define the semantics of (conditional) sum-product queries. Due to the subtlety 
with POPS, we need to consider an alternative approach to evaluating the results of sum-product 
queries: First compute the provenance polynomials of the query ( 10 ) to obtain the component poly- 
nomials of a vector-valued function, then evaluate these polynomials. The provenance polynomi- 
als, or simply provenance, are also called lineage or groundings in the literature [ 38 ]. 

Given an input instance I B ∈ Inst (σB , D, B), I ∈ Inst (σ , D, P ), and let D 0 ⊆ D be the finite set 
consisting of their active domains and all constants occurring in the sum-product expression ( 10 ). 
Let N def 

= | GA (σ , D 0 )| and M def 
= | GA (T , D 0 )| = |D 0 | k be the number of input ground atoms and out- 

put ground atoms, respectively. 
To each of the N input atoms GA (σ , D 0 ), we associate a unique POPS variable x 1 , . . . , x N . (Recall 

that we use upper case for key variables and lower case for value variables.) Abusing notation, we 
also write x R(u ) to mean the variable associated to the ground atom R(u ). A valuation is a func- 
tion θ : V → D 0 . When applied to the body of the rule ( 10 ), the valuation θ defines the following 
monomial: 

θ (body ) def 
= x R 1 (θ (X 1 )) · x R 2 (θ (X 2 )) · · · x R m (θ (X m )). (12) 

The provenance polynomial [ 38 ] of the output tuple T (a ) ∈ GA (T , D 0 ) is the following: 
f T (a )(x 1 , . . . , x N ) def 

= ∑
θ : V → D 0 : 

θ (X 1 , . . . ,X k )= a , 
I B |=Φ[θ ]

θ (body ). (13) 

In other words, we consider only valuations θ that map the head variables to the tuple a and satisfy 
the FO sentence Φ. There are M provenance polynomials, one for each tuple in GA (T , D 0 ), and they 
define an M-tuple of polynomials in N variables, f , which in turn defines a function f : P N → P M . 
The semantics of the query ( 10 ) is defined as the value of this polynomial on the input instance 
I ∈ Inst (σ , D 0 , P ), when viewed as a tuple I ∈ P N . 

Note that, once we have constructed the provenance polynomial, we no longer need to deal 
with the conditional Φ, because the grounded version does not have Φ anymore. In most of the 
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rest of the article, we will study properties of vector-valued functions whose components are these 
provenance polynomials. 

We notice that, as defined, our semantics depends on the choice of the domain D 0 : If we used 
a larger finite domain D ′ 0 ⊇ D 0 , then the provenance polynomials will include additional spurious 
monomials, corresponding to the spurious grounded tuples in D ′ 0 . Traditionally, these spurious 
monomials are harmless, because their value is 0. However, in our setting, their value is ⊥ , and 
they may change the result. This is precisely the role of the conditional Φ in ( 10 ): to control the 
range of the variables and ensure that the semantics is domain independent. All examples in this 
article are written such that they are domain-independent. 

Finally, (conditional) sum-sum-product queries are defined in the natural way: 
Definition 2.7. A (conditional) sum-sum-product query or sum-sum-product rule has the form: 

T (X 1 , . . . , X k ) :- E 1 ⊕ · · · ⊕ E q , (14) 
where E 1 , E 2 , . . . , E q are the bodies of sum-product expressions ( 10 ), each with the same free vari- 
ables X 1 , . . . , X k . 

The provenance polynomials of a sum-sum-product query are defined as the sum of the prove- 
nance polynomials of the expressions E 1 , . . . , E q . 
2.5 Properties and Examples of POPS 
We end this section by presenting several properties of POPS and illustrating them with a few 
examples. 

2.5.1 Extending Pre-semirings to POPS. If S is a pre-semiring, then we say that a POPS P extends 
S if S ⊆ P ( S and P are their domains), and the operations ⊕, ⊗, 0 , 1 in S are the same as those in 
P . We describe three procedures to extend a pre-semiring S to a POPS P , inspired by abstract 
interpretations in programming languages [ 12 ]. 
Representing Undefined. The lifted POPS is S ⊥ = (S ∪ { ⊥} , ⊕, ⊗, 0 , 1 , ⊑), where x ⊑ y iff x = ⊥ 

or x = y, and the operations ⊕, ⊗ are extended to ⊥ by setting x ⊕ ⊥ = x ⊗ ⊥ = ⊥ . Notice 
that S ⊥ is not a semiring, because 0 is not absorbing: 0 ⊗ ⊥ ! 0 . Its core semiring is the 
trivial semiring S ⊥ ⊕ ⊥ = { ⊥} . Here, ⊥ represents undefined . 

Representing Contradiction. The completed POPS is S ⊤ ⊥ = (S ∪ { ⊥ , ⊤} , ⊕, ⊗, 0 , 1 , ⊑), where x ⊑ 
y iff x = ⊥ , x = y, or y = ⊤ and the operations ⊕, ⊗ are extended to ⊥ , ⊤ as follows: 
x ⊕ ⊥ = x ⊗ ⊥ = ⊥ for all x (including x = ⊤ ), and x ⊕ ⊤ = x ⊗ ⊤ = ⊤ for all x ! ⊥ . As 
before, its core semiring is the trivial semiring S ⊤ ⊥ ⊕ ⊥ = { ⊥} . Here, ⊥ , ⊤ represent unde- 
fined and contradiction, respectively. Intuitively: ⊥ is the empty set ∅, each element x ∈ S 
is a singleton set consisting of one value, and ⊤ is the entire set S . 

Representing Incomplete Values. More generally, define P(S ) = (P(S), ⊕, ⊗, 0 , 1 , ⊆). It con- 
sists of all subsets of S , ordered by set inclusion, where the operations ⊕, ⊗ are extended 
to sets, e.g., A ⊕ B = { x ⊕ y | x ∈ A, y ∈ B }. Its core semiring is itself, P(S ) ⊕ {0 } = P(S ). 
Here, ⊥ = ∅ represents undefined, ⊤ = S represents contradiction, and, more generally, 
every set represents some degree of incompleteness. 

A lifted POPS S ⊥ is never a semiring, because ⊥ ⊗ 0 = ⊥ , and the reader may ask whether there 
exists an alternative way to extend it to a POPS that is also a semiring, i.e., 0 ⊗ x = 0 . For example, 
we can define N ∪ { ⊥} as a semiring by setting x + ⊥ = ⊥ for all x , 0 · ⊥ = 0 and x · ⊥ = ⊥ for 
x > 0 : One can check that the semiring laws hold. However, this is not possible in general. We 
prove: 
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Lemma 2.8. If S is any POPS extension of (R , +, ·, 0 , 1 ), then S is not a semiring, i.e., it fails the 

absorption law 0 · x = 0 . 
Proof. Let S = (S, +, ·, 0 , 1 , ⊑) be any POPS that is an extension of R . In particular, R ⊆ S and 

S has a minimal element ⊥ . Since 0, 1 are additive and multiplicative identities, we have: 
⊥ + 0 = ⊥ ⊥ · 1 = ⊥ . 

We claim that the following more general identities hold: 
∀ x ∈ R : ⊥ + x = ⊥ ∀ x ∈ R \ {0 } : ⊥ · x = ⊥ . 

To prove the first identity, we use the fact that + is monotone in S and ⊥ is the smallest element 
and derive ⊥ + x ⊑ (⊥ + (y − x)) + x = ⊥ + y for all x , y ∈ R . This implies ⊥ + x = ⊥ + y for all 
x , y and the claim follows by setting y = 0 . The proof of the second identity is similar: First observe 
that ⊥ · x ⊑ (⊥ · y 

x ) · x = ⊥ · y, hence, ⊥ · x = ⊥ · y for all x , y ∈ R \ { 0 } , and the claim follows by 
setting y = 1 . 

Assuming S is a semiring, it satisfies the absorption law: ⊥ · 0 = 0 . We prove now that 0 = ⊥ . 
Choose any x ∈ R \ { 0 } , and derive: 

⊥ = ⊥ + ⊥ = (⊥ · x) + (⊥ · (−x)) = ⊥ · (x + (−x)) = ⊥ · 0 = 0 . 
The middle identity follows from distributivity. From 0 = ⊥ , we conclude that 0 is the smallest 
element in S . Then, for every x ∈ R , we have x = x + 0 ⊑ x + (−x) = 0 , which implies x = 0 , ∀ x ∈ 
R , which is a contradiction. Thus, S is not a semiring. !

2.5.2 The POPS THREE. Consider the following POPS: THREE def 
= ({⊥ , 0 , 1 }, ∨ , ∧ , 0 , 1 , ≤k ), 

where: 
• ∨ , ∧ have the semantics of 3-valued logic [ 20 ]. More precisely, define the truth ordering 

0 ≤t ⊥ ≤t 1 and set x ∨ y def 
= max t (x , y), x ∧ y def 

= min t (x , y). We note that this is precisely 
Kleene’s three-valued logic [ 22 ]. 

• ≤k is the knowledge order , defined as ⊥ < k 0 and ⊥ < k 1 . 
THREE is not the same as the lifted Booleans, B ⊥ , because in the latter 0 ∧ ⊥ = ⊥ , while in THREE 
we have 0 ∧ ⊥ = 0 . Its core semiring is THREE ∨ ⊥ = { ⊥ , 1 } , and is isomorphic to B. We will return 
to this POPS in Section 7 . 

2.5.3 Stable Semirings. We illustrate here two examples of semirings that are stable , a property 
that we define formally in Section 5 . Both examples are adapted from Reference [ 33 , Example 7.1.4] 
and Reference [ 33 , Chapter 8, Section 1.3.2], respectively. If A is a set and p ≥ 0 a natural number, 
then we denote by P p (A) the set of subsets of A of size p, and by B p (A) the set of bags of A of size 
p. We also define 

P fin (A) def 
= ⋃

p≥0 P p (A) B fin (A) def 
= ⋃

p≥0 B p (A). 
We denote bags as in {{a, a, a, b, c, c}}. Given x , y ∈ P fin (R + ∪ ∞), we denote by: 

x ∪ y def 
= set union of x , y x + y def 

= { u +v | u ∈ x , v ∈ y }. 
Similarly, given x , y ∈ B f in (R + ∪ ∞), we denote by: 

x ⊎ y def 
= bag union of x , y x + y def 

= {{ u +v | u ∈ x , v ∈ y } }. 
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Example 2.9. For any bag x = {{x 0 , x 1 , . . . , x n }}, where x 0 ≤ x 1 ≤ · · · ≤ x n , and any p ≥ 0 , define: 

min p (x ) def 
= {{x 0 , x 1 , . . . , x min (p,n)}}. 

In other words, min p returns the smallest p + 1 elements of the bag x . Then, for any p ≥ 0 , the 
following is a semiring: 

Trop +p def 
= (B p+1 (R + ∪ { ∞} ), ⊕p , ⊗p , 0 p , 1 p ), 

where: 
x ⊕p y def 

= min p (x ⊎ y ) 0 p def 
= {{∞ , ∞ , . . . , ∞}} 

x ⊗p y def 
= min p (x + y ) 1 p def 

= {{0 , ∞ , . . . , ∞}}. 
For example, if p = 2 , then {{3 , 7 , 9 }} ⊕2 {{3 , 7 , 7 }} = {{3 , 3 , 7 }} and {{3 , 7 , 9 }} ⊗2 {{3 , 7 , 7 }} = 
{{6 , 10 , 10 }}. The following identities are easily checked, for any two finite bags x , y : 

min p (min p (x ) ⊎ min p (y )) = min p (x ⊎ y ) min p (min p (x ) +min p (y )) = min p (x + y ). (15) 
This implies that an expression in the semiring Trop +p can be computed as follows: First, convert 
⊕, ⊗ to ⊎ , +, respectively, compute the resulting bag, then apply min p only once, on the final 
result. Trop +p is naturally ordered (see Proposition 5.3 ) and therefore its core semiring is itself, 
Trop +p ⊕p 0 p = Trop +p . When p = 0 , then Trop +p = Trop +, which we introduced in Example 1.1 . 

Example 2.10. Fix a real number η ≥ 0 , and denote by P ≤η(R + ∪ { ∞} ) the set of nonempty, finite 
sets x = {x 0 , x 1 , . . . , x p } where min (x ) ≤ max (x ) ≤ min (x ) + η. Given any finite set x ∈ P fin (R + ∪ 
{ ∞} ), we define 

min ≤η(x ) def 
= {u | u ∈ x , u ≤ min (x ) + η}. 

In other words, min ≤η retains from the set x only the elements at distance ≤ η from its minimum. 
The following is a semiring: 

Trop +≤η
def 
= (P ≤η(R + ∪ { ∞} ), ⊕≤η , ⊗≤η , 0 ≤η , 1 ≤η), 

where: 
x ⊕≤η y def 

= min ≤η(x ∪ y ) 0 ≤η
def 
= {∞} 

x ⊗≤η y def 
= min ≤η(x + y ) 1 ≤η

def 
= { 0 } . 

For example, if η = 6 . 5 , then: { 3 , 7 } ⊕≤η { 5 , 9 , 10 } = { 3 , 5 , 7 , 9 } and { 1 , 6 } ⊗≤η { 1 , 2 , 3 } = 
{2 , 3 , 4 , 7 , 8 }. The following identities are easily checked, for any two finite sets x , y : 

min ≤η(min ≤η(x ) ∪ min ≤η(y )) = min ≤η(x ∪ y ) min ≤η(min ≤η(x ) +min ≤η(y )) = min ≤η(x + y ). 
(16) 

It follows that expressions in Trop +≤η can be computed as follows: First, convert ⊕, ⊗ to ∪ , +, re- 
spectively, compute the resulting set, and apply the min ≤η operator only once, on the final re- 
sult. Trop +≤η is naturally ordered (see Proposition 5.4 ) and therefore its core semiring is itself, 
Trop +≤η ⊕≤η 0 ≤η = Trop +≤η . Notice that, when η = 0 , then we recover again Trop +≤η = Trop +. 

The reader may wonder why Trop +p is defined to consist of bags of p + 1 numbers, while Trop +≤η
is defined on sets. The main reason is for consistency with Reference [ 33 ]. We could have defined 
either semirings on either sets or bags, and both identities ( 15 ) and ( 16 ) continue to hold, which 
is sufficient to prove the semiring identities. However, the stability property that we define and 
prove later (Proposition 5.4 ) holds for Trop +≤η only if it is defined over sets; in contrast, Trop +p is 
stable for either sets or bags (Proposition 5.3 ). 
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2.5.4 Nontrivial Core Semiring. In all our examples so far the core semiring P ⊕ ⊥ is either { ⊥} 

or P . We show next that the core semiring may be non-trivial. If P 1 , P 2 are two POPS, then their 
Cartesian product P 1 × P 2 is also a POPS: Operations are defined element-wise, e.g., (x 1 , x 2 ) ⊕
(y 1 , y 2 ) def 

= (x 1 ⊕1 y 1 , x 2 ⊕2 y 2 ), and so on, the order is defined component-wise, and the smallest 
element is (⊥ 1 , ⊥ 2 ). 

Example 2.11. Consider the following two POPS: 
• A naturally ordered semiring S = (S, ⊕S , ⊗S , 0 S , 1 S , ⊑ S ). Its core semiring is itself S ⊕S 0 S = 

S . 
• Any POPS P where addition is strict: x ⊕P ⊥ = ⊥ . (For example, any lifted semiring.) Its 

core semiring is P ⊕P ⊥ P = { ⊥ P } . 
Consider the Cartesian product S × P . The smallest element is (0 S , ⊥ P ), and the core semiring 

is (S × P ) ⊕ (0 S , ⊥ P ) = S × { ⊥ P } , which is a non-trivial subset of S × P . 
3 LEAST FIXPOINT 
We review here the definition of a least fixpoint and prove some results needed to characterize the 
convergence of datalog ◦ programs. Fix a partially ordered set (poset) , L = (L, ⊑). As mentioned 
in Section 2 , in this article, we will assume that each poset has a minimum element ⊥ unless 
explicitly specified otherwise. We denote by ∨A, or ∧A, respectively, the least upper bound, or 
greatest lower bound of a set A ⊆ L, when it exists. We assume the usual definition of a monotone 
function f between two posets, namely, f (x) ⊑ f (y )whenever x ⊑ y . The Cartesian product of two 
posets L 1 = (L 1 , ⊑ 1 ) and L 2 = (L 2 , ⊑ 2 ), is also the standard component-wise ordering: L 1 × L 2 def 

= 
(L 1 × L 2 , ⊑), where (x 1 , x 2 ) ⊑ (y 1 , y 2 ) if x 1 ⊑ 1 y 1 and x 2 ⊑ 2 y 2 . An ω-chain in a poset L is a sequence 
x 0 ⊑ x 1 ⊑ x 2 ⊑ · · ·, or, equivalently, it is a monotone function N → L . We say that the chain is finite 
if there exists n 0 such that x n 0 = x n 0 +1 = x n 0 +2 = · · ·, or, equivalently, if x n 0 = ∨x n . 

Given a monotone function f : L → L , a fixpoint is an element x such that f (x) = x . We denote 
by lfp L (f ) the least fixpoint of f , when it exists, and drop the subscript L when it is clear from the 
context. Consider the following ω-sequence: 

f (0 )(⊥) def 
= ⊥ f (n+1 )(⊥) def 

= f (f (n)(⊥)). (17) 
If x is any fixpoint of f , then f (n)(⊥) ⊑ x ; this follows immediately by induction on n. To ensure 
that the least fixpoint exists, several authors require the semiring to be ω-complete and f to be 
ω-continuous. In that case, the least upper bound ∨n f (n)(⊥) always exists and is equal to lfp (f ), 
due to Kleene’s theorem; see Reference [ 17 ]. This condition was used extensively in the formal 
language literature [ 12 , 51 ] and also by Green et al. [ 38 ]. We do not use this condition in this 
article and will not define it formally. 

Instead, we are interested in conditions that ensure that the sequence ( 17 ) reaches a fixpoint 
after a finite number of steps, which justifies the following definition: 

Definition 3.1. A monotone function f on L (i.e., f : L → L ) is called p-stable if f (p+1 )(⊥) = 
f (p)(⊥). The stability index of f is the minimum p for which f is p-stable. The function f is said 
to be stable if it is p-stable for some p ≥ 0 . 

If f is p-stable, then lfp (f ) exists and is equal to f (p)(⊥). Indeed, f (p)(⊥) is a fixpoint of f by 
definition, and, as mentioned earlier, it is below any fixpoint x of f . In this case, we will also say 
that the sequence ( 17 ) converges . 

A sufficient condition for convergence often found in the literature is the Ascending Chain 
Condition (ACC) ; see, e.g., References [ 19 , 63 ]: The poset L satisfies ACC if it has no infinite 
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ω-chains , meaning that every strictly increasing chain x 0 " x 1 " x 2 " · · · must be finite. If L sat- 
isfies ACC, then every function f on L is stable and thus has a least fixpoint. One can also check 
that, if L 1 , . . . , L n satisfy ACC, then so does L def 

= L 1 × · · · × L n . However, as we will see shortly in 
Section 5 , when f is a polynomial, then the ACC is only a sufficient, but not necessary, condition 
for stability. 

In this article, we study the stability of functions on a product of posets. To this end, we start 
by considering two posets, L 1 and L 2 , with minimum elements ⊥ 1 and ⊥ 2 , respectively, and two 
monotone functions: 

f : L 1 × L 2 → L 1 д : L 1 × L 2 → L 2 . 
Let h be the vector-valued function with components f and д , i.e., h def 

= (f , д ) : L 1 × L 2 → L 1 × L 2 . 
Our goal is to compute the fixpoint of h by using the fixpoints of f and д. We start with a simple 
case: 

Lemma 3.2. Assume that д does not depend on the first argument, i.e., д : L 2 → L 2 . If p, q are two 
numbers such that д is q-stable and, denoting ȳ def 

= д (q)(⊥ 2 ), the function F (x ) def 
= f (x , ̄y ) is p-stable, 

then lfp (h ) exists and is equal to lfp (h ) = (x̄ , ȳ ) where x̄ def 
= F (p)(⊥ 1 ). Moreover, h is p + q-stable. 

Proof. We verify that (x̄ , ȳ ) is a fixpoint of h , by direct calculation: h (x̄ , ȳ ) = (f (x̄ , ȳ ), д(ȳ )) = 
(F (x̄ ), д(ȳ )) = (x̄ , ȳ ). 

Next, we show that the stability index of h is at most p + q. For convenience, define: 
y 0 def 
= ⊥ 2 , ∀ ℓ ≥ 0 : y ℓ+1 def 

= д(y ℓ ), 
x 0 def 
= ⊥ 1 , ∀ k ≥ 0 : x k+1 def 

= f (x k , y q ), 
(a 0 , b 0 ) def 

= (⊥ 1 , ⊥ 2 ), ∀ n ≥ 0 : (a n+1 , b n+1 ) def 
= h (a n , b n ). 

By definition, x̄ = x p and ȳ = y q . We claim the following three statements: 
∀ n : (a n , b n ) ⊑ (x̄ , ̄y ), (18) 

∀ ℓ ∈ {0 , . . . , q} : (⊥ 1 , y ℓ ) ⊑ (a ℓ , b ℓ ), (19) 
∀ k ∈ { 0 , . . . , p } : (x k , y q ) ⊑ (a q+k , b q+k ). (20) 

Assuming the claims hold, by setting k = p in Equation ( 20 ), we get (x̄ , ȳ ) = (x p , y q ) ⊑ (a p+q , b p+q ), 
which, together with inequality ( 18 ), proves that (a p+q , b p+q ) = (x̄ , ȳ ) and that h is p + q-stable. 

Now, we prove the claims. 
• Equation ( 18 ) is immediate, because (x̄ , ȳ ) is a fixpoint of h , and (a n , b n ) = h (n)(⊥ 1 , ⊥ 2 ) is 

below any fixpoint of h (due to monotonicity of h ). 
• To prove Equation ( 19 ), we claim that y ℓ = b ℓ for all ℓ. Indeed, (a ℓ+1 , b ℓ+1 ) = h (a ℓ , b ℓ ) = 

(f (a ℓ , b ℓ ), д(b ℓ )), which implies b ℓ+1 = д(b ℓ ), which means that y ℓ and b ℓ are the same 
sequence. 

• Finally, we show Equation ( 20 ) by induction on k . The base case, k = 0 , follows 
from (x 0 , y q ) = (⊥ 1 , y q ) ⊑ (a q , b q ) by Equation ( 19 ). Assuming the claim holds for 
k , we have (x k+1 , y q ) = (f (x k , y q ), y q ) ⊑ (f (a q+k , b q+k ), b q+k ) ⊑ (f (a q+k , b q+k ), д(b q+k )) = 
h (a q+k , b q+k ) = (a q+k+1 , b q+k+1 ), proving that the claim holds for k + 1 . !

Next, we generalize the result to the case when both functions depend on both inputs: f : L 1 ×
L 2 → L 1 and д : L 1 × L 2 → L 2 . We prove: 
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Fig. 1. Computing the fixpoint of (f , д). 
Lemma 3.3. Assume that p, q are two numbers such that, for each u ∈ L 1 , the function д u (y) def 

= 
д(u , y ) is q-stable, and the function F (x ) def 

= f (x , д (q)x (⊥ 2 )) is p-stable. Then, the following hold: 
(1) The function h is (pq + p + q)-stable and has the least fixpoint (x̄ , ̄y ), where 

x̄ def 
= F (p)(⊥ 1 ) ȳ def 

= д (q)x̄ (⊥ 2 ). (21) 
(2) Further assume that f , д also satisfy the symmetric conditions: f v (x ) def 

= f (x , v) is p-stable 
for all v ∈ L 2 , and G(y ) def 

= д(f (p)y (⊥ 1 ), y ) is q-stable. Then, denoting (a n , b n ) def 
= h (n)(⊥ 1 , ⊥ 2 ), 

the following equalities hold: 
a pq+p = ̄x b pq+q = ̄y . (22) 

In particular, h is p q +max (p , q)-stable. 
Proof. We start by proving Item ( 1 ), generalizing the proof of Lemma 3.2 . To verify that (x̄ , ȳ )

is a fixpoint of h , we need to show that f (x̄ , ȳ ) = x̄ and д(x̄ , ȳ ) = ȳ . Indeed, these follow from q- 
stability of д ̄x and p-stability of F : 

д(x̄ , ȳ ) = д ̄x (ȳ ) = д ̄x (д (q)x̄ (⊥ 2 )) = д (q+1 )
x̄ (⊥ 2 ) = д (q)x̄ (⊥ 2 ) = ȳ , 

f (x̄ , ȳ ) = f (x̄ , д (q)x̄ (⊥ 2 )) = F (x̄ ) = F (F (p)(⊥ 1 )) = F (p)(⊥ 1 ) = x̄ . 
To complete the proof of Item ( 1 ), we next prove that h is (pq + p + q)-stable. To this end, define 

the following sequences: 
x 0 def 
= ⊥ 1 , ∀ k ∈ {0 , . . . , p − 1 } : x k+1 def 

= f (x k , y k,q ), 
y k,0 def 

= ⊥ 2 , ∀ ℓ ∈ {0 , . . . , q − 1 } : y k,ℓ+1 def 
= д(x k , y k,ℓ ), 

(a 0 , b 0 ) def 
= (⊥ 1 , ⊥ 2 ), ∀ n ≥ 0 : (a n+1 , b n+1 ) def 

= h (a n , b n ). 
The sequences x k and y k,ℓ are illustrated in Figure 1 . We claim that the sequences satisfy the 
following two properties: 

∀ n : (a n , b n ) ⊑ (x̄ , ̄y ), (23) 
∀ k ∈ { 0 , . . . , p } , ∀ ℓ ∈ { 0 , . . . , q} : (x k , y k,ℓ ) ⊑ (a n , b n ) where n = k(q + 1 ) + ℓ. (24) 

Before proving them, we show how they help complete the proof of both ( 1 ) and ( 2 ). 
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• By setting (k, ℓ) def 

= (p, q) and n = p(q + 1 ) + q = pq + p + q in Equation ( 24 ), we ob- 
tain (x̄ , ȳ ) = (x p , y p,q ) ⊑ (a n , b n ), which, together with Equation ( 23 ) proves that (x̄ , ȳ ) = 
(a n , b n ) and, therefore, h is pq + p + q-stable. This completes the proof of Item ( 1 ) of the 
lemma. 

• For Item ( 2 ), we notice that if we set (k, ℓ) def 
= (p, 0 ) and n = p(q + 1 ) = pq + p in Equa- 

tion ( 24 ), then we obtain (x̄ , y p,0 ) = (x p , y p,0 ) ⊑ (a n , b n ), which implies x̄ = a n = a pq+p . By 
switching the roles of f , д, we also obtain ȳ = b pq+q , which proves the lemma. In particular, 
h is p q +max (p , q)-stable. 

We now prove the two claims ( 23 ) and ( 24 ). The first claim ( 23 ) is immediate, because (x̄ , ̄y ) is a 
fixpoint of h and (a n , b n ) = h (n)(⊥ 1 , ⊥ 2 ) is below any fixpoint. 

For the second claim in Equation ( 24 ), refer to Figure 1 for some intuition; in particular, note 
that the mapping (k, ℓ) 9→ n def 

= k(q + 1 ) + ℓ is injective for k ∈ { 0 , . . . , p } , ℓ ∈ { 0 , . . . , q} , and n 
represents the position of (x k , y k,ℓ ) in the sequence defined in the figure. Note also that, y k,q = ȳ 
for all k ∈ { 0 , . . . , p } and x p = x̄ ; and a n ⊑ f (a n , b n ) and b n ⊑ д(a n , b n ): This follows from h being 
monotone: h (n)(⊥ 1 , ⊥ 2 ) ⊑ h (n+1 )(⊥ 1 , ⊥ 2 ). We prove Equation ( 24 ) by induction on n. 

The base case when n = 0 then k = ℓ = 0 is trivial, as both sides of Equation ( 24 ) are (⊥ 1 , ⊥ 2 ). For 
the inductive case, assume n > 0 , and let k, ℓ be the unique values s.t. n = k(q + 1 ) + ℓ. Consider 
two cases, corresponding to whether we are taking a horizontal step or a vertical step in Figure 1 : 

Case 1: ℓ > 0 . Then, the pre-image of n − 1 is k, ℓ − 1 , in other words (n − 1 ) = k(q + 1 ) + (ℓ − 1 ), 
and we have (x k , y k,ℓ−1 ) ⊑ (a n−1 , b n−1 ) by induction hypothesis for n − 1 . It follows that 

(x k , y k,ℓ ) = (x k , д(x k , y k,ℓ−1 )) ⊑ (a n−1 , д(a n−1 , b n−1 )) ⊑ (f (a n−1 , b n−1 ), д(a n−1 , b n−1 )) = (a n , b n ), 
where we used the induction hypothesis and the fact that a n−1 ⊑ f (a n−1 , b n−1 ). 

Case 2: ℓ = 0 . Then, the pre-image of n − 1 is (k − 1 , q), in other words (n − 1 ) = (k − 1 )(q + 1 ) +
q, and we have (x k−1 , y k−1 ,q ) ⊑ (a n−1 , b n−1 ) by induction hypothesis. It follows: 

(x k , y k,0 ) = (x k , ⊥ 2 ) = (f (x k−1 , y k−1 ,q ), ⊥ 2 ) ⊑ (f (x k−1 , y k−1 ,q ), y k−1 ,q )
⊑ (f (a n−1 , b n−1 ), b n−1 ) ⊑ (f (a n−1 , b n−1 ), д(a n−1 , b n−1 )) = (a n , b n ). 

This completes the proof of Equation ( 24 ). !

Next, we present Theorem 3.4 , which generalizes Lemma 3.3 from 2 functions to n functions. 
Recall that, in the lemma, we had to consider two derived functions д u and F from f and д. When 
generalizing to n functions, the number of derived functions becomes unwieldy, and it is more 
convenient to state the theorem for a clone of functions. A clone [ 14 ] over n posets L 1 , . . . , L n is a 
set of functions C where (1) each element f ∈ C of the form f : L j 1 × · · · × L j k → L i , where 1 ≤
j 1 < j 2 < · · · < j k ≤ n and 1 ≤ i ≤ n, is monotone, (2) C contains all projections L j 1 × · · · × L j k → 
L j i , and (3) C is closed under composition, i.e., it contains the function д ◦ (f 1 , . . . , f k ) whenever 
f 1 , . . . , f k , д ∈ C and their types make the composition correct. We call C a c-clone if it also contains 
all constant functions: д u : ()→ L i , д u () def 

= u, for every fixed u ∈ L i . 
For a simple illustration of a c-clone, consider a POPS P , and define C to consist of all mul- 

tivariate polynomials over variables x 1 , . . . , x n . More precisely, set L 1 = · · · = L n def 
= P , and, for 

all choices of indices 1 ≤ j 1 < j 2 < · · · < j k ≤ n and 1 ≤ i ≤ n, let C contain all polynomials 
f (x j 1 , . . . , x j k ), viewed as functions L j 1 × · · · × L j k → L i . Then, C is a c-clone. 

Theorem 3.4. Let C be a c-clone of functions over n posets L 1 , . . . , L n , and assume that, for every 
i ∈ [n]where we denote by [n] the integers from 1 to n, every function f : L i → L i in C is p i -stable. As- 
sume w.l.o.g. that p 1 ≥ p 2 ≥ · · · ≥ p n . Let f 1 , . . . , f n be functions in C , where f i : L 1 × · · · × L n → L i , 
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and define the function h def 

= (f 1 , . . . , f n ). Then, h is p-stable, where p def 
= ∑k= 1 ,n ∏i= 1 ,k p i . Moreover, 

this upper bound is tight: There exist posets L 1 , . . . , L n , a c-clone C , and functions f 1 , . . . , f n , such 
that p is the stability index of h . 

Proof. We defer the lower bound to Appendix A and prove here the upper bound. It will be 
convenient to define the following expression, for every m ≥ 0 and numbers a 1 , . . . , a m : 

E m (a 1 , . . . , a m ) def 
= a 1 + a 1 a 2 + a 1 a 2 a 3 · · · + a 1 a 2 · · ·a m = ∑

i= 1 ,m 
∏
j= 1 ,i a j . 

Note that if we permute the sequence a 1 , . . . , a m , then the expression E m (a 1 , . . . , a m ) is maximized 
when the sequence is decreasing, a 1 ≥ a 2 ≥ · · · ≥ a m . 

We prove by induction on n that h is E n (p 1 , . . . , p n )-stable. When n = 1 , then the statement 
holds vacuously, because a function f : L 1 → L 1 is p 1 -stable by assumption. Assume n > 1 and let 
f 1 , . . . , f n be as in the statement of the theorem. 

Fix an arbitrary dimension i ∈ [n]. Let L −i def 
= L 1 × · · · × L i−1 × L i+1 · · · × L n be the product of 

all posets other than L i . Given x = (x 1 , . . . , x n ) ∈ L 1 × · · · × L n , denote by 
x −i def 
= (x 1 , . . . , x i−1 , x i+1 , . . . , x n ) ∈ L −i (25) 

the vector consisting of all coordinates other than i . Define the functions f : L i × L −i → L i and 
д : L i × L −i → L −i : 

f (x i , x −i ) def 
= f i (x) д(x i , x −i ) def 

= (f 1 (x ), . . . , f i−1 (x ), f i+1 (x ), . . . , f n (x )). 
Then, h can be written as h (x ) = (f (x i , x −i ), д(x i , x −i )) (with some abuse, assuming f (x i , x −i ) is 
moved from the 1st to the ith position). The assumptions of Lemma 3.3 , including those of Item ( 2 ), 
are satisfied. For example, given x i ∈ L i , the function д x i (x −i ) def 

= д(x i , x −i ) is in the c-clone C and 
has type L −i → L −i ; hence, it is q def 

= E n−1 (p 1 , . . . , p i−1 , p i+1 , . . . , p n )-stable, by induction hypothe- 
sis. Similarly, the function F (x i ) def 

= f (x i , д (q)x i (⊥)) is in the c-clone C and has type L i → L i , hence, it 
is p i -stable by the assumption of the theorem. The conditions for Item ( 2 ) of Lemma 3.3 are verified 
similarly. 

Lemma 3.3 implies two things: First, h has a least fixpoint, denoted by lfp (h ) = (x̄ 1 , . . . , ̄x n ). 
Second, from Item ( 2 ) of the lemma and from induction hypothesis, the i-component of h (r )(⊥)
reaches the fixpoint (h (r )(⊥))i = x̄ i when 

r = p i q + p i = p i · E n−1 (p 1 , . . . , p i−1 , p i+1 , . . . , p n ) + p i ≤ E n (p 1 , . . . , p n ). 
Note that once the fixpoint in a dimension is reached, it stays fixed. Since i was arbitrary, h reaches 
the fixpoint in all dimensions after E n (p 1 , . . . , p n ) iterations. !

4 DATALOG ◦
We define here the language datalog ◦, which generalizes datalog from traditional relations to P - 
relations, for some POPS P . As in datalog, the input relations to the program will be called Ex- 
tensional Database Predicates (EDB) , and the computed relations will be called Intensional 
Database Predicates (IDB) . Each EDB can be either a P -relation or standard relation, i.e., a B- 
relation, and we denote by σ def 

= { R 1 , . . . , R m } and σB def 
= { B 1 , . . . , B k } the two vocabularies. All 

IDBs are P -relations, and their vocabulary is denoted by τ = { T 1 , . . . , T n } . 
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A datalog ◦ program Π consists of n sum-sum-product rules r 1 , . . . , r n (as in Definition 2.7 ), 

where each rule r i has the IDB T i in the head: 
r 1 : T 1 (· · · ) :- E 11 ⊕ E 12 ⊕ · · ·

. . . (26) 
r n : T n (· · · ) :- E n1 ⊕ E n2 ⊕ · · · , 

and each E i j is a sum-product expression as in Equation ( 10 ). The program Π is said to be linear if 
each sum-product expression E i j contains at most one IDB predicate. 
4.1 Least Fixpoint of the Immediate Consequence Operator 
The Immediate Consequence Operator (ICO) associated to a program Π is the function F : 
Inst (σ , D, P ) × Inst (σB , D, B) × Inst (τ , D, P )→ Inst (τ , D, P ), which takes as input an instance 
(I , I B ) of the EDBs and an instance J of the IDBs and computes a new instance F (I , I B , J ) of the 
IDBs by evaluating each sum-sum-product rule. By fixing the EDBs, we will view the ICO as func- 
tion from IDBs to IDBs, written as F (J ). We define the semantics of the datalog ◦ program ( 26 ) as 
the least fixpoint of the ICO F , when it exists. 
ALGORITHM 1 : Naïve Evaluation for datalog ◦
J (0 ) ← ⊥ ; // In a naturally ordered semiring this becomes J (0 ) ← 0 
for t ← 0 to ∞ do 

J (t+1 ) ← F (J (t )); 
if J (t+1 ) = J (t ) then 

Break 
return J (t )

The naïve algorithm for evaluating datalog ◦ is shown in Algorithm 1 , and it is quite similar to 
that for standard, positive datalog with set semantics. We start with all IDBs at ⊥ , then repeatedly 
apply the ICO F until we reach a fixpoint. The algorithm computes the increasing sequence ⊥ ⊑ 
F (⊥) ⊑ F (2 )(⊥) ⊑ · · ·When the algorithm terminates, we say that it converges ; in that case it returns 
the least fixpoint of F . Otherwise, we say that the algorithm diverges . 
4.2 Convergence of datalog ◦ Programs 
While every pure datalog program is guaranteed to have a least fixpoint, this no longer holds for 
datalog ◦ programs. As we mentioned in the introduction, there are five possibilities, depending 
on the POPS P : 

(i) ∨t J (t ) is not a fixpoint of the ICO; in this case, we say that the program diverges . For 
example, suppose the POPS consists of N ×N , with pairwise addition and multiplication, 
i.e., (x , y ) ⊕ (u , v) = (x + u, y +v) and similarly for ⊗, and with the lexicographic order 
(x , y ) ⊑ (u , v) defined as x < u or x = u and y ≤ v . If the ICO of a program is the function 
F (x , y) = (x , y + 1 ), then ∨t ≥0 F (t )(0 , 0 ) = ∨t ≥0 (0 , t) = (1 , 0 ) is not a fixpoint of F , because 
F (1 , 0 ) = (1 , 1 ); in fact, F has no fixpoint. 

(ii) ∨n J (n) is always the least fixpoint, but the naïve algorithm does not always terminate. 
With some abuse, we say also in this case that the program diverges . For a simple example, 
consider the semiring N ∪ { ∞} and the function F (x) = x + 1 . Its fixpoint is ∞ , but it is 
not computable in a finite number of steps. 

(iii) The naïve algorithm always terminates, in which case, we say that it converges . The num- 
ber of steps depends on the input EDB database, meaning both the number of ground 
atoms in the EDB, and their values in P . 
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(iv) The naïve algorithm always terminates in a number of steps that depends only on the 

number of ground atoms in the EDB, but not on their values. 
(v) The naïve algorithm always terminates in a number of steps that is polynomial in the 

number of ground atoms in the EDB. 
In this article, we are interested in characterizing the POPS that ensure that every datalog ◦

program converges. At a finer level, our goal is to characterize precisely cases iii –v . We will do 
this in Section 5 , and, for that purpose, we will use an equivalent definition of the semantics of a 
datalog ◦ program, namely, as the least fixpoint of a tuple of polynomials, obtained by grounding 
the program. 
4.3 Least Fixpoint of the Grounded Program 
In this article, we consider an equivalent semantics of datalog ◦, which consists of first grounding 
the program, then computing its least fixpoint. 

Fix an EDB instance I , I B , and let D 0 ⊆ D be the finite set consisting of its active domain plus all 
constants occurring in the program Π. Let M = | GA (σ , D 0 )| and N = | GA (τ , D 0 )| be the number of 
ground tuples of the EDBs and the IDBs, respectively. We associate them in 1-to-1 correspondence 
with M + N POPS variables z 1 , . . . , z M and x 1 , . . . , x N , and use the same notation as in Section 2.4 
by writing x T i (a ) for the variable associated to the ground tuple T i (a ). 

Consider a rule T i (· · · ) :- E i1 ⊕ E i2 ⊕ · · · of the datalog ◦ program, with head relation T i . A 
grounding of this rule is a rule of the form: 

x T i (a ) :- f T i (a )(z 1 , . . . , z M , x 1 , . . . , x N ), 
where T i (a ) ∈ GA (T i , D 0 ) is a ground tuple, and f T i (a ) is the provenance polynomial (defined in 
Section 2.4 ) of the rule’s body E i1 ⊕ E i2 ⊕ · · ·. Since the value of each EDB variable z R i (u ) is known, 
we can substitute it with its value, and the provenance polynomial simplifies to one that uses only 
IDB variables x j ; we will no longer refer to the EDB variables z i . The grounded program consists 
of all N groundings, of all rules. Using more friendly indexes, we write the grounded program as: 

x 1 :- f 1 (x 1 , . . . , x N )
. . . (27) 

x N :- f N (x 1 , . . . , x N ), 
where each f i is a multivariate polynomial in the variables x 1 , . . . , x N . We write f = (f 1 , . . . , f N )
for the vector-valued function whose components are the N provenance polynomials and define 
the semantics of the datalog ◦ program as its least fixpoint, lfp (f), when it exists, where, as usual, 
we identify the tuple lfp (f) ∈ P N with an IDB instance lfp (f) ∈ Inst (τ , D 0 , P ). By definition, lfp (f)
is equal to the least fixpoint of the ICO, as defined in Section 4.1 . 
4.4 Examples 
We illustrate datalog ◦ with two examples. When the POPS P is a naturally ordered semiring, then 
we will use the following indicator function [C]1 0 , which maps a Boolean condition C to either 
0 ∈ P or 1 ∈ P , depending on whether C is false or true. We write the indicator function simply 
as [C], when the values 0,1 are clear from the context. An indicator function can be desugared by 
replacing { [C] ⊗ P 1 ⊗ · · · ⊗ P k | Φ} with { P 1 ⊗ · · · ⊗ P k | Φ ∧ C }. When P is not naturally ordered, 
then we will not use indicator functions; see Example 2.6 . 
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Fig. 2. A graph illustrating Example 4.1 (a) and Example 4.2 (b). 
Example 4.1. Let the EDB and IDB vocabularies be σ = {E} and τ = { L} , where E is binary and 

L is unary. Consider the following datalog ◦ program: 
L(X ) :- [X = a ] ⊕⊕

Z (L(Z ) ⊗ E(Z , X )) , (28) 
where a ∈ D is some constant in the domain. We show three different interpretations of the pro- 
gram over three different naturally ordered semirings. First, we interpret it over the semiring of 
Booleans. In this case, the program can be written in a more familiar notation: 

L(X ) :- [X = a ]1 0 ∨ ∃ Z (L(Z ) ∧ E(Z , X )) . 
This is the reachability program, which computes the set of nodes X reachable from the node a . 
The indicator function [X = a ]1 0 returns 0 or 1, depending on whether X ! a or X = a . 

Next, let us interpret it over Trop +. In that case, the indicator function [X = a ]0 ∞ returns ∞ when 
X ! a , and returns 0 when X = a . The program becomes: 

L(X ) :- min ((if X = a then 0 else ∞), min 
Z (L(Z ) + E(Z , X ))

)
. 

This program solves the Single-Source-Shortest-Path (SSSP) problem with source vertex a . Con- 
sider the graph in Figure 2 (a). The active domain consists of the constants a, b, c, d , and the naïve 
evaluation algorithm converges after 5 steps, as shown here: 

L(a ) L(b) L(c) L(d)
L (0 ) ∞ ∞ ∞ ∞ 
L (1 ) 0 ∞ ∞ ∞ 
L (2 ) 0 1 5 ∞ 
L (3 ) 0 1 4 9 
L (4 ) 0 1 4 8 
L (5 ) 0 1 4 8 

Third, let us interpret it over Trop +p , defined in Example 2.9 . Assume for simplicity that p = 1 . In 
that case the program computes, for each node X , the bag {{l 1 , l 2 }} of the lengths of the two shortest 
paths from a to X . The indicator function [X = a ] is equal to {{0 , ∞}} when X = a , and equal to 
{{∞ , ∞}} otherwise. The reader may check that the program converges to: 

L(a ) = {{0 , 3 }} L(b) = {{1 , 4 }} L(c) = {{4 , 5 }} L(d) = {{8 , 9 }}. 
Finally, we can interpret it over Trop +≤η , the semiring in Example 2.10 . In that case the program 

computes, for each X , the set of all possible lengths of paths from a to X that are no longer than 
the shortest path plus η. 

Example 4.2. A classic problem that requires the interleaving of recursion and aggregation is 
the bill-of-material (see, e.g., Reference [ 87 ]), where we are asked to compute, for each part X , the 
total cost of X , of all sub-parts of X , all sub-sub-parts of X , and so on. The EDB and IDB schemas 
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are σB = { E} , σ = { C} , τ = { T } . The relation E(X , Y ) is a standard, Boolean relation, representing 
the fact that “X has a subpart Y ”; C(X ) is an N-relation or an R ⊥ -relation (to be discussed shortly) 
representing the cost of X ; and T (X ) is the total cost of X , which includes the cost of all its (sub- 
)subparts. The datalog ◦ program is: 

T (X ) :- C(X ) +
∑

Y { T (Y ) | E(X , Y )}. 
When the graph defined by E is a tree, then the program computes correctly the bill-of-material. 
We are interested, however, in what happens when the graph encoded by E has cycles, as illustrated 
in Figure 2 (b). The grounded program is 5 : 

T (a ) :- C(a ) +T (b) +T (c)
T (b) :- C (b ) +T (a ) +T (c)
T (c) :- C(c) +T (d)
T (d) :- C(d). 

We consider two choices for the POPS. First, the naturally ordered semiring (N, +, ∗, 0 , 1 ). Here, 
the program diverges, since the naïve algorithm will compute ever increasing values for T (a ) and 
T (b), which are on a cycle. Second, consider the lifted reals R ⊥ = (R ∪ { ⊥} , +, ∗, 0 , 1 , ⊑). Now, the 
program converges in three steps, as can be seen below: 

T (a ) T (b) T (c) T (d)
T 0 ⊥ ⊥ ⊥ ⊥ 
T 1 ⊥ ⊥ ⊥ 10 
T 2 ⊥ ⊥ 11 10 
T 3 ⊥ ⊥ 11 10 

4.5 Extensions 
We discuss here several extensions of datalog ◦ that we believe are needed in a practical imple- 
mentation. 

Case Statements Sum-products can be extended w.l.o.g. to include case statements of the form: 
T (x 1 , . . . , x k ) :- case C 1 : E 1 ; C 2 : E 2 ; · · · ; [ else E n ], 

where C 1 , C 2 , . . . are conditions and E 1 , E 2 , . . . are sum-product expressions. This can be desugared 
to a sum-sum-product: 

T (x 1 , . . . , x k ) :- { E 1 | C 1 } ⊕ { E 2 | ¬ C 1 ∧ C 2 } ⊕ · · · ⊕ { E n | ¬ C 1 ∧ ¬ C 2 · · ·} 
and therefore the least fixpoint semantics and our convergence results in Section 5 continue to 
hold. For example, we may compute the prefix-sum of a vector V of length 100 as follows: 

W (i) :- case i = 0 : V (0 ); i < 100 : W (i − 1 ) +V (i). 
Multiple Value Spaces. Our discussion so far assumed that all rules in a datalog ◦ program are 

over a single POPS. In practice, one often wants to perform computations over multiple POPS. In 
that case, we need to have some predefined functions mapping between various POPS; if these 
are monotone, then the least fixpoint semantics still applies, otherwise, the program needs to be 
stratified . We illustrate with an example, which uses two POPS: R + and B. 
5 Strictly speaking, we should have introduced POPS variables, x T (a), x T (b), . . . , but, to reduce clutter, we show here 
directly the grounded atoms instead of their corresponding POPS variable. 
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Example 4.3. We illustrate the company control example from Reference [ 71 , Example 3.2]. 

S(X , Y ) = n ∈ R + represents the fact that company X owns a proportion of n shares in company 
Y . We want to compute the predicate C(X , Y ), representing the fact that the company X controls 
company Y , where control is defined as follows: X controls Y if the sum of shares it owns in Y 
plus the sum of shares in Y owned by companies controlled by X is > 0 . 5 . The program is adapted 
directly from Reference [ 71 ]: 

CV (X , Z , Y ) :- [X = Z ] ∗ S(X , Y ) + [C(X , Z )] ∗ S(Z , Y )
T (X , Y ) :- ∑

Z { CV (X , Z , Y ) | Company (Z )} 
C(X , Y ) :- [T (X , Y ) > 0 . 5 ]. 

The value of CV (X , Z , Y ) is the fraction of shares that X owns in Y through its control of com- 
pany Z ; when X = Z , then this fraction includes S(X , Y ). The value of T (X , Y ) is the total amount 
of shares that X owns in Y . The last rule checks whether this total is > 0 . 5 : In that case, X 
controls Y . 

The EDB and IDB vocabularies are σ = { S} , σB = { Company } , τ = { CV , T } , τB = { C} . The IDBs 
CV , T are R +-relations, C is a standard B-relation. The mapping between the two POPS is achieved 
by the indicator function [Φ] ∈ R +, which returns 0 when the predicate Φ is false and 1 otherwise. 
All rules are monotone, w.r.t. to the natural orders on R + and B, and, thus, the least-fixpoint 
semantics continues to apply to this program. But the results in Section 5 apply only to fixpoints 
of polynomials, while the grounding of our program is no longer a polynomial due to the use of 
the indicator functions. 

Interpreted functions over the key-space. A practical language needs to allow interpreted 
functions over the key space, i.e., the domain D, as illustrated by this simple example: 

Shipping (cid, date + 1 ) :- Order (cid, date ). 
Here, date + 1 is an interpreted function applied to date . Interpreted functions over D may cause 
the active domain to grow indefinitely, leading to divergence; our results in Section 5 apply 
only when the active domain is fixed, enabling us to define the grounding ( 27 ) of the datalog ◦
program. 

Keys to Values. Finally, a useful extension is to allow key values to be used as POPS values when 
the types are right. For example, if Length (X , Y , C) is Boolean relation, where a tuple (X , Y , C)
represents the fact that there exists a path of length C from X to Y , then we can compute the 
length of the shortest path as the following rule of the tropical semiring Trop +: 

ShortestLength (X , Y ) :- min 
C (

[Length (X , Y , C )]0 ∞ +C ) . 
The key variable C became an atom over the tropical semiring. 
5 CHARACTERIZING THE CONVERGENCE OF datalog ◦
In this section, we prove our main result, Theorem 1.2 . As we saw in Section 1 (and again in 
Section 4.2 ), there are five different possibilities for the divergence/convergence of datalog ◦ pro- 
grams. Our results in this section concern the last three cases, when every datalog ◦ program con- 
verges. Recall that, by “converge,” we mean that the naïve algorithm terminates in a finite number 
of steps; we are not interested in “convergence in the limit.”

Throughout this section, we will assume that the datalog ◦ program has been grounded, as in 
Section 4.3 , and therefore our task is to study the convergence of a tuple of polynomials; see ( 27 ). 
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To reduce clutter when writing polynomials, we will follow the convention in Section 2.2 and use 
the symbols +, · instead of ⊕, ⊗, while keeping in mind that they represent abstract operations in 
a POPS. 

Consider the following grounded datalog ◦ program, with a single variable x and a single rule: 
x :- 1 + cx . (29) 

We need to compute the least fixpoint of f (x) : = 1 + cx . When the POPS P is a naturally ordered 
semiring, then its smallest element is ⊥ = 0 and the naïve algorithm computes the sequence: 
f (0 )(0 ) : = 0 f (1 )(0 ) : = 1 f (2 )(0 ) : = 1 + c f (3 )(0 ) : = 1 + c + c 2 . . . f (q)(0 ) : = 1 + c + · · · + c q−1 . 
If we want every datalog ◦ program to converge on P , then surely so must our program ( 29 ). In 
essence, the main result in this section is that the converse holds, too: If ( 29 ) converges on P for 
any choice of c , then every datalog ◦ program converges on P . For example, ( 29 ) diverges on the 
semiring N , because, if c = 2 , then f (q)(0 ) = 1 + 2 + 2 2 + · · · + 2 q−1 → ∞ . However, this program 
converges on the semiring Trop + and, therefore, every datalog ◦ program converges on Trop +. 

In the rest of this section, we prove Theorem 1.2 . We start by assuming that the POPS P is a 
naturally ordered semiring S , then extend the result to arbitrary POPS. 
5.1 Definition of Stable Semirings 
The following notations and simple facts can be found in Reference [ 33 ]. Fix a semiring S . For 
every c ∈ S and p ≥ 0 define: 

c (p) def 
= 1 + c + c 2 + · · · + c p . (30) 

Definition 5.1. An element c ∈ S is p-stable if c (p) = c (p+1 ). We say that c is stable if there exists 
p such that c is p-stable. 

We call the semiring S stable if every element is stable. We call it uniformly stable if there exists 
p ≥ 0 such that every c ∈ S is p-stable; in that case, we also call S a p-stable semiring . 

Note that an equivalent definition of c being p-stable is that 
c (p) = c (q) for all q > p, (31) 

this can be seen by induction and from the fact that c (q) = 1 + c · c (q−1 ). 
We recall here a very nice and useful result from Reference [ 33 ]. A short proof is supplied for 

completeness. 
Proposition 5.2. If 1 is p-stable, then S is naturally ordered. In particular, every stable semiring 

is naturally ordered. 
Proof. If 1 is p-stable, then 1 (p+1 ) = 1 (p), which means that 1 + 1 + · · · + 1 (p + 1 times ) = 1 +

· · · + 1 (p times ), or, in short, p + 1 = p. We prove that, if a ≼S b and b ≼S a hold, then a = b. By 
definition of ≼S , there exist x , y such that a + x = b and b + y = a . On one hand, we have a = b +
y = a + x + y, which implies a = a + k(x + y) for every k ≥ 0 , in particular, a = a + p(x + y). On 
the other hand, we have b = a + x = a + k(x + y) + x = a + (k + 1 )x + ky. We set k = p and obtain 
b = a + (p + 1 )x + py = a + px + py = a + p(x + y) and the latter we have seen is = a , proving that 
a = b. !

The converse does not hold in general, for example, the semiring N is naturally ordered but is 
not stable. However, if S is both naturally ordered and satisfies the ACC condition (see Section 3 ), 
then it is also stable. Here, too, the converse fails: Trop + is 0-stable, because min (0 , x) = 0 , yet it 
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does not satisfy the ACC condition, e.g., the following is an infinitely ascending chain in Trop +: 
1 > 1 /2 > 1 /3 > 1 /4 > · · ·

The case of a 0-stable semiring has been most extensively studied. Such semirings are called 
simple by Lehmann [ 52 ], are called c-semirings by Kohlas [ 47 ], and absorptive by Dannert et al. [ 15 ]. 
In all cases, the authors require 1 + a = 1 for all a (or, equivalently, b + ab = b for all a, b [ 15 ]), 
which is equivalent to stating that a is 0-stable and also equivalent to stating that (S , +) is a join- 
semilattice with maximal element 1. The tropical semiring is such an example; every distributive 
lattice is also a 0-stable semiring where we set + = ∨ and · = ∧ . 

We give next two examples of stable semirings. The first one is p-stable for some p > 0 and it is 
not (p − 1 )-stable. The second one is non-uniformly stable. These examples are adapted from Ref- 
erence [ 33 ]. 

Proposition 5.3. The semiring Trop +p defined in Example 2.9 is p-stable. Moreover, the bound p 
on the stability of Trop +p is tight. 

Proof. Let c ∈ Trop +p ; recall that c is a bag of p + 1 elements in R + ∪ { ∞} . For every q ≥ 1 , 
c q consists of the p + 1 smallest sums of the form u i 1 + u i 2 + · · · + u i q , where each u i j ∈ c . Fur- 
thermore, the value c (q) = 1 + c + c 2 + · · · + c q is obtained as follows: (a) consider all sums of up 
to q numbers in c , and (b) retain the smallest p + 1 sums, including duplicates. We claim that 
c (p) = c (p+1 ). To prove the claim, consider such a sum y def 

= u i 0 + u i 1 + · · · + u i p in c p+1 . This term 
is greater than or equal to each of the following p + 1 terms: 0, u i 0 , u i 0 + u i 1 , . . . , u i 0 + · · · + u i p−1 , 
which are already included in the bags 1 , c, c 2 , . . . , c p . This proves that every new term in c p+1 is 
redundant, proving that c (p) = c (p+1 ). 

To show that the bound p on the stability of Trop +p is tight, it suffices to show that the 1- 
element 1 p = {{0 , ∞ , . . . , ∞}} (i.e., p-times ∞ ) is not (p − 1 )-stable. Indeed, 1 i p = 1 p for every i ≥ 1 
and 1 p + 1 1 p + 1 2 p + · · · + 1 p−1 

p = {{0 , . . . , 0 , ∞}} (i.e., p-times 0) whereas 1 p + 1 1 p + 1 2 p + · · · + 1 p p = 
{{0 , . . . , 0 , 0 }} (i.e., p + 1 -times 0). !

Proposition 5.4. The semiring Trop +≤η defined in Example 2.10 is stable. Moreover, Trop +≤η is not 
p-stable for any p. 

Proof. The proof is similar to that of Proposition 5.3 . While the elements of Trop +p are bags, 
those of Trop +≤η are sets. Let c be an element of Trop +≤η . Then, c (q) = 1 ≤η + c + c 2 + · · · + c q is 
obtained as follows: (a) consider all sums of ≤ q numbers; this includes the empty sum, whose 
value is 0. (b) retain only those sums that are ≤ η. If c = { 0 } , then c is 0-stable, so assume w.l.o.g. 
that c contains some element > 0 . Let x 0 > 0 be the smallest such element, and let p = ⌈ ηx 0 ⌉. We 
claim that c (p) = c (p+1 ). To prove the claim, consider a sum of p + 1 elements y = x i 0 + · · · + x i p 
that belongs to c (p+1 ) but does not belong to c (p). In particular, x i j ! 0 , otherwise, we could drop 
x i j from the sum and we had y ∈ c (p). It follows that y ≥ (p + 1 )x 0 > η, which means that y is not 
included in c (p+1 ). It follows that c (p) = c (p+1 ), as required. 

To show that Trop +≤η is not p-stable for any p, we assume to the contrary that there does ex- 
ist p such that Trop +≤η is p-stable and derive a contradiction. To this end, choose a ∈ R + such 
that 0 < a < η

p+1 and let c = { a } . Then, we have c i = {i · a } for every i ≥ 1 . Recall from Exam- 
ple 2.10 that 1 ≤η = { 0 } . Hence, c (p) = 1 ≤η + c 1 + c 2 + · · · + c p = { 0 , a, 2 a, . . . , p a } , whereas c (p+1 ) = 
{0 , a, 2 a, . . . , pa, (p + 1 )a }. Indeed, (p + 1 )a ∈ c (p+1 ), because min (c (p+1 )) = 0 and (p + 1 )a < η due 
to a < η

p+1 . Hence, c (p) ! c (p+1 ), which contradicts the above assumption that Trop +≤η is p- 
stable. !
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5.2 Convergence in Non-uniformly Stable Semirings 
Let S be a naturally ordered semiring. Consider a vector-valued function f with component func- 
tions (f 1 , . . . , f N ) over variables x = (x 1 , . . . , x N ). In particular, f is a map f : S N → S N . Recall 
that f is said to be stable if there exists q ≥ 0 such that f (q)(0 ) = f (q+1 )(0 ). If f was the ICO of a 
recursion, then being q-stable means the naïve algorithm terminates in q steps. In this section, we 
prove a result (Theorem 5.10 ) that essentially says, if the semiring S is stable, and if the ICO f is 
a vector-valued multi-variate polynomial function in S , then the naïve algorithm converges in a 
finite number of steps. We take the opportunity to develop some terminologies and techniques to 
prove stronger results in the sections that follow. 

The following example illustrates how a univariate quadratic function can be shown to be stable 
in a stable semiring. 6 

Example 5.5. Consider a single polynomial, i.e., N = 1 : 
f (x) = b + ax 2 . (32) 

Then: 
f (0 )(0 ) = 0 
f (1 )(0 ) = b 
f (2 )(0 ) = b + ab 2 
f (3 )(0 ) = b + a (b + ab 2 )2 = b + ab 2 + 2 a 2 b 3 + a 3 b 4 
f (4 )(0 ) = b + a (b + ab 2 + 2 a 2 b 3 + a 3 b 4 )2 = b + ab 2 + 2 a 2 b 3 + 5 a 3 b 4 + · · · . 

(Note that we overloaded notations in the above to make the expressions simpler to parse. We 
wrote 2 ab 2 to mean a ⊗ b ⊗ b ⊕ a ⊗ b ⊗ b. In particular, integer coefficients are used to denote 
repeated summations in the semiring, whose ⊕ and ⊗ operators are already simplified to + and ·.) 
It can be shown by induction that, when q ≥ n, the coefficient of a n b n+1 is “stabilized” and it is the 
Catalan number 1 

n+1 (2 n n ) : 
f (q)(0 ) = q ∑

n= 0 
1 

n + 1 
(
2 n 
n 

)
a n b n+1 +∑

n>q λ
(q)
n a n b n+1 . (33) 

The coefficients λ(q)n ∈ N for n > q may not be in their “final form” yet. Now, suppose the element 
c : = ab is q-stable. Then, from identity ( 33 ), we can show that f is also q-stable. To see this, note 
that if c is q-stable, then c (m) = c (q) for any m > q (recall the notation defined in Equation ( 30 )). 
Thus, for any m > q, a term a m b m+1 in the expansion of f (q)(0 ) will be “absorbed” by the earlier 
terms: 

q ∑
n= 0 a n b n+1 + a m b m+1 = b (c (q) + c m ) = b (c (m−1 ) + c m ) = b c (m) = b c (q) = q ∑

n= 0 a n b n+1 . (34) 
A simple way to see how the Catalan number shows up is to let q → ∞ in the formal power 

series sense [ 76 ]. In this case, f (ω)(0 ) = b + a [f (ω)(0 )]2 , which is then solved directly by Newton’s 
generalized binomial expansion: 

f (ω)(0 ) = 1 
2 a 

(
1 − √ 

1 − 4 ab ) = 1 
2 a 

( 
1 − ∞ ∑

n= 0 
(
1 /2 
n 

)
(−1 )n a n b n 

) 
= ∞ ∑

n= 0 
1 

n + 1 
(
2 n 
n 

)
a n b n+1 . (35) 

6 A similar example can be found in Reference [ 33 ], where the concept of quasi square root is introduced. However, the 
formula for the Catalan number cited in the book is incorrect. 
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Our proof of Theorem 1.2 is based on the two observations in this example. First, we prove in this 
section that there exists a finite set of monomials, like ab here, whose stability implies the stability 
of f . In addition, we prove in the next section that the coefficients, like λ(q)n above, reach quickly 
their final values. Notice that, in general, no closed form like Equation ( 35 ) exists for f (ω); for 
example, if f has degrees ≥ 5 , then we cannot hope to always obtain such closed-form formulas. 

We next introduce several notations that we also need in the next section. Given a positive 
integer k , a tuple z = (z 1 , . . . , z k ) of symbols or variables, and a tuple v = (v 1 , . . . , v k ) ∈ N k of 
non-negative integers, we denote 

z v : = k ∏
i= 1 z v i i , (36) 

where the product is the product operator of the semiring under consideration. With this notation, 
the ith component function of a vector-valued polynomial function f = (f 1 , . . . , f N ) can be written 
in the following form: 

f i (x ) = ∑
v ∈V i a i,v · x v , (37) 

where the a i,v are constants in the semiring’s domain, and V i is a set of length- N vectors of non- 
negative integers. 

We are interested in the formal expansion of f (q)(0 ) in the same way we expressed iterative 
applications of f in Example 5.5 . The device to express these expansions formally is context- 
free languages (CFL) , as was done in a long history of work in automata theory and formal 
languages [ 19 , 41 ]. 

The non-terminals of the grammar for our CFL consist of all variables (in x ) occurring in f . Every 
constant a i,v (shown in Reference ( 37 )) corresponds to a distinct terminal symbol in the grammar. 
For example, even if a i,v = a i ′ ,v ′ for (i, v ) ! (i ′ v ′ ), we will consider them different symbols in the 
symbol set Γ of the CFL. Note also that every monomial x v has a corresponding (symbolic) coef- 
ficient a i,v , even if the coefficient is 1. For example, 1 + x 2 y becomes a + bx 2 y, with coefficients 
a = 1 and b = 1 . The production rules are constructed from Reference ( 37 ) as follows: For every 
monomial a i,v x v , with v = (v 1 , . . . , v N ) ∈ V i , there is a rule: 

x i → a i,v x 1 · · · x 1 ︸! ! ! ︷︷! ! ! ︸ 
v 1 times 

x 2 · · · x 2 ︸! ! ! ︷︷! ! ! ︸ 
v 2 times 

. . . x N · · · x N ︸! ! ! ! ! ︷︷! ! ! ! ! ︸ 
v N times 

. (38) 
Given a parse tree T (from the grammar above), define the yield Y (T ) of T to be the product of 

all terminal symbols at the leaves of T . For i ∈ [N ] and a positive integer q, let T i 
q denote the set of 

all parse trees of the above grammar, with starting symbol x i and depth ≤ q. The following simple 
but fundamental fact was observed in Reference [ 19 ] (for completeness, we include an inductive 
proof of this fact in the appendix): 

Lemma 5.6 ([ 19 ]). Given integers q ≥ 0 and i ∈ [N ], the ith component of the vector f (q)(0 ), denoted 
by (f (q)(0 ))i , can be expressed in terms of the yields of short parse-trees: 

(f (q)(0 ))i = ∑
T ∈T i q Y (T ). (39) 

Example 5.7. Consider the following map: f = (f 1 , f 2 ): [
X 
Y 
]
→ [ aXY + bY + c 

uXY +vX +w 
]
. (40) 
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Fig. 3. X -Parse trees of depth ≤ 2 for the grammar in Example 5.7 . 
Applying the map twice, we obtain [

X 
Y 
]
→ [ aXY + bY + c 

uXY +vX +w 
]
→ [a (aXY + bY + c ) (u XY +vX +w ) + b (uXY +vX +w ) + c 

u(aXY + bY + c ) (u XY +v X +w) +v (aXY + bY + c) +w 
]
. 

This means the first component of f (1 )(0 ) is (f (1 )(0 ))1 = c and the first component of f (2 )(0 ) is 
(f (2 )(0 ))1 = acw + bw + c . The same result can be obtained via summing up the yields of parse 
trees of depth ≤ 1 or ≤ 2 , respectively, of the following grammar, as shown in Figure 3 . 

The fact that the symbolic expansions of f (q) can be expressed in terms of a CFL gives us another 
advantage: We can make use of Parikh’s theorem [ 65 ] to further characterize the terms Y (T ) in 
expression ( 39 ). Note that the yield Y (T ) can be thought of as a word w in the CFL, where we 
“concatenate” (i.e., multiply) all terminal symbols in T from left to right. Since our multiplicative 
operator is commutative, only the multiplicities of the symbols matter in differentiating two yields 
Y (T ) and Y (T ′ ). The multiplicities of the symbols are formalized by the Parikh image of the word w . 

More formally, consider our alphabet Σ containing all terminal symbols in the CFL. By renaming, 
we can assume Σ = { a 1 , . . . , a M } , and we write a = (a 1 , . . . , a M ) to denote the vector of all terminal 
symbols. The Parikh image of a word w ∈ Σ∗, denoted by Π(w), is the vector Π(w) = (k 1 , . . . , k M ) ∈ 
N M , where k i is the number of occurrences of a i in w . With this notation, Equation ( 39 ) can be 
expressed as: 

(f (q)(0 ))i = ∑
T ∈T i q Y (T ) = ∑

T ∈T i q a 
Π(Y (T )). (41) 

Parikh’s theorem states that the signatures Π(Y (T )) in the above expressions have a particular 
format. To state Parikh’s theorem, we need the notion of “semi-linear sets.”

Definition 5.8 (Semi-linear Sets). Given an integer M > 0 , a set L ⊆ N M is said to be linear if 
there exist vectors v 0 , v 1 , . . . , v ℓ ∈ N M such that: 

L = { v 0 + k 1 v 1 + · · · + k ℓ v ℓ | k 1 , . . . , k ℓ ∈ N }. 
A set L ⊆ N M is called semi-linear if it is a finite union of linear sets. 

Theorem 5.9 (Parikh’s Theorem [ 65 ]). Let G be a context-free grammar with terminal symbols 
Σ, and let L(G) ⊆ Σ∗ be the language generated by G. Then, Π(L(G)) ⊆ N M is a semi-linear set. 

We now have all the tools to prove the main theorem of this section: 
Theorem 5.10. If the semiring S is stable, then every polynomial function f : S N → S N is stable. 
Proof. From Parikh’s theorem and identity ( 41 ), there is a finite collection C , where ev- 

ery member of C is a tuple of vectors (v 0 , v 1 , . . . , v ℓ ) ∈ (N M )ℓ+1 (tuples in C may have differ- 
ent lengths ℓ + 1 ), satisfying the following condition. For every parse-tree T ∈ T i 

q , there exists 
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(v 0 , v 1 , . . . , v ℓ ) ∈ C and a coefficient vector (k 1 , . . . , k ℓ ) ∈ N ℓ for which 

Y (T ) = a Π(Y (T )) = a v 0 ℓ ∏
i= 1 (a v i )k i . (42) 

Conversely, for every tuple (v 0 , v 1 , . . . , v ℓ ) ∈ C and every coefficient vector (k 1 , . . . , k ℓ ) there ex- 
ists a parse-tree T in some T i 

q for which the identity holds. 
Our proof strategy is as follows: We shall define below a finite set B ⊆ N M of exponent vectors 

and express f (q)i (0 ) by grouping the terms a v in Equation ( 41 ) that have the same exponent vector 
v ∈ N M : 

(f (q)(0 ))i = ∑
v ∈B λ

(q)
v a v +∑

w " B λ
(q)
w a w , (43) 

where the coefficients λ(q)v are integers that may change over time as q increases: 
λ(q)v = |{T ∈ T i 

q : Π(Y (T )) = v }|. (44) 
Here, for an element s ∈ S and a positive integer λ ∈ N , we write λs to mean s + s + · · · + s , λ
times. In particular, this multiplication of λ and s should not be confused with the multiplications 
of symbols in a which are done over the multiplicative operator of the semiring. We then prove 
two claims. For sufficiently large q, the following hold: 

• Claim 1 the coefficients λ(q)v ∈ N for v ∈ B no longer change (they “converge”) 
• Claim 2 for every w " B, we have ∑

v ∈B λ
(q)
v a v + a w = ∑

v ∈B λ
(q)
v a v . (45) 

These two claims together show that f is stable: (f (q)(0 ))i = ∑v ∈B λ(q)v a v for large q. 
We start by defining the set B. Fix a sufficiently large integer p to be defined later. Define B 

to be 7 : 
B : = {v 0 + k 1 v 1 + · · · + k ℓ v ℓ | (v 0 , . . . , v ℓ ) ∈ C and k = (k 1 , . . . , k ℓ ) ∈ N ℓ where ∥k ∥ ∞ ≤ p } . 

(46) 
To prove Claim 1, note that, if the parse tree T has depth h , then ∥Π(Y (T ))∥ 1 ≥ h . Consequently, 
all parse trees whose depths are strictly greater than max v ∈B ∥v ∥ 1 can no longer contribute to 
increasing λ(q)v with v ∈ B; thus, these coefficients converge after iteration number max v ∈B ∥v ∥ 1 . 
This is a finite number, because ( 46 ) implies: 

max 
v ∈B ∥v ∥ 1 ≤ max 

(v 0 , . . . ,v ℓ )∈C (1 + p · ℓ) max 
i ∈{ 0 , . . . , ℓ } ∥v i ∥ 1 . (47) 

Claim 2 is proved as follows: Given w " B, as mentioned above, from Parikh’s theorem, we 
know there exists (v 0 , . . . , v ℓ ) ∈ C and k ∈ N ℓ (but ∥k ∥ ∞ > p) such that w = v 0 + k 1 v 1 + · · · +
k ℓ v ℓ . Rewrite the monomial a w from the “basis” (v 0 , . . . , v ℓ ) by: 

a w = a v 0 (a v 1 )k 1 · · · (a v ℓ )k ℓ = m 0 m k 1 1 · · ·m k ℓ ℓ , 
where, to simplify notations, we define the monomials m i : = a v i . 
7 Given a vector x = (x 1 , . . . , x d ) ∈ N d for some constant d , we use ∥x ∥ ∞ to denote max i∈[d ] x i and ∥x ∥ 1 to denote ∑

i∈[d ] x i . 
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First, let us assume for simplicity that only one of the k i is more than p. Without loss of gener- 

ality, assume k ℓ > p. Then, as long as p is at least the stability index of m ℓ , thanks to ( 31 ), we have 
p ∑

i= 0 m 0 m k 1 1 · · ·m k ℓ−1 
ℓ−1 m i ℓ +m 0 m k 1 1 · · ·m k ℓ ℓ = m 0 m k 1 1 · · ·m k ℓ−1 

ℓ−1 m (p)ℓ +m 0 m k 1 1 · · ·m k ℓ ℓ 
= m 0 m k 1 1 · · ·m k ℓ−1 

ℓ−1 m (k ℓ −1 )
ℓ +m 0 m k 1 1 · · ·m k ℓ ℓ 

= m 0 m k 1 1 · · ·m k ℓ−1 
ℓ−1 m (k ℓ )ℓ 

= m 0 m k 1 1 · · ·m k ℓ−1 
ℓ−1 m (p)ℓ 

= p ∑
i= 0 m 0 m k 1 1 · · ·m k ℓ−1 

ℓ−1 m i ℓ . 
In particular, the term a w is “absorbed” by the sum of terms of the form a v = m 0 m k 1 1 · · ·m k ℓ−1 

ℓ−1 m i ℓ 
for i ≤ p. Since all such v are in B (because k i ≤ p for all i < ℓ), we have just proved Equation ( 45 ) 
for this simple case of w . 

Second, when more than one of the k i is greater than p, we can w.l.o.g. assume k ℓ > p. The 
above reasoning shows that the term a w is “absorbed” by the sum of terms a v , where v has one 
less k i > p. By induction, it follows that all of them will be absorbed by the sum ∑v ∈B a v . !

5.3 Convergence in Uniformly Stable Semirings 
We consider the next case, when the semiring S is uniformly stable; in other words, there exists 
p ≥ 0 such that every element in S is p-stable. In this case, we can strengthen Theorem 5.10 and 
prove a tighter upper bound on the number of steps needed for convergence. We say that the 
polynomial function f : S N → S N is linear if every monomial ( 8 ) has total degree ≤ 1 . The main 
theorem (Theorem 5.12 ) is proved via proving a 1-dimensional version of it, which is then gen- 
eralized to N dimensions by applying Theorem 3.4 . A univariate polynomial is of the following 
form: 

f (x) def 
= a 0 + a 1 x + a 2 x 2 + · · · + a n x n . (48) 

The following lemma generalizes special cases studied by Gondran [ 32 , 33 ]: 
Lemma 5.11. Let S be a p-stable semiring, and let f be a univariate polynomial ( 48 ). Then: (a) If 

p = 0 , then f is 1-stable; (b) If f is linear, then it is p + 1 -stable; (c) In general, f is p + 2 -stable. 
Proving the lemma will be the bulk of work in this section. Before doing so, let us state and 

prove the main theorem of the section, concerning the N -dimensional case. 
Theorem 5.12. Assume that the semiring S is p-stable, and let f : S N → S N be a polynomial func- 

tion. Then: 
(1) The function f is ∑N 

i= 1 (p + 2 )i -stable; if f is linear, then it is ∑N 
i= 1 (p + 1 )i -stable. 

(2) If p = 0 , then the function f is N -stable. 
Proof. To prove item ( 1 ), consider the c-clone of polynomial functions. By Lemma 5.11 , each 

univariate polynomial is p + 2 -stable, and therefore Theorem 3.4 implies that every polynomial 
function S N → S N is ∑i= 1 ,N (p + 2 )i -stable. If f is linear, then we consider the c-clone of linear 
functions and derive similarly that f is ∑i= 1 ,N (p + 1 )i -stable. 
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For item ( 2 ), when p = 0 , consider the expansion of (f (q)(0 ))i shown in Equation ( 41 ). We will 

prove that, when q > N , all parse trees T ∈ T i 
q − T i 

N are “absorbed” by those in T i 
N : 

(f (q)(0 ))i = ∑
T ∈T i q Y (T ) = ∑

T ∈T i N Y (T ) = (f (N )(0 ))i when q ≥ N . (49) 
To see this, consider a parse tree T ∈ T i 

q − T i 
N . Since its depth is > N , there is a path from the root 

to a leaf containing a repeated variable symbol, say, x j for some j ∈ [N ]. Let w be the word that the 
lower copy of x j derives, then the higher copy of x j derives some word of the form uwv , and the tree 
derives the word Y (T ) = auwvb for some words a, b. Let T ′ be the tree obtained from T by replacing 
the derivation of the higher-copy of x j with the derivation of the lower copy of x j . Then, Y (T ′ ) = 
aw b . Now, since p = 0 , we have Y (T ′ ) + Y (T ) = aw b + auw vb = aw b (1 + uv) = awb = Y (T ′ ). Re- 
peating this process, by induction, it follows that Y (T ) is absorbed by ∑T ∈T i N Y (T ). !

In the rest of this section, we prove the main Lemma 5.11 . 
Proof of Lemma 5.11 . To prove (a), we recall that in a 0-stable semiring, 1 + c = 1 for every 

c ∈ S . If f is the polynomial in Equation ( 48 ), then we have f (1 )(0 ) = a 0 , and f is 1-stable because 
f (2 )(0 ) = a 0 + n ∑

i= 1 a i 0 a i = a 0 
( 
1 + ∑

i= 1 ,n a i−1 
0 a i 

) 
= a 0 1 = a 0 = f (1 )(0 ). 

To prove (b), note that linearity means f (x) = a 0 + a 1 x , and f (n+1 )(0 ) = a 0 + a 1 a 0 + a 2 1 a 0 + · · · +
a n 1 a 0 = a (n)1 a 0 , which implies f (p+1 )(0 ) = f (p+2 )(0 ), since a 1 is p-stable. 

Part (c) is the most interesting result. Our strategy follows that of the proof of Theorem 5.10 . 
We start by writing an expansion of f as was done in Equation ( 41 ) and the regrouping ( 43 ): 

f (q)(0 ) = ∑
T ∈T q Y (T ) = ∑

T ∈T q a 
Π(Y (T )) = ∑

v ∈B λ
(q)
v a v +∑

w " B λ
(q)
w a w . (50) 

The main difference is that in the CFL for the function ( 48 ), the terminal set is Σ = { a 0 , . . . , a n } ; 
and there is only one variable, so we remove the index i from Equation ( 41 ): T q is the set of all 
parse trees of depth at most q, whose root is x . 

The exponent set B is defined in exactly the same way as that in ( 46 ). However, taking advan- 
tage of the fact that f in Equation ( 48 ) is univariate, we show in Proposition 5.13 below that the 
collection C has only one specific tuple of vectors (v 0 , v 1 , . . . , v n ) (defined in ( 52 )). In particular, 

B : = {v 0 + k 1 v 1 + · · · + k n v n | k = (k 1 , . . . , k n ) ∈ N n where ∥k ∥ ∞ ≤ p } . (51) 
Finally, to show that f has stability p + 2 , we prove in Proposition 5.14 below that the sum ∑

v ∈B λ(q)v a v is “finalized” (unchanged) when q ≥ p + 2 . The fact that the remaining coefficients 
λ(q)w , w " B, are absorbed by the sum over B was shown in Equation ( 45 ). The lemma is thus proved, 
modulo the proofs of the promised propositions below. !

The following proposition is a specialization of Parikh’s theorem to the particular grammar 
arising from the polynomial ( 48 ): 

Proposition 5.13. Define the following vectors in N n+1 : 
v 0 = (1 , 0 , . . . , 0 ) v i = (i − 1 , 0 , . . . , 0 , 1 , 0 , . . . 0 ) i ∈ [n]. (52) 

Let T be the set of all parse trees for the CFG defined for the polynomial ( 48 ), then the Parikh’s images 
of their yields can be characterized precisely by: 

{Π(Y (T )) | T ∈ T } = {v 0 + k 1 v 1 + · · · + k n v n | k ∈ N n }. (53) 
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Proof. For the forward direction, let T be any parse tree of the grammar. Let k i denote the 

number of derivation rules of the form x → a i x · · · x ( x occurs i times on the RHS) that were 
used in the tree. Since each such rule produces one copy of a i in the yield Y (T ), it follows that 
Π(Y (T )) = (k 0 , k 1 , . . . , k n ). The numbers k i are related to one another tightly. Consider the sub-tree 
of T containing only the internal nodes (i.e., nodes corresponding to x , not the terminal symbols), 
then this sub-tree has exactly k 0 +∑n 

i= 1 k i nodes and ∑n 
i= 1 ik i edges. In a tree, the number of edges 

is 1 less than the number of nodes. Hence, k 0 = 1 +∑n 
i= 1 (i − 1 )k i , which implies Π(Y (T )) = v 0 +∑n 

i= 1 k i v i . 
For the backward direction, consider an arbitrary vector k = (k 1 , . . . , k n ) ∈ N n . We show that 

we can construct a parse-tree T whose yield satisfies Π(Y (T )) = v 0 +∑n 
i= 1 k i v i . We prove this by 

induction on ∥k ∥ 1 . The base case when ∥k ∥ 1 = 0 is trivial: The parse tree represents a single rule 
x → a 0 . Consider ∥k ∥ 1 > 0 , and assume k i > 0 . Let k ′ = (k ′ 1 , . . . , k ′ n ) be the vector defined by k ′ j = 
k j when j ! i , and k ′ i = k i − 1 . Then, by the induction hypothesis, there is a parse tree T ′ where 
Π(Y (T ′ )) = v 0 +∑n 

j= 1 k ′ j v j . The parse-tree T ′ must have used at least one rule of the form x → a 0 
(otherwise, the tree is infinite). Construct the tree T from T ′ by replacing the rule x → a 0 with 
x → a i x · · · x ; and then each of the i new x-nodes derives a 0 . Then, it is trivial to verify that 
Π(Y (T )) = v 0 +∑n 

j= 1 k j v j . !

Proposition 5.14. After iteration q ≥ p + 2 , the sum ∑v ∈B λ(q)v a v in Equation ( 50 ) remains un- 
changed. 

Proof. Partition B into two sets B = B 1 ∪ B 2 : 
B 1 : = {v 0 + k 1 v 1 + · · · + k n v n | k = (k 1 , . . . , k n ) ∈ N n where ∥ k ∥ ∞ ≤ p and ∥ k ∥ 1 ≤ p } , (54) 
B 2 : = {v 0 + k 1 v 1 + · · · + k n v n | k = (k 1 , . . . , k n ) ∈ N n where ∥ k ∥ ∞ ≤ p and ∥ k ∥ 1 > p } . (55) 

Note that the condition ∥k ∥ ∞ ≤ p in the definition of B 1 is redundant (because ∥k ∥ 1 ≤ p implies 
∥k ∥ ∞ ≤ p), but we left it there to mirror precisely the definition of B in Equation ( 51 ). 

Recall from Equation ( 44 ) that λ(q)v is the number of parse trees T ∈ T q where Π(Y (T )) = v ; 
furthermore, if v = v 0 +∑n 

i= 1 k i v i , then ∥k ∥ 1 ≥ depth (T ), because ∥k ∥ 1 is the number of internal 
nodes of the tree, which is at least its depth. Hence, when v ∈ B 1 , only trees of depth ≤ ∥k ∥ 1 ≤ p 
can contribute to increasing λ(q)v . In other words, these coefficients are fixed after iteration p. 

It remains to show that the sum ∑v ∈B 2 λ(q)v a v is fixed after iteration q ≥ p + 2 . To this end, 
note the following: For any element s in a p-stable semiring, and any positive integer λ ≥ p + 1 , 
we have 
λs : = s + s + · · · + s ︸! ! ! ! ! ! ! ! ! ! ! ︷︷! ! ! ! ! ! ! ! ! ! ! ︸ 

λ times 
= (1 + 1 + · · · + 1 )s = (1 + 1 + 1 2 · · · + 1 λ−1 )s = 1 (λ−1 )s = 1 (p)s = (p + 1 )s . 

In particular, the sum that we want to hold fixed can be written as ∑
v ∈B 2 λ

(q)
v a v = ∑

v ∈B 2 min { λ(q)v , p + 1 } a v . (56) 
It is thus sufficient to prove that, for any v ∈ B 2 , we have λ(q)v ≥ p + 1 after iteration q ≥ p + 2 . We 
will prove something a little stronger: 

Claim: For any v = v 0 +∑
i k i v i ∈ B 2 , we have λ(∥k ∥ ∞ +2 )

v ≥ ∥k ∥ 1 ; namely, there are at least ∥k ∥ 1 
many parse trees T with depth at most 2 + ∥k ∥ ∞ and whose Parikh’s image is Π(Y (T )) = v . 

The claim implies what we desire, because for any v ∈ B 2 , λ(p+2 )
v ≥ λ(∥k ∥ ∞ +2 )

v ≥ ∥k ∥ 1 ≥ p + 1 . 
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We prove the claim by induction on ∥k ∥ ∞ . Consider the base case when ∥k ∥ ∞ = 1 . Let J : = {j ∈ 

[n] | k j = 1 } and i = max { j | j ∈ J } . We construct parse trees by stitching together the rules (i.e., 
sub-trees) x → a j x . . . x for j ∈ J and fill up the leaves with x → a 0 rules. At the root of the tree, we 
will apply x → a i x . . . x for maximum flexibility, where there are i x-nodes to fit the other |J | − 1 
rules in. Clearly, there are ( i 

| J | −1 )((| J | − 1 )! ) ≥ | J | ≥ ∥k ∥ 1 distinct trees that can be constructed this 
way. 

For the inductive step, assume ∥k ∥ ∞ > 1 . Similar to the base case, define J : = {j ∈ [n] | k j = 
∥k ∥ ∞ } and i = max { j | j ∈ J } . Let k ′ be the vector obtained from k by lowering each k j by 1, for 
j ∈ J ; namely, define k ′ j = min { k j , ∥k ∥ ∞ − 1 } . Then, by the induction hypothesis, there are at least 
∥k ′ ∥ 1 parse trees T ′ for which Π(Y (T ′ )) = v 0 +∑

ℓ k ′ ℓ v ℓ . From each of these T ′ , we construct our 
tree T by stitching together T ′ and the rules (i.e., sub-trees) x → a j x . . . x , j ∈ J . (Implicitly, x - 
leaves are filled up with x → a 0 rules.) For the root of T , we use the rule x → a i x . . . x . There are i 
sub-tree slots to fill, where we can use |J | − 1 sub-trees of the form x → a j x . . . x , j ∈ J − { i} , and 
T ′ , for a total of |J | subtrees. (Note that |J | ≤ i , and thus we have more slots than sub-trees.) 

If i ≥ 2 , then the total number of trees that can be obtained this way is 8 
∥k ′ ∥ 1 ( i |J | 

)
(| J | )! ≥ (∥k ∥ 1 − | J | )i ≥ (∥k ∥ 1 − i)i ≥ ∥k ∥ 1 as desired. (57) 

If i = 1 , then we have to do a bit of extra work. The total number of trees T constructed above is 
only ∥ k ′ ∥ 1 = ∥ k ∥ 1 − 1 , because the root x → a 1 x has only one slot to fill T ′ in. Let us refer to this 
set as U 1 . We construct another set U 2 of trees by letting T ′ be at the top and find a slot to fit the 
sub-tree x → a 1 x in. 

We refer to a node x → a ℓ x . . . x of a parse-tree as an ℓ-node. Since ∥k ∥ ∞ ≤ p and ∥k ∥ 1 > p, there 
must be some ℓ > 1 for which k ℓ > 0 . In particular, there must be a sub-tree of T ′ whose root node 
is an ℓ-node with ℓ > 1 . In T ′ , find the left-most such ℓ-node, and the left-most 0-node ( x → a 0 ) 
below it. Replace the x → a 0 rule with x → a 1 x → a 1 a 0 sub-tree. This way of construction gives us 
the second set U 2 of trees T for which Π(Y (T )) = v . We know | U 1 | = | U 2 | ≥ ∥k ∥ 1 − 1 . Furthermore, 
there must be at least one tree in U 1 that is not in U 2 , because the tree T in U 1 with the longest path 
containing consecutive 1-nodes from the root is not in U 2 . Thus, |U 1 ∪ U 2 | ≥ ∥k ∥ 1 , and the proof 
is complete. !

Example 5.15. Assume a semiring that is 1-stable, and let f (x) = a 0 + a 2 x 2 + a 3 x 3 + a 4 x 4 . Then: 
f (0 )(0 ) = 0 f (1 )(0 ) = a 0 f (2 )(0 ) = a 0 + a 2 0 a 2 + a 3 0 a 3 + a 4 0 a 4 . 

Next, f (3 )(0 ) is a longer expression that includes monomials such as a 4 0 a 2 a 3 and a 7 0 a 2 a 3 a 4 . None of 
these monomials appears in f (2 ), hence, the stability index for f is at least 3. However, f (4 )(0 ) = 
f (3 )(0 ), because in any new monomial in f (4 )(0 ), at least one of a 2 , a 3 , or a 4 has degree ≥ 2 and 
is absorbed by other monomials already present in f (3 )(0 ): For example, f (4 )(0 ) contains the new 
monomial a 5 0 a 2 2 a 3 , which is absorbed, because f (4 )(0 ) also contains the monomials a 3 0 a 3 and a 4 0 a 2 a 3 
(they were already present in f (3 )(0 )), and the following identity holds in the 1-stable semiring: 
a 3 0 a 3 + a 4 0 a 2 a 3 + a 5 0 a 2 2 a 3 = a 3 0 a 3 (1 + (a 0 a 2 ) + (a 0 a 2 )2 ) = a 3 0 a 3 (1 + (a 0 a 2 )) = a 3 0 a 3 + a 4 0 a 2 a 3 . 
5.4 Convergence in Stable POPS 
We will now generalize the convergence theorems from semirings to POPS. Let P be a POPS, and 
recall that we assume throughout this article that multiplication is strict, x · ⊥ = ⊥ . Recall that 
8 Note that T ′ is distinct from any of the trees x → a j x . . . x for j ∈ J − i , because it has a different signature: T ′ contains 
at least two internal nodes of the form x → a ℓ x · · · x for ℓ > 0 due to the fact that ∥ k ∥ ∞ < ∥ k ∥ 1 . 
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S def 
= P + ⊥ is a semiring, the core semiring of P . We call P stable , or uniformly stable , if the core S 

is stable or uniformly stable, respectively. We generalize now Theorems 5.10 and 5.12 from stable 
semirings to stable POPS. 

Fix an N -tuple of polynomials f = (f 1 , . . . , f N ) over N variables x = (x 1 , . . . , x N ). We define the 
following directed graph G f : The nodes of the graph are the variables x 1 , . . . , x N , and there exists 
an edge x i → x j if the polynomial f j depends on x i , i.e., it contains a monomial where the factor x ℓ i i 
has a degree ℓ i ≥ 1 . Call a variable x i recursive if it belongs to a cycle or if there exists a recursive 
variable x j and an edge x j → x i . Otherwise, we call x i non-recursive . 

Proposition 5.16. If x i is recursive, then for all q ≥ 0 , (f (q)(⊥))i ∈ P + ⊥ . In other words, the 
recursive variables cannot escape P + ⊥ . 

Proof. We prove the statement by induction on q. When q = 0 , the statement holds, because, 
at initialization, (f (0 )(⊥))i = ⊥ for all i . Assume the statement holds for q ≥ 0 , and consider the 
value 

(f (q+1 )(⊥))i = f i ((f (q)(⊥))1 , . . . , (f (q)(⊥))N ), 
where i is such that x i is recursive. By assumption, f i contains some monomial c · x ℓ 1 1 · · · x ℓ N 

N 
that includes a recursive variable x j , and by induction hypothesis, (f (q)(⊥)))j ∈ P + ⊥ . Therefore, 
(f (q+1 )(⊥))i is a sum that includes the expression c · (f (q)(⊥))ℓ 1 1 · · · (f (q)(⊥))ℓ N 

N , where the jth fac- 
tor is in P + ⊥ . Therefore, (f (q+1 )(⊥))i ∈ P + ⊥ , because both multiplication and addition with an 
element in P + ⊥ result in an element in P + ⊥ , by (u + ⊥)v = uv + ⊥ v = uv + ⊥ and similarly 
(u + ⊥) +v = (u +v) + ⊥ . !

Suppose the polynomial function f : P N → P N has N 0 non-recursive variables and N 1 recursive 
variables, where N 0 + N 1 = N . We write f = (g , h ), where g : P N 1 × P N 0 → P N 1 are the polynomi- 
als associated to the recursive variables, and h : P N 0 → P N 0 are the rest; note that h does not 
depend on any recursive variables. By Lemma 3.2 , if g , h are stable, then so is f . We claim that the 
stability index of h is N 0 . This follows easily by induction on N 0 , using Lemma 3.2 . If N 0 = 1 , then 
h (x) = c for some constant c , since it cannot depend on any variable. Assume N 0 > 1 . Since none of 
the variables used by h is recursive, its graph G h is acyclic, hence, there is one variable without an 
incoming edge. Write h = (h ′ , h ′′ ), where h ′′ corresponds to the variable without incoming edge, 
hence, it is a constant function (does not depend on any variables), and h ′ is a vector of N 0 − 1 
non-recursive polynomials. The stability index of h ′ is N 0 − 1 by induction hypothesis, while that 
of h ′′ is 1, therefore, by Lemma 3.2 , the stability index of h is (N 0 − 1 ) + 1 = N 0 . 

Our discussion implies: 
Corollary 5.17 (Generalization of Theorem 5.10 ). If the semiring P + ⊥ is stable, then every 

polynomial function f : P N → P N is stable. In particular, every datalog ◦ program converges on the 
POPS P . 

Corollary 5.18 (Generalization of Theorem 5.12 ). Assume the POPS P is p-stable, and let 
f : P N → P N be a polynomial function. Then, function f is ∑N 

i= 0 (p + 2 )i -stable; if f is linear, then it 
is ∑N 

i= 0 (p + 1 )i -stable. 
In particular, every datalog ◦ program over the POPS P converges in a number of steps given by the 

expressions above, where N is the number of grounded IDB atoms. 
The corollaries convey a simple intuition. If the grounded datalog ◦ program is recursive, then 

the values of the recursive atoms cannot escape the semiring P + ⊥ ; the non-recursive atoms, 
however, can take values outside of this semiring. This can be seen in Example 4.2 : When we 
interpret the program over the lifted reals, R ⊥ , then the values of T (a ), T (b) remain ⊥ , yet those 
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of T (c), T (d) take values that are ! ⊥ . This implies that the convergence of a recursive grounded 
program is tied to the stability of R + ⊥ . The convergence of a non-recursive grounded program, 
however, follows directly from the fact that its graph is acyclic. 

Finally, we prove a sufficient condition for convergence in polynomial time. 
Corollary 5.19 (Generalization of the case p = 0 in Theorem 5.12 ). Assume the POPS P is 

0-stable, and let f : P N → P N be a polynomial function. Then, function f is N -stable. In particular, 
every datalog ◦ program over the POPS P converges in a number of steps that is polynomial in the size 
of the input database. 

The semirings B, Trop + are 0-stable; the POPS R ⊥ is also 0-stable (because R ⊥ + ⊥ is the trivial 
semiring { ⊥} , with a single element). Corollary 5.19 implies that datalog ◦ converges in polynomial 
time on each of these semirings. 

These three corollaries complete the proof of Theorem 1.2 in the introduction. 
5.5 Convergence in PTIME for p-Stable Semirings when p > 0 
Consider a datalog ◦ program over a p-stable POPS P . When p = 0 , then we know that the naïve 
algorithm converges in polynomial time. What is its runtime when p > 0 ? Corollary 5.18 gives 
only an exponential upper bound, and we leave open the question whether that bound is tight. 
Instead, in this section, we restrict the datalog ◦ program to be a linear program and ask whether 
it can be computed in polynomial time over a p-stable POPS. We prove two results. First, if the 
POPS is Trop +p (which is p-stable), then the naïve algorithm converges in polynomial time. Second, 
for any p-stable POPS, the datalog ◦ program can be computed in polynomial time by using the 
Floyd-Warshall-Kleene approach [ 52 , 72 ]. We leave open the question whether the naïve algorithm 
also converges in polynomial time. 

We start with some general notations. Fix a semiring S and a linear function F : S N → S N . 
We can write it as a matrix-vector product: F (X ) = AX + B, where A is an N × N matrix, and 
X , B, are N -dimensional column vectors. After q + 1 iterations, the naïve algorithm computes 
F (q+1 )(0 ) = B +AB +A 2 B + · · · +A q B = A (q)B, where A (q) def 

= I N +A +A 2 + · · · +A q . The naïve al- 
gorithm converges in q + 1 steps iff F is q + 1 -stable. A matrix A is called q-stable [ 33 ] if A (q) = 
A (q+1 ). The following is easy to check: The matrix A is q-stable iff, for every vector B, the linear 
function F (X ) = AX + B is q + 1 stable. Our discussion implies that, to determine the runtime of 
the naïve algorithm on a linear datalog ◦ program over a p-stable semiring, one has to compute the 
stability index of an N × N matrix A over that semiring. Surprisingly, no polynomial bound for the 
stability index of a matrix is known in general, except for p = 0 , in which case A is N -stable (this 
was shown in Reference [ 32 ] and also follows from our more general Corollary 5.19 ). We prove 
here a result in the special case when the semiring is Trop +p (introduced in Example 2.9 ), which is 
p-stable. 

Lemma 5.20. Every N × N matrix A over Trop +p semiring is ((p + 1 )N − 1 )-stable. This bound is 
tight, i.e., there exist N × N -matrices over Trop +p whose stability index is (p + 1 )N − 1 . 

Proof. We consider the N × N -matrix A over Trop +p as the adjacency matrix of a directed graph 
G with N vertices and up to p + 1 parallel edges from some vertex i to j. Then, A i j is a bag of p + 1 
numbers representing the costs of p + 1 edges from i to j; if fewer than p + 1 edges exist from i to 
j, then we complete the bag with ∞ , intuitively saying that no further edge from i to j exists. For 
instance, A i j = {1 , 2 , 3 , ∞ , . . . , ∞} means that there are 3 edges from i to j of length 1,2,3, while 
A i j = {∞ , . . . , ∞} means that there is no edge from i to j. 
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Claim. Let k ≥ 1 , let B = A ℓ with ℓ ≥ k · N , and let b denote the minimum element in B i j for 1 ≤

i, j ≤ N . Moreover, let C = I +A +A 2 + · · · +A ℓ−1 . Then, C i j contains at least k elements, which 
are ≤ b. 

The upper bound of (N + 1 )p − 1 follows immediately from the claim. To prove the claim, ob- 
serve the following: 

• (A ℓ )i j contains the lengths of the p + 1 lowest-cost paths in G from i to j consisting of at 
least kN edges. 

• C i j contains the lengths of the p + 1 lowest-cost paths in G from i to j consisting of at most 
kN − 1 edges. 

Consider a cost- b path (not necessarily simple) from i to j in G containing at least kN edges. Every 
segment of length N on this path contains at least a simple cycle. Removing the cycle yields an 
ij-path with strictly fewer edges with lower or equal cost. By repeating this process, we conclude 
that there are at least k different ij-paths of cost at most b with < kN edges. This observation 
proves the claim and thus the upper bound. 

To prove the lower bound, consider the following matrix A: 
;<<<<<<<<<
=

∞ A 12 ∞ · · · · · · ∞ 
∞ ∞ A 23 ∞ · · · ∞ 
. . . . . . . . . . . . 
. . . . . . ∞ 
∞ · · · · · · · · · ∞ A (N−1 )N 
A N 1 ∞ · · · · · · ∞ ∞ 

>?????????
@

, 

where we write ∞ for the bag { ∞ , . . . , ∞} , i.e., the 0-element of Trop +p . And we set A 12 = 
A 23 = · · · = A (N−1 )N = A N 1 = {1 , ∞ , . . . , ∞}, i.e., the number 1 plus p times ∞ . In other words, 
A is the adjacency matrix of the directed cycle of length N . By Claim above, we get A (N−1 )

1 N = 
{N − 1 , ∞ , . . . , ∞}. That is, there exists one path from vertex 1 to vertex N with N − 1 edges and 
this path has cost ( = length) N − 1 . Moreover, there is an edge of length 1 back to vertex 1. Hence, 
the p + 1 shortest paths from vertex 1 to vertex N are obtained by looping 0 , 1 , 2 , . . . , p times 
through the vertices 1 , . . . , N and finally going from 1 to N along the single shortest path. !

The lemma immediately implies: 
Corollary 5.21. Any linear datalog ◦ program over Trop +p , converges in (p + 1 )N − 1 steps, where 

N = | D | O (1 ) is the number of ground IDB tuples. This bound is tight. 
Second, we consider arbitrary p-stable POPS P where · is strict and prove that every linear 

datalog ◦ program can be computed in polynomial time. Gaussian elimination method, which co- 
incides with the Floyd-Warshall-Kleene algorithm [ 52 , 72 ], computes the closure A ∗ of an N × N 
matrix in O(N 3 ) time in a closed semiring. This immediately extends to a p-stable semiring, since 
every p-stable semiring is closed, by setting a ∗ def 

= a (p). Our next theorem proves that essentially 
the same algorithm also applies to p-stable POPS. 

Theorem 5.22. Let P be a p-stable POPS, strict ( x · ⊥ = ⊥ ), and assume that both operations +
and · can be computed in constant time. Let f 1 , . . . , f N be N linear functions in N variables. Then, 
lfp (f 1 , . . . , f N ) can be computed in time O(pN + N 3 ). 

Proof. Recall that a polynomial is defined as a sum of monomials; see Equation ( 37 ). Thus, 
a linear polynomial is given by an expression f (x 1 , . . . , x N ) = ∑i ∈V a i x i + b, for some set 
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V ⊆ [N ]. In other words, we cannot simply write it as ∑i= 1 ,N a i x i + b, because if we want to make 
f independent of x i , then it is not sufficient to set a i = 0 , because 0 · ⊥ = ⊥ and x + ⊥ = ⊥ ; we 
need to represent explicitly the set of monomials V in f . Equivalently, f is represented by a list of 
coefficients. Let д(X ) = ∑j ∈W c j x j + d be another linear function. We denote by f [д/x k ] the linear 
function obtained by substituting x k with д in f . More precisely, if k " V , then f [д/x k ] = f , and 
if k ∈ V , then we replace the term a k x k in f by ∑j ∈W (a k c j )x j . The representation of f [д/x k ] can 
be computed in time O(N ) from the representations of f and д. !

ALGORITHM 2 : LinearLFP (f 1 , . . . , f N )
if N = 0 then 

return ()
if f N is independent of x N then 

c(x 1 , . . . , x N−1 )← f N (x 1 , . . . , x N−1 )
if f N = a N N · x N + b(x 1 , . . . , x N−1 ) then 

c(x 1 , . . . , x N−1 )← a (p)N N · b(x 1 , . . . , x N−1 ) + ⊥ 
(x̄ 1 , . . . , ̄x N−1 )← LinearLFP (f 1 [c /x N ], . . . , f N−1 [c /x N ]); 
x̄ N ← c(x̄ 1 , . . . , ̄x N−1 ); 
return (x̄ 1 , . . . , ̄x N )

Algorithm 2 proceeds recursively on N . Let H def 
= (f 1 , . . . , f N ). Considering the last linear func- 

tion f N (x 1 , . . . , x N ), we write H with some abuse as H (x 1 , . . . , x N ) = (f (x , y), д(x , y)), where f def 
= 

(f 1 , . . . , f N−1 ) and д def 
= f N , and similarly x def 

= (x 1 , . . . , x N−1 ), y def 
= x N . Then, we apply Lemma 3.3 . 

Since S is p-stable, then function д x is p + 1 stable, hence, to compute the fixpoint using Lemma 3.3 , 
we need to represent the function c(x) def 

= д (p+1 )
x (⊥). There are two cases. The first is when f N 

does not depend on x N : Then д(x , y) ≡ д(x) does not depend on y, and д x (y) is a constant func- 
tion, hence, c(x) = д (p+1 )

x (⊥) = д(x). The second is when f N = a N N · x N + b(x 1 , . . . , x N−1 ) for some 
a N N ∈ P and linear function b in N − 1 variables. In our new notation, д x (y) = a N N · y + b(x). We 
thus get 
д (1 )x (⊥) = ⊥ + b(x), 
д (2 )x (⊥) = a N N · (⊥ + b(x)) + b(x) = ⊥ + a N N · b(x) + b(x) = a (1 )N N · b(x) + ⊥ , 
д (3 )x (⊥) = a N N · (a (1 )N N · b(x) + ⊥) + b(x) = a (2 )N N · b(x) + ⊥ , and so on. 

Hence, c(x) = д (p+1 )
x (⊥) = a (p)N N · b(x) + ⊥ . Next, following Lemma 3.3 , we compute the fixpoint of 

F (x ) def 
= f (x , c(x )): This is done by the algorithm inductively, since both f and x have dimension 

N − 1 . 
Finally, we compute the runtime. We need O(p) operations to compute a (p)N N , then O(N 2 ) op- 

erations to compute a representation of the linear function c , then representations of the linear 
functions f 1 [c /x N ], . . . , f N−1 [c /x N ]. Thus, the total runtime of the algorithm is ∑n≤N O(p + n 2 ) = 
O(pN + N 3 ). 
6 SEMI-NAïVE OPTIMIZATION 
In this section, we show that the semi-naïve algorithm for standard datalog can be generalized 
to datalog ◦ for certain restricted POPS. The naïve algorithm 1 repeatedly applies the immediate 
consequence operator F and computes J (0 ), J (1 ), J (2 ), . . . , where J (t+1 ) def 

= F (J (t )). This strategy is in- 
efficient, because all facts discovered at iteration t will be re-discovered at iterations t + 1 , t + 2 , . . . 
The semi-naïve optimization consists of a modified program that computes J (t+1 ) by first computing 
only the “novel” facts δ (t ) = F (J (t )) − J (t ), which are then added to J (t ) to form J (t+1 ). Furthermore, 
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the difference F (J (t )) − J (t ) can be computed efficiently, without fully evaluating F (J (t )), by using 
techniques from incremental view maintenance. 

This section generalizes the semi-naïve algorithm from datalog to datalog ◦. The main problem 
we encounter is that, while the difference operator is well defined in the Boolean semiring, as 
x − y def 

= x ∧ ¬ y, no generic difference operator exists in an arbitrary POPS. To define a difference 
operator, we will restrict the POPS to be a complete, distributive dioid. 
6.1 Complete, Distributive Dioids 
A dioid is a semiring S = (S, ⊕, ⊗, 0 , 1 ) for which ⊕ is idempotent (meaning a ⊕ a = a ). Dioids have 
many applications in a wide range of areas; see Reference [ 40 ] for an extensive coverage. We 
review here a simple property of dioids: 

Proposition 6.1. Let (S, ⊕, ⊗, 0 , 1 ) be a dioid. Then, the following hold: 
(i) S is naturally ordered, and the natural order coincides with the relation ⊑, defined by a ⊑ b if 

a ⊕ b = b. 
(ii) ⊕ is the same as the least upper bound, ∨ . 
Proof. Recall from Section 2 that the natural order is defined as a ≼ b iff ∃ c : a ⊕ c = b. We first 

show that ≼ is the same as ⊑. One direction, a ⊑ b, implies a ≼ b is obvious. For the converse, as- 
sume a ⊕ c = b. Then, a ⊕ b = a ⊕ (a ⊕ c) = a ⊕ c = b due to idempotency, and thus a ⊑ b. Since ≼
is a preorder, ⊑ is also a preorder. To make it a partial order, we only need to verify anti-symmetry, 
which is easily verified:: a ⊕ b = b and a ⊕ b = a imply a = b. We just proved (i). 

To show (i i ), let c = a ⊕ b for some a, b, c . Then a ⊕ c = a ⊕ a ⊕ b = a ⊕ b = c; thus, a ⊑ c . 
Similarly b ⊑ c , which means a ∨ b ⊑ c = a ⊕ b. Conversely, let d = a ∨ b. Then, a ⊕ d = d and 
b ⊕ d = d , which means a ⊕ b ⊕ d = d and thus a ⊕ b ≼ d = a ∨ b. !

Definition 6.2. A POPS S = (S, ⊕, ⊗, 0 , 1 , ⊑) is called a complete, distributive dioid if (S, ⊕, ⊗, 0 , 1 )
is a dioid, ⊑ is the dioid’s natural order, and the ordered set (S, ⊑) is a complete, distributive lat- 
tice , which means that every set A ⊆ S has a greatest lower bound ∧A, and x ∨ ∧A = ∧{ x ∨ a | 
a ∈ A }. In a complete, distributive dioid, the difference operator is defined by 

b ⊖ a def 
= ∧{c | a ⊕ c ⊒ b }. (58) 

To extend the semi-naïve algorithm to datalog ◦, we require the POPS to be a complete, 
distributive dioid. There are many examples of complete, distributive dioids: (2 U , ∪ , ∩ , ∅, U , ⊆
) is a complete, distributive dioid, whose difference operator is exactly set-difference b − a = ⋂{c | b ⊆ a ∪ c } = b \ a ; Trop + = (R + ∪ { ∞} , min , +, ∞ , 0 , ≥) is also a complete, distributive dioid, 
whose difference operator is defined by Equation ( 6 ) in Section 1.1 ; and N ∪ { ∞} is also a complete, 
distributive dioid. However, Trop +p , Trop +≤η , R ⊥ are not dioids. 

The next lemma proves the only two properties of ⊖ that we need for the semi-naïve algorithm: 
We need the first property in Theorem 6.4 to prove the correctness of the algorithm and the second 
property in Theorem 6.5 to prove the differential rule. 

Lemma 6.3. Let S = (S, ⊕, ⊗, 0 , 1 , ⊑) be a complete, distributive dioid, and let ⊖ be defined by Equa- 
tion ( 58 ). The following hold: 

if a ⊑ b : a ⊕ (b ⊖ a ) = b (59) 
(a ⊕ b) ⊖ (a ⊕ c) = b ⊖ (a ⊕ c). (60) 
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Proof. We start by showing a general inequality: 

∀ a, b ∈ S : a ⊕ (b ⊖ a ) ⊒ b . (61) 
This follows from a ⊕ (b ⊖ a ) = a ⊕∧{x | a ⊕ x ⊒ b } = a ∨ (∧{x | a ∨ x ⊒ b } ) = ∧{ a ∨ x | 
a ∨ x ⊒ b } ⊒ b. 

We prove now Equation ( 59 ). Denote by A = {x | a ⊕ x ⊒ b }, and observe that b ∈ A because 
a ⊕ b ⊒ b. Therefore, b ⊖ a = ∧A ⊑ b. We also have a ⊑ b by assumption. It follows that a ⊕ (b ⊖
a ) ⊑ b ⊕ b = b. This, together with ( 61 ), implies Equation ( 59 ). 

We prove Equation ( 60 ). For any x for which a ⊕ c ⊕ x ⊒ b holds, also a ⊕ a ⊕ c ⊕ x ⊒ a ⊕ b 
holds, which implies a ⊕ c ⊕ x ⊒ a ⊕ b, because ⊕ is idempotent. Conversely, a ⊕ c ⊕ x ⊒ a ⊕ b 
implies a ⊕ c ⊕ x ⊒ b, because a ⊕ b ⊒ b. Hence, 

(a ⊕ b) ⊖ (a ⊕ c) = ∧{x | a ⊕ c ⊕ x ⊒ a ⊕ b } = ∧{x | a ⊕ c ⊕ x ⊒ b } = b ⊖ (a ⊕ c). !

6.2 The Semi-naïve Algorithm 
We describe now the semi-naïve algorithm for a program over a complete, distributive dioid. Fol- 
lowing the notations in Section 4 , we write F (J ) for the immediate consequence operator of the 
program, where J is an instance of the IDB predicates. The semi-naïve algorithm is shown in Algo- 
rithm 3 . It proceeds almost identically to the naïve algorithm 1 but splits the computation J ← F (J )
into two steps: First compute the difference F (J ) ⊖ J , then add it to J . We prove: 
ALGORITHM 3 : Semi-naïve Evaluation for datalog ◦
J (0 ) ← 0 ; 
for t ← 0 to ∞ do 

δ (t ) ← F (J (t )) ⊖ J (t ); // incremental computation, see Section 6.2 
J (t+1 ) ← J (t ) ⊕ δ (t ); 
if δ (t ) = 0 then 

Break 
return J (t )

Theorem 6.4. Consider a datalog ◦ program over a complete, distributive dioid. Then, the Semi- 
naïve Algorithm 3 returns the same answer as the naïve Algorithm 1 . 

Proof. We will use identity ( 59 ) in Lemma 6.3 . Let J (t ) be the sequence of IDB instances 
computed by the semi-naïve Algorithm 3 , and let J̄ (t ) be the sequence computed by the naïve 
Algorithm 1 . Recall that J̄ (t ) forms an ω-sequence (see Section 3 ), meaning J̄ (0 ) ⊑ J̄ (1 ) ⊑ J̄ (2 ) ⊑ · · ·
We prove, by induction on t , that J (t ) = J̄ (t ). The claim holds trivially for t = 0 . Assuming J (t ) = J̄ (t ), 
we prove J (t+1 ) = J̄ (t+1 ). This follows from: 

J (t+1 ) = J (t ) ⊕ (F (J (t )) ⊖ J (t )) = J̄ (t ) ⊕ (F ( J̄ (t )) ⊖ J̄ (t )) = F ( J̄ (t )) = J̄ (t+1 ). 
The first equality is the definition of the semi-naïve algorithm, while the second equality uses 
the induction hypothesis J (t ) = J̄ (t ). The third equality is based on Equation ( 59 ), J̄ (t ) ⊕ (F ( J̄ (t )) ⊖
J̄ (t )) = F ( J̄ (t )), which holds, because J̄ (t ) ⊑ J̄ (t+1 ) = F ( J̄ (t )). Finally, the last equality is by the defi- 
nition of the naïve algorithm. !

6.3 The Differential Evaluation Rule 
As described, the semi-naïve algorithm is no more efficient than the naïve algorithm. Its advantages 
come from the fact that we can compute the difference 

δ (t ) ← F (J (t )) ⊖ J (t ) (62) 
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incrementally without computing the ICO F . Recall that the datalog ◦ program consists of n
rules T i :- F i (T 1 , . . . , T n ), one for each IDB T 1 , . . . , T n , where F i is a sum-sum-product expres- 
sion (Equation ( 26 ) in Section 4 ), and the ICO is the vector of the sum-sum-product expressions, 
F = (F 1 , . . . , F n ). The difference ( 62 ) consists of computing the following differences, for i = 1 , n: 

δ (t )i ← F i (T (t )1 , . . . , T (t )n ) ⊖ T (t )i . (63) 
For the purpose of incremental evaluation, we will assume w.l.o.g. that each T j occurs at most once 
in any sum-product term of F i ; otherwise, we give each occurrence of T j in ( 63 ) a unique name; 
see Example 6.6 below for an illustration. Therefore, F i is affine 9 in each argumentT j . Notice that, 
when t ≥ 1 , then T (t )j = T (t−1 )

j ⊕ δ (t−1 )
j for j = 1 , n, and T (t )i = F i (T (t−1 )

1 , . . . , T (t−1 )
n ). We prove: 

Theorem 6.5 (The Differential Rule). Assume that the sum-sum-product expression 
F i (T 1 , . . . , T n ) is affine in each argument T j . Then, when t ≥ 1 , the difference ( 63 ) can be computed as 
follows: 

δ (t )i ← 
( ⊕

j= 1 ,n F i (T (t )1 , . . . , T (t )j−1 , δ (t−1 )
j , T (t−1 )

j+1 , . . . , T (t−1 )
n )

) 
⊖ T (t )i . (64) 

Furthermore, if the sum-sum-product F i can be written as F i (T 1 , . . . , T n ) = E i ⊕ G i (T 1 , . . . , T n ), where 
E i is independent of T 1 , . . . , T n (i.e., it depends only on the EDBs), then Equation ( 64 ) can be further 
simplified to: 

δ (t )i ← 
( ⊕

j= 1 ,n G i (T (t )1 , . . . , T (t )j−1 , δ (t−1 )
j , T (t−1 )

j+1 , . . . , T (t−1 )
n )

) 
⊖ T (t )i . (65) 

The significance of the theorem is that it replaces the expensive computation F i (T (t )1 , . . . , T (t )n )
in ( 63 ) with several computations F i (· · · ) (or G i (· · · )), where one argument is δ j instead of T j . This 
is usually more efficient, because δ j is much smaller than T j . 

Proof. To reduce clutter, we will write T j for T (t−1 )
j and δ j for δ (t−1 )

J . Therefore, T (t )j = T j ⊕ δ j , 
and the difference ( 63 ) becomes: 

δ (t )i ← F i (T 1 ⊕ δ1 , . . . , T n ⊕ δn ) ⊖ F i (T 1 , . . . , T n ). (66) 
Fix one IDB predicate T j . Since F i is affine in T j , we can write it as F j (. . . , T j , . . . ) = E i j ⊕ G i j (T j ), 
where E i j does not contain T j , and each sum-product in G i j contains exactly one occurrence of 
T j . This representation of F i depends on the IDB T j , hence, we index E i j , G i j by both i and j. 
Therefore, 

F i (. . . , T j ⊕ δ j , . . . ) = E i j ⊕ G i j (T j ⊕ δ j ) = E i j ⊕ G i j (T j ) ⊕ G i j (δ j )
= (E i j ⊕ G i j (T j )) ⊕ (E i j ⊕ G i j (δ j )) = F i (. . . , T j , . . . ) ⊕ F i (. . . , δ j , . . . ), 

because ⊕ is idempotent, E i j ⊕ E i j = E i j . Therefore, we have: 
F i (T 1 ⊕ δ1 , . . . , T n ⊕ δn ) = F i (T 1 , T 2 , . . . , T n )

⊕ F i (δ1 , T 2 , . . . , T n )
⊕ F i (T 1 ⊕ δ1 , δ2 , . . . , T n )
. . . 
⊕ F i (T 1 ⊕ δ1 , T 2 ⊕ δ2 , . . . , δn ). 

9 In the datalog context, “linear” is often used instead of “affine.”
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We substitute this in the difference ( 66 ), then cancel the first term F i (T 1 , . . . , T n ) by using iden- 
tity ( 60 ) and obtain 

δ (t )i ← 
( ⊕

j= 1 ,n F i (T 1 ⊕ δ1 , . . . , T j−1 ⊕ δ j−1 , δ j , T j+1 , . . . , T n )
) 
⊖ F i (T 1 , . . . , T n ). 

This proves equality ( 64 ). 
To prove ( 65 ), we observe that both F i (T (t )1 , . . . , T (t )j−1 , δ (t−1 )

j , T (t−1 )
j+1 , . . . , T (t−1 )

j ) = E i ⊕ G i (· · · ) and 
T (t )i = E i ⊕ G i (· · · ) contain the common term E i , and therefore, we can use identity ( 60 ) to cancel 
E i , replacing each F i with G i . !

We end this section with a short example. 
Example 6.6 (Quadratic Transitive Closure). Consider the following non-linear datalog program 

computing the transitive closure: 
T (x , y) :- E(x , y) ∨ (∃ z : T (x , z) ∧ T (z, y)). 

The semi-naïve algorithm with the differential rule ( 65 ) proceeds as follows: It initializes T (0 ) = ∅ 
and δ (0 ) = E, then repeats the following instructions for t = 1 , 2 , . . . : 

δ (t )(x , y)← (∃ z : δ (t−1 )(x , z) ∧ T (t−1 )(z, y)) ∨ (∃ z : T (t )(x , z) ∧ δ (t−1 )(z, y)) \ T (t )(x , y)
T (t+1 )(x , y)← T (t )(x , y) ∨ δ (t )(x , y). 

6.4 Discussion 
The semi-naïve algorithm immediately extends to stratified datalog ◦ (see Section 4.5 ) by applying 
the algorithm to each stratum. 

Our differential rule ( 64 ) or ( 65 ) is not the only possibility for incremental evaluation. It has the 
advantage that it requires only n computations of the sum-sum-product expression F i , where n
is the maximum number of IDBs that occur in any sum-product of F i . But these expressions use 
both the previous IDBs T (t−1 )

j and current IDBs T (t )j , which, one can argue, is not ideal, because the 
newer IDB instances are slightly larger than the previous ones. An alternative is to use the 2 n − 1 
discrete differentials of F i , which use only the previous IDBs T (t−1 )

j , at the cost of increasing the 
number of expressions. Yet a more sophisticated possibility is to use higher-order differentials, as 
pioneered by the DBToaster project [ 45 ]. 

The techniques described in this section required the POPS to be a complete, distributive dioid. 
The attentive reader may have observed that the semi-naïve Algorithm 3 only needs to compute 
a difference b ⊖ a when a ⊑ b. This opens the question whether the semi-naïve algorithm can be 
extended beyond complete, distributive dioids, with a more restricted definition of ⊖. We leave 
this for future work. 
7 POPS AND THE WELL-FOUNDED MODEL 
Our main motivation in this article was to extend datalog to allow the interleaving of aggregates 
and recursion. We have seen that by choosing different POPS, one can capture different kinds of 
aggregations. A large literature on datalog is concerned, however, with a different extension: the 
interleaving of negation and recursion. It turns out that a certain POPS can also be used to interpret 
datalog programs with negation; we give the details in this section. 

Let us briefly review the most important approaches to extend datalog with negation. The sim- 
plest is stratified datalog , which is the most commonly used in practice, but has limited expressive 
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Fig. 4. Example graph with edges E = {(a, b), (a, c), (b, a ), (c, d), (c, e), (d, e), (e, f )}, used for the win-move 
game. 
power [ 48 ]. Gelfond and Lifschitz [ 30 ] introduced stable model semantics , which has been used in 
constraint satisfaction systems like DLV [ 53 ] but has high data complexity, making it unsuitable 
for large-scale data analytics. One possibility is to simply allow the ICO to be non-monotone [ 49 ], 
but this leads to an operational, non-declarative semantics. The extension most related to our ar- 
ticle is the well-founded semantics , introduced by Van Gelder et al. [ 29 ] and refined in References 
[ 21 , 23 , 28 , 67 ] (see the survey cited in Reference [ 24 ]). This semantics can be described in terms of 
an alternating fixpoint [ 28 ], and therefore it is tractable. Przymusinski [ 68 ] extended the semantics 
from 2-valued to 3-valued (thus, allowing atoms to be true, false, or undefined) and proved that 
every program has a 3-valued well-founded model that is also the minimal 3-valued stable model. 
Fitting [ 20 ] extended this result to allow 4-valued logics (to handle contradiction) and other bilat- 
tices. In this section, we briefly review the well-founded model and illustrate its connection to the 
least fixpoint semantics of datalog ◦ on the POPS THREE, introduced in Section 2.5.2 . 
7.1 Review of the Well-founded Model 
Instead of a formal treatment, we prefer to describe the well-founded model on a particular ex- 
ample: the win-move game, which has been extensively studied in the literature as a prototypical 
datalog program with negation that cannot be stratified [ 2 ]. Two players play the following peb- 
ble game on a graph E(X , Y ). The first player places the pebble on some node. Players take turns 
and move the pebble, which can only be moved along an edge. A player who cannot move loses. 
The problem is to compute the set of winning position for the first player. This set is expressed 
concisely by the following rule: 

W in(X ) :- ∃ Y (E(X , Y ) ∧ ¬ W in(Y )). (67) 
This is a datalog program with negation. Its ICO is no longer monotone, and the standard least 
fixpoint semantics no longer applies. 

The well-founded model circumvents this problem. It admits several, equivalent definitions; we 
follow here the alternating fixpoint semantics from Reference [ 28 ]. Consider the grounding of the 
win-move program based on the graph shown in Figure 4 . To reduce clutter, we write W (X ) for 
W in(X ), and W (X ) for not (W in(X )). We also write “= ” for :- . Since E(X , Y ) = 1 whenever the 
edge (X , Y ) is present and E(X , Y ) = 0 otherwise, the grounded program is: 
W (a) = (E(a , a ) ∧ W (a)) ∨ (E(a, b) ∧ W (b)) ∨ (E(a, c) ∧ W (c)) ∨ (E(a, d ) ∧ W (d )) ∨ (E(a, e) ∧ W (e)) ∨ (E(a, f ) ∧ W (f ))

= W (b) ∨ W (c)
W (b) = (E(b, a) ∧ W (a)) ∨ (E(b , b ) ∧ W (b)) ∨ (E(b, c) ∧ W (c)) ∨ (E(b, d ) ∧ W (d )) ∨ (E(b , e ) ∧ W (e)) ∨ (E(b, f ) ∧ W (f ))

= W (a)
W (c) = W (d ) ∨ W (e)
W (d ) = W (e)
W (e) = W (f )
W (f ) = 0 . 

The rule for W (a ) was obtained by substituting the existential variable Y with each node 
a, b, c, d, e , then we simplified it, noting that E(a, b) = E(a, c) = 1 and E(a, a ) = E(a, d) = E(a, e) = 0 ; 
similarly for W (b). For the other grounded rules, we show only the final, simplified form. 
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The alternating fixpoint semantics consists of computing a sequence J (t ), t ≥ 0 of standard, 2- 

valued IDB instances, where J (0 ) = ∅, and J (t+1 ) is obtained by first replacing each negative atom in 
every ground rule by its Boolean value according to J (t ), then J (t+1 ) is defined as the least fixpoint 
of the resulting, monotone program. In the above example, we thus get the following sequence of 
truth assignments: 

W (a ) W (b) W (c) W (d) W (e) W (f )
J (0 ) = 0 0 0 0 0 0 
J (1 ) = 1 1 1 1 1 0 
J (2 ) = 0 0 0 0 1 0 
J (3 ) = 1 1 1 0 1 0 
J (4 ) = 0 0 1 0 1 0 
J (5 ) = 1 1 1 0 1 0 = J (3 )
J (6 ) = 0 0 1 0 1 0 = J (4 ). 

The following holds: J (0 ) ⊆ J (2 ) ⊆ J (4 ) ⊆ · · · ⊆ J (5 ) ⊆ J (3 ) ⊆ J (1 ). In other words, the even- 
numbered instances form an increasing chain, while the odd-numbered instances form a de- 
creasing chain. Their limits, denote them by L = ⋃t J (2 t ) and G = ⋂t J (2 t+1 ), are the least fix- 
point and the greatest fixpoint, respectively, of a certain monotone program; see Reference [ 28 ]. 
The well-founded model is defined as consisting of all positive literals in L and all negative lit- 
erals missing from G. In our example, the well-founded model is { W (c ), W (e), W (d), W (f )}, be- 
cause L = J (4 ) = { W (c ), W (e)} and G = J (3 ) = {W (a ), W (b), W (c), W (e)}, and its complement is 
{W (d), W (f )}. Alternatively, the well-founded model can be described as assigning the value 1 
to the atoms W (c), W (e), the value 0 to the atoms W (d), W (f ), and the value ⊥ (undefined) to 
W (a ), W (b). 
7.2 The POPS THREE 
Building on earlier work by Przymusinski [ 68 ], Fitting [ 20 ] describes the following three-valued 
semantics of logic programs with negation: Starting from Kleene’s 3-valued logic {0 , 0 . 5 , 0 }, 
where ∨ , ∧ , ¬ are max , min , 1 − x , respectively [ 22 ], he defined two order relations on the set 
THREE = {⊥ , 0 , 1 }: 

The truth order: 0 ≤t ⊥ ≤t 1 
The knowledge order: ⊥ ≤k 0 ⊥ ≤k 1 . 

The truth order is the same order as in Kleene’s 3-valued logic, and, for this purpose, the value ⊥ 
can be interpreted as 0.5. This is also the standard 3-valued logic used in SQL. Fitting argued that, 
instead of interpreting logic programs using the truth order, where negation is not monotone, one 
should interpret them using the knowledge order, where negation is monotone. 

Fitting’s semantics coincides, sometimes, with the well-founded model. It also coincides with the 
least fixpoint of datalog ◦ interpreted over the POPS THREE, which we illustrate next. Recall from 
Section 2.5.2 that THREE def 

= ({⊥ , 0 , 1 }, ∨ , ∧ , 0 , 1 , ≤k ) is a POPS where the semiring operations are 
the lub ∨ and the glb ∧ of the truth order, and where the order relation is the knowledge order ≤k . In 
particular, we have x ∧ 0 = 0 and x ∨ 1 = 1 for every x including x = ⊥ . Hence, ∧ is absorbing, i.e., 
THREE constitutes a semiring and should not be confused with the POPS B ⊥ def 

= B ∪ { ⊥} that we 
get by lifting the Booleans analogously to lifting the integers and reals to N ⊥ and R ⊥ , respectively. 
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Fig. 5. Orders ≤k and ≤t in the bilattice FOUR [ 21 ]. 
The following datalog ◦ program is the win-move game ( 67 ) over the POPS THREE: 

W in(Y ) :- ⊕
Y E(X , Y ) ∧ not (W in(Y )). 

Here, not is a monotone function w.r.t. ≤k defined as not (0 ) = 1 , not (1 ) = 0 , and not (⊥) = ⊥ . The 
fixpoint semantics computes a sequence of IDB instances W (0 ) ⊑ W (1 ) ⊑ W (2 ) ⊑ · · ·, shown here: 

W (a ) W (b) W (c) W (d) W (e) W (f )
W (0 ) = ⊥ ⊥ ⊥ ⊥ ⊥ ⊥ 
W (1 ) = ⊥ ⊥ ⊥ ⊥ ⊥ 0 
W (2 ) = ⊥ ⊥ ⊥ ⊥ 1 0 
W (3 ) = ⊥ ⊥ ⊥ 0 1 0 
W (4 ) = ⊥ ⊥ 1 0 1 0 = W (5 ). 

The least fixpoint W (4 ) is the same as the well-founded model of the win-move program ( 67 ). 
7.3 Discussion 
It should be noted that Fitting’s 3-valued interpretation of logic programs (and, likewise, datalog ◦
over the POPS THREE) does not always yield the well-founded semantics. In fact, in general, it 
does not even coincide with the minimal model semantics of datalog without negation. To see this, 
consider the following datalog program (or, equivalently, datalog ◦ program): 

P(a ) :- P(a ). 
In the minimal model of this datalog program (and, equivalently, when considering this datalog ◦
program over the POPS B), we have P(a ) = 0 . In contrast, Fitting’s 3-valued semantics (and, equiv- 
alently, datalog ◦ over the POPS THREE) yields P(a ) = ⊥ . In Reference [ 24 ], Fitting asks “Which 
is the ‘right’ choice?” and he observes that a case can be made both for setting P(a ) = 0 and for 
setting P(a ) = ⊥ . He thus concludes that the “intended applications probably should decide.”

In References [ 21 , 23 ], Fitting further extended his approach to Belnap’s four-valued logic FOUR 
and, more generally, to arbitrary bilattices. FOUR = ({⊥ , 0 , 1 , ⊤}, ≤t , ≤k ) constitutes the simplest 
non-trivial, complete bilattice, where the additional truth value ⊤ denotes “both false and true.”
We thus have a complete lattice both w.r.t. the truth order 0 ≤t ⊥ , ⊤ ≤t 1 and w.r.t. the knowl- 
edge order ⊥ ≤k 0 , 1 ≤k ⊤ , which are visualized in Figure 5 (cf. Reference [ 21 ], Figure 1). The not 
function is readily extended to ⊤ by setting not (⊤) = ⊤ . It can be shown that the additional truth 
value ⊤ has no effect on the fixpoint iteration w.r.t. ≤k that we considered above for the POPS 
THREE. In fact, Fitting showed that ⊤ can never occur as truth value in the least fixpoint w.r.t. ≤k 
(cf. Reference[ 21 ], Proposition 7.1). We note that FOUR is also a POPS, where the semiring opera- 
tions ⊕, ⊗ are the glb and lub of the truth order, and the partial order of the POPS is the knowledge 
order. 
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8 RELATED WORK 
To empower datalog, researchers have proposed amendments to make datalog capable of express- 
ing some problems with greedy solutions such as APSP and MST (Minimum Spanning Tree) . 
Most notably, the non-deterministic choice construct was extensively studied early on [ 34 –36 ]. 
While datalog+choice is powerful, its expression and semantics are somewhat clunky, geared to- 
wards answering optimization questions (greedily). In particular, it was not designed to deal with 
general aggregations. 

To evaluate recursive datalog ◦ program is to solve fixpoint equations over semirings, which 
was studied in the automata theory [ 51 ], program analysis [ 12 , 63 ], and graph algorithms [ 9 , 55 , 
56 ] communities since the 1970s (see References [ 33 , 41 , 52 , 72 , 88 ] and references therein). The 
problem took slightly different forms in these domains, but at its core, it is to find a solution to the 
equation x = f(x ), where x ∈ S n is a vector over the domain S of a semiring, and f : S n → S n has 
multivariate polynomial component functions. 

When f is affine (what we called linear in this article), researchers realized that many problems 
in different domains are instances of the same problem, with the same underlying algebraic struc- 
ture: transitive closure [ 82 ], shortest paths [ 25 ], Kleene’s theorem on finite automata and regular 
languages [ 44 ], continuous dataflow [ 12 , 43 ], and so on. Furthermore, these problems share the 
same characteristic as the problem of computing matrix inverse [ 7 , 31 , 77 ]. The problem is called 
the algebraic path problem [ 72 ], among other names, and the main task is to solve the matrix fix- 
point equation X = AX + I over a semiring. 

There are several classes of solutions to the algebraic path problem, which have pros and cons 
depending on what we can assume about the underlying semiring (whether or not there is a closure 
operator, idempotency, natural orderability, etc.). We refer the reader to References [ 33 , 72 ] for 
more detailed discussions. Here, we briefly summarize the main approaches. 

The first approach is to keep iterating until a fixpoint is reached; in different contexts, this has 
different names: the naïve algorithm, Jacobi iteration, Gauss-Seidel iteration, or Kleene iteration. 
The main advantage of this approach is that it assumes less about the underlying algebraic struc- 
ture: We do not need both left and right distributive law and do not need to assume a closure 
operator. 

The second approach is based on Gaussian elimination (also, Gauss-Jordan elimination), which, 
assuming we have oracle access to the solution x ∗ of the 1D problem x = 1 + ax , can solve the 
algebraic path problem in O(n 3 )-time [ 52 , 72 ]. 

The third approach is based on specifying the solutions based on the free semiring generated 
when viewing A as the adjacency matrix of a graph [ 78 ]. The underlying graph structure (such as 
planarity) may sometimes be exploited for very efficient algorithms [ 55 , 56 ]. 

Beyond the affine case, since the 1960s, researchers in formal languages have been studying 
the structure of the fixpoint solution to x = f (x) when f ’s component functions are multivariate 
polynomials over the Kleene algebra [ 50 , 65 , 66 ]. It is known, for example, that Kleene iteration 
does not always converge (in a finite number of steps), and thus methods based on Galois con- 
nection or on widening/narrowing approaches [ 13 ] were studied. These approaches are (discrete) 
lattice-theoretic. More recently, a completely different approach drawing inspiration from New- 
ton’s method for solving a system of (real) equations was proposed [ 19 , 41 ]. 

Recall that Newton’s method for solving a system of equations д(x) = 0 over reals is to start 
from some point x 0 , and at time t we take the first order approximation д(x) ≈ д t (x) : = д(x t ) +
д ′ (x t )(x − x t ) and set x t+1 to be the solution of д t (x) = 0 , i.e., x t+1 = x t − [д ′ (x t )]−1 д(x t ). Note 
that in the multivariate case д ′ is the Jacobian, and [д ′ (x t )]−1 is to compute matrix inverse. In 
beautiful papers, Esparza et al. [ 19 ] and Hopkins and Kozen [ 41 ] were able to generalize this idea 
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to the case when д(x) = f (x) − x is defined over ω-continuous semirings. They were able to define 
an appropriate minus operator, derivatives of power series over semirings, matrix inverse, and 
prove that the method converges at least as fast as Kleene iteration, and there are examples where 
Kleene iteration does not converge, while Newton’s method does. Furthermore, if the semiring is 
commutative and idempotent (in addition to being ω-continuous), then Newton’s method always 
converges in n Newton steps. Each Newton step involves computing the Jacobian д ′ and computing 
its inverse, which is exactly the algebraic path problem! 

Recently, semi-naïve evaluation has been extended for a higher-order functional language called 
Datafun [ 6 ]. The book cited in Reference [ 33 ] contains many fundamental results on algebraic 
structures related to semirings and computational problems on such structures. 
9 CONCLUSIONS 
A massive number of application domains demand that we move beyond the confines of the 
Boolean world: from program analysis [ 12 , 63 ], graph algorithms [ 9 , 55 , 56 ], provenance [ 38 ], 
formal language theory [ 51 ], to machine learning and linear algebra [ 1 , 70 ]. Semiring and poset 
theory—of which POPS is an instance—is the natural bridge connecting the Boolean island to these 
applications. 

The bridge helps enlarge the set of problems datalog ◦ can express in a very natural way. The 
possibilities are endless. For example, amending datalog ◦ with an interpreted function such as sig- 
moid will allow it to express typical neural network computations. Adding another semiring to the 
query language (in the sense of FAQ [ 4 ]) helps express rectilinear units in modern deep learning. 
At the same time, the bridge facilitates the porting of analytical ideas from datalog to analyze con- 
vergence properties of the application problems and to carry over optimization techniques such 
as semi-naïve evaluation. 

This article established part of the bridge. There are many interesting problems left open; we 
mention a few here. 

The question of whether a datalog ◦ program over p-stable POPS converges in polynomial time 
in p and the size of the input database is open. This is open even for linear programs. Our result 
on Trop p in Section 5 indicates that the linear case is likely in PTIME. 

We have discussed in Section 4 several extensions to datalog ◦ that we believe are necessary in 
practice. It remains open whether our convergence results continue to hold for those extensions. 

Two of the most important extensions of datalog/logic programming are concerned with nega- 
tion and aggregation. Various semantics have been proposed in the literature for these extensions; 
see References [ 57 ] and [ 58 ] for overviews of the various approaches. As discussed in Section 7 , 
negation can be added to datalog ◦ as an interpreted predicate. In particular, Fitting’s three-valued 
semantics [ 20 ] of datalog with negation can thus be naturally captured in datalog ◦ by an appro- 
priate choice of the POPS. However, the question remains if we can also extend results for other 
semantics (above all well-founded semantics [ 29 ] and stable model semantics [ 30 ]) from general 
datalog/logic programming to datalog ◦ with negation. 

The extension of datalog with aggregation was one of the original motivations for considering 
datalog over semirings [ 71 ]. Analogously to datalog with negation, also for datalog with aggrega- 
tion, several semantics have been proposed [ 58 ]. Again, it remains a question for future work if 
we can extend our results on datalog ◦ to the various semantics of datalog with aggregation. 

More generally, a systematic study of the expressive power of datalog ◦ is left for future work. 
While we have powerful tools (see, e.g., Reference [ 54 ]) for analyzing the expressive power of 
various logics (or, equivalently, of various query languages over the Boolean semiring) and pin- 
pointing their limits, the formal study of the expressive of query languages over semirings has 
barely started. In their recent work [ 8 ], Brinke et al. have extended Ehrenfeucht-Fraïssé games to 
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first-order logic over semirings. The extension of such tools to other query languages over semir- 
ings, including datalog ◦, would be a natural next step. 

Beyond exact solution and finite convergence, as mentioned in the introduction, it is natural 
in some domain applications to have approximate fixpoint solutions, which will allow us to trade 
off convergence time and solution quality. A theoretical framework along this line will go a long 
way towards making datalog ◦ deal with real machine learning, linear algebra, and optimization 
problems. 
APPENDICES 
A LOWER BOUND FOR THEOREM 3.4 

Proof of the Lower Bound. To keep the notation simple, we will choose p 1 = p 2 = · · · = p n = 
p below. It is straightforward to extend this case to arbitrary values p 1 , p 2 , . . . , p n . Moreover, we 
may restrict ourselves to the case p ≥ 1 , since the lower bound for p = 0 is trivial. We define n 
posets L 1 , . . . , L n , and functions f 1 , . . . , f n of types f i : ∏j= 1 ,n L j → L i , as follows: For every i ∈ 
[n], let L i def 

= {a (i)j | j ∈ N} with the linear order a (i)0 < a (i)1 < a (i)2 < · · ·. By slight abuse, we will 
simply write L i = N with the understanding that, in L i , integer j actually stands for a (i)j . Only 
when it comes to the definition of the c-clone and we have to take care of type-compatibilities, it 
will be important to keep in mind that the L i ’s are pairwise distinct. 

For every i ∈ [n], we define the function f i : ∏j= 1 ,n L j → L i by setting f i (c 1 , . . . , c n ) = d i via 
the following case distinction: 

(1) Case i < n: 
(a) if c i+1 ≥ p i+1 then d i = p i ; 
(b) else d i = ⌊c i+1 /p⌋. 

(2) Case i = n: 
(a) if there exists j ∈ [n] with c j ≥ p j then d n = p n ; 
(b) else if c n ≥ (c n−1 + 1 ) · p then d n = c n ; 
(c) else if c n > c n−1 · p then d n = c n + 1 ; 
(d) else if there exists j < n − 1 with c j · p n−j < c n−1 · p then d n = c n−1 · p; 
(e) else d n = c n−1 · p + 1 ; 

Let h = (f 1 , . . . , f n ) and m ≥ 0 . It is easy to verify that the sequence h (m)(0 , . . . , 0 ) with h = 
(f 1 , . . . , f n ) and m ≥ 0 consists of all n-tuples (c 1 , . . . , c n ) with 0 ≤ c i ≤ p i in ascending lexico- 
graphical order. The sequence is depicted in Figure 6 . For every i , the ith component is incre- 
mented until the limit p i is reached. Moreover, with each application of h , we only increment one 
component. Hence, function h indeed has stability index p + p 2 + p 3 + · · · + p n . 

It remains to show that the functions h, f 1 , . . . , f n are part of a c-clone C , such that every func- 
tion f : L i → L i in C is p-stable. We choose C as the smallest c-clone containing the functions 
h, f 1 , . . . , f n . We have to show that every function f : L i → L i in C is p-stable and that all func- 
tions in C are monotone. 

Intuition. Before we prove these properties, we discuss the rationale behind the above definition 
of the functions f i . The main challenge here is, that the functions f i have to be defined over the 
entire domain, i.e., we also have to consider value combinations (c 1 , . . . , c n ) that are never reached 
by h (m)(0 , . . . , 0 ). An inspection of the sequence h (m)(0 , . . . , 0 ) shows that, for every i < n, com- 
ponent c i+1 may only range from c i · p to (c i + 1 ) · p. Equivalently, c i is fully determined by the 
value of c i+1 , namely, c i = ⌊c i+1 /p⌋. Hence, in Case 1.b, we set f i (c 1 , . . . , c n ) = ⌊c i+1 /p⌋. However, 
in Case 1.a, we first have to make sure that f i (c 1 , . . . , c n ) never takes a value above p i . 
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Fig. 6. Sequence of tuples produced by h (m)(0 , . . . , 0 ). 
Similarly, in Case 2.a, whenever one of c j has reached its upper bound p j (or is even greater), 

then we also set f n (c 1 , . . . , c n ) to its upper bound, i.e., p n . Of course, in the sequence produced by 
h (m)(0 , . . . , 0 ), the jth component can never take a value > p j and also the value p j itself is only 
possible if the nth component has already reached p n . 

After having excluded the case of an excessively big component c j in Case 2.a, we still have to 
distinguish 4 further cases: We have already observed above that the (i + 1 )-st component can only 
take values in the interval [c i · p, (c i + 1 ) · p]. That is, c n may only take values in [c n−1 · p, (c n−1 +
1 ) · p]. Hence, if c n ≥ (c n−1 + 1 ) · p, then we must not further increase c n . This is taken care of by 
Case 2.b. In fact, in the sequence h (m)(0 , . . . , 0 ), we first have to increase c n−1 and possibly further 
components to the left, before we may continue incrementing c n . The incrementation of c n , as 
long as c n is in the allowed range, is realized via Case 2.c. 

Cases 2.d and 2e only apply if c n ≤ c n−1 · p holds. Both cases cover two kinds of situations: c n = 
c n−1 · p, which may occur in the sequence h (m)(0 , . . . , 0 ), and c n < c n−1 · p, which cannot occur in 
this sequence. For the case c n = c n−1 · p, recall that c n may only take values in [c n−1 · p, (c n−1 + 1 ) ·
p]. An inspection of the sequence h (m)(0 , . . . , 0 ) shows that also the components c j with j < n − 1 
impose a restriction on the allowed values of c n , namely: for all j < n − 1 , component c n must be 
in the interval [c j · p n−j , (c j + 1 ) · p n−j ]. Hence, if c n = c n−1 · p, then we have to distinguish the two 
cases, if we must keep c n unchanged and first increment a component c j to the left of c n−1 (i.e., 
Case 2.d) or if we may continue incrementing c n (i.e., Case 2.e). 

Cases 2.d and 2e also cover the case c n < c n−1 · p, which can never occur in h (m)(0 , . . . , 0 ). When 
defining f n (c 1 , . . . , c n ) in this case, we have to make sure that f n is monotone and every function 
f : L n → L n in C is p-stable. This goal is achieved via Cases 2.d and 2e by treating c n < c n−1 ·
p in the same way as c n = c n−1 · p. The following example illustrates why this makes sense: let 
p = 3 and n = 3 , and consider the tuple (2 , p, 0 ). The third component c 3 = 0 is clearly below the 
interval of allowed values [p 2 , p 2 + p] by c 2 = p. When choosing an appropriate value for f 3 (2 , p, 0 ), 
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we must be careful so as not to destroy monotonicity. In particular, by f 3 (0 , 0 , 0 ) = 1 , we have to 
choose f 3 (2 , p, 0 ) ≥ 1 . However, when choosing a concrete value ≥ 1 , we also have to keep the p- 
stability of all functions f : L n → L n in C in mind. In particular, consider the function f obtained 
from f 3 when fixing the first two components to constants 2 and p, i.e., f (x) = f 3 (2 , p, x). We 
cannot simply set f 3 (2 , p, 0 ) = 1 , i.e., f (0 ) = 1 for the following reason: consider the tuple (2 , p, 1 ). 
By monotonicity, we have to set f (1 ) = f 3 ((2 , p, 1 ) ≥ f 3 (0 , 0 , 1 ) = 2 . This argument can be repeated 
for f 3 (2 , p, x) for every x ≤ p 2 . To ensure p-stability of f , we have to choose f 3 (2 , p, 0 ) big enough 
so at most p − 1 further incrementations of c 3 are possible. That is why we simply treat f 3 (2 , p, 0 )
in the same way as f 3 (2 , p, p 2 ). 

We now prove that C defined as the smallest c-clone containing functions h, f 1 , . . . , f n has the 
desired properties in terms of monotonicity and p-stability: 

Proof of Monotonicity. We show that every function f i is monotone. From this, it follows easily 
that all functions in C are monotone. The case i < n will turn out rather simple. In contrast, the case 
i = n will require a more detailed analysis. The following observation will be helpful: no matter 
which of the Cases 2.b–2.e is used to define f n (c 1 , . . . , c n ), the inequations f n (c 1 , . . . , c n ) ≤ p n and 
f n (c 1 , . . . , c n ) ≥ c n and f n (c 1 , . . . , c n ) ≥ c n−1 · p always hold. This property is easy to verify by 
inspecting the definition of f n (c 1 , . . . , c n ) in each of the four Cases 2.b–2.e. 

Now consider two tuples (c 1 , . . . , c n ) and (c ′ 1 , . . . , c ′ n ) with the property (c 1 , . . . , c n ) ⊑ 
(c ′ 1 , . . . , c ′ n ), i.e., c j ≤ c ′ j for every j. To show f i (c 1 , . . . , c n ) ≤ f i (c ′ 1 , . . . , c ′ n ), we distinguish, which 
case of the definition of f i applies to (c 1 , . . . , c n ). 

Case 1: i < n. If (1.a) c i+1 ≥ p i+1 then also c ′ i+1 ≥ p i+1 and we have f i (c 1 , . . . , c n ) = p i = 
f i (c ′ 1 , . . . , c ′ n ). However, if (1.b) c i+1 < p i+1 , then f i (c 1 , . . . , c n ) = ⌊c i+1 /p ⌋ < p i . Hence, no matter 
whether f i (c ′ 1 , . . . , c ′ n ) is determined via Case 1.a or 1.b, the property f i (c 1 , . . . , c n ) ≤ f i (c ′ 1 , . . . , c ′ n )
is always guaranteed. 

Case 2: i = n. We analyze each of the Cases 2.a–2.e separately. 
Case 2.a. If there exists j ∈ [n] with c j ≥ p j then also c ′ j ≥ p j and we have f n (c 1 , . . . , c n ) = p n = 

f n (c ′ 1 , . . . , c ′ n ). 
Case 2.b. If c n ≥ (c n−1 + 1 ) · p then f n (c 1 , . . . , c n ) = c n ≤ p n . However, we either have 

f n (c ′ 1 , . . . , c ′ n ) = p n (if Case 2.a applies) or f n (c ′ 1 , . . . , c ′ n ) ≥ c ′ n (in all other cases) by the above ob- 
servation. Hence, f n (c 1 , . . . , c n ) ≤ f n (c ′ 1 , . . . , c ′ n ) clearly holds. 

Case 2.c. If c n > c n−1 · p then f n (c 1 , . . . , c n ) = c n + 1 ≤ p n . Again, recall that we either have 
f n (c ′ 1 , . . . , c ′ n ) = p n (if Case 2.a applies) or f n (c ′ 1 , . . . , c ′ n ) ≥ c ′ n (in all other cases). Hence, the only 
interesting case is that Case 2.a does not apply to f n (c ′ 1 , . . . , c ′ n ) and c ′ n = c n . We now show that, no 
matter which of the remaining Cases 2.b–2.e applies to f n (c ′ 1 , . . . , c ′ n ), we always get the desired 
inequation f n (c 1 , . . . , c n ) ≤ f n (c ′ 1 , . . . , c ′ n ). 

Note that we are dealing with the case c n < (c n−1 + 1 ) · p. Moreover, we are assuming c ′ n = c n 
and c ′ n−1 ≥ c n−1 . Hence, we also have c ′ n < (c ′ n−1 + 1 ) · p, which means that f n (c ′ 1 , . . . , c ′ n ) cannot 
be defined via Case 2.b. 

If f n (c ′ 1 , . . . , c ′ n ) is defined via Case 2.c, then f n (c ′ 1 , . . . , c ′ n ) = c ′ n + 1 holds and we are done. 
If one of the Cases 2.d or 2.e applies, then c ′ n−1 · p ≥ c ′ n must hold. In contrast, we are consider- 

ing the Case 2.c for f n (c 1 , . . . , c n ). That is, c n−1 · p < c n . Since we are assuming c ′ n = c n , we have 
c ′ n−1 > c n−1 or, equivalently, c ′ n−1 ≥ c n−1 + 1 . By the above observation, we have f n (c ′ 1 , . . . , c ′ n ) ≥
c ′ n−1 · p. However, since Case 2.b does not apply to f n (c 1 , . . . , c n ), we have c n < (c n−1 + 1 ) · p or, 
equivalently, c n + 1 ≤ (c n−1 + 1 ) · p. In total, this gives f n (c ′ 1 , . . . , c ′ n ) ≥ c ′ n−1 · p ≥ (c n−1 + 1 ) · p ≥
c n + 1 = f n (c 1 , . . . , c n ). 

Case 2.d. If there exists j < n − 1 with c j · p n−j < c n−1 · p then f n (c 1 , . . . , c n ) = c n−1 · p ≤ p n . 
However, we either have f n (c ′ 1 , . . . , c ′ n ) = p n (if Case 2.a applies) or f n (c ′ 1 , . . . , c ′ n ) ≥ c ′ n−1 ·
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p (in all other cases) by the above observation. Either way, f n (c 1 , . . . , c n ) ≤ f n (c ′ 1 , . . . , c ′ n )
holds. 

Case 2.e. If for all j < n − 1 : c j · p n−j ≥ c n−1 · p then f n (c 1 , . . . , c n ) = c n−1 · p + 1 ≤ p n . By the 
above observation, either f n (c ′ 1 , . . . , c ′ n ) = p n holds (if Case 2.a applies) or f n (c ′ 1 , . . . , c ′ n ) ≥ c ′ n−1 ·
p (in all other cases) holds. Hence, the only interesting case is that Case 2.a does not apply to 
f n (c ′ 1 , . . . , c ′ n ) and c ′ n−1 = c n−1 . We now show that, no matter which of the remaining Cases 2.b–2.e 
applies to f n (c ′ 1 , . . . , c ′ n ), we always get the desired inequation f n (c 1 , . . . , c n ) ≤ f n (c ′ 1 , . . . , c ′ n ). 

Case 2.b applies only if c ′ n ≥ (c ′ n−1 + 1 ) · p , thus f n (c ′ 1 , . . . , c ′ n ) = c ′ n . We are assuming p ≥ 1 ; 
hence, (c ′ n−1 + 1 ) · p ≥ c ′ n−1 · p + 1 holds. In total, we thus have f n (c ′ 1 , . . . , c ′ n ) = c ′ n ≥ c ′ n−1 · p + 1 ≥
c n−1 · p + 1 = f n (c 1 , . . . , c n ). 

If Case 2.c applies, then c ′ n > c ′ n−1 · p and we set f n (c ′ 1 , . . . , c ′ n ) = c ′ n + 1 . Hence, we have 
f n (c ′ 1 , . . . , c ′ n ) = c ′ n + 1 > c ′ n−1 · p + 1 ≥ c n−1 · p + 1 = f n (c 1 , . . . , c n ). 

Note that Case 2.d would mean that there exists j < n − 1 with c ′ j · p n−j < c ′ n−1 · p. However, this 
cannot happen by our current assumptions, namely: for every j: c ′ j ≥ c j , c n−1 = c ′ n−1 , and for all 
j < n − 1 : c j · p n−j ≥ c n−1 · p. 

Finally, if Case 2.e applies, then f n (c ′ 1 , . . . , c ′ n ) = c ′ n−1 · p + 1 . Together with c ′ n−1 = c n−1 and 
f n (c 1 , . . . , c n ) = c n−1 · p + 1 , we again have f n (c 1 , . . . , c n ) ≤ f n (c ′ 1 , . . . , c ′ n ). 

Proof of Stability. By choosing C as the minimal c-clone containing the functions h, f 1 , . . . , f n , we 
know that all functions f : L i → L i are of the form f c : L i → L i with c = (c 1 , . . . , c i−1 , c i+1 , . . . , c n )
and f c (x) = f i (c 1 , . . . , c i−1 , x , c i+1 , . . . , c n ) for some constants c j ∈ L j for every j ! i . We have to 
show that f (p)c (0 ) = f (p+1 )

c (0 ) holds. To this end, we distinguish which of the cases of the definition 
of f i applies to (c 1 , . . . , c i−1 , 0 , c i+1 , . . . , c n ). 

Case 1: i < n. If (1.a) c i+1 ≥ p i+1 then f (1 )c (0 ) = f i (c 1 , . . . , c i−1 , 0 , c i+1 , . . . , c n ) = p i = f (2 )c (0 ). Oth- 
erwise, f (1 )c (0 ) = f i (c 1 , . . . , c i−1 , 0 , c i+1 , . . . , c n ) = ⌊c i+1 /p⌋ = f (2 )c (0 ). 

Case 2: i = n. If f c (0 ) = f n (c 1 , . . . , c n−1 , 0 ) is determined via Case 2.a, then we have f (1 )c (0 ) = 
f n (c 1 , . . . , c n−1 , 0 ) = p n = f (2 )c (0 ). 

Case 2.b cannot apply, since this would require c n ≥ (c n−1 + 1 ) · p, which is impossible in case 
of c n = 0 . 

Case 2.c cannot apply either, since it would require c n > c n−1 · p, which is impossible in case of 
c n = 0 . 

If Case 2.d applies, then we have f (1 )c (0 ) = f n (c 1 , . . . , c n−1 , 0 ) = c n−1 · p. If we now apply f again, 
then we are still in Case 2.d, i.e., f (2 )c (0 ) = c n−1 · p = f (1 )c (0 ). 

Finally, if Case 2.e applies, then f (1 )c (0 ) = f n (c 1 , . . . , c n−1 , 0 ) = c n−1 · p + 1 holds. By the definition 
of f n , the last component cannot be incremented beyond c n−1 · p + p in this case. Hence, we indeed 
have f (p)c (0 ) = f (p+1 )

c (0 ). !

B PROOF OF LEMMA 5.6 
The proof follows the same line of reasoning as [ 19 ]. We use the same definition of the height of a 
parse tree T , namely, the number of edges on the longest path from the root to a leaf: for example, 
trees in Figure 3 have heights 1, 2, and 2, respectively. As usual, the internal nodes of a parse 
tree are labeled with non-terminals, and the leaves with terminals. Unlike [ 19 ], we do not need to 
label the internal nodes with pairs (x i , j) where x i is the non-terminal (variable) and j represents a 
monomial number in f i , but we label them only with the variable x i . This is sufficient because our 
terminal symbols a v ,i are in one-to-one correspondence with the monomials in the polynomial f i . 

Recall that each component (f (q)(0 ))i of f (q)(0 ) is a multivariate polynomial in the coefficients 
a = (a 1 , . . . , a M ) that occur in all polynomials f 1 , . . . , f N . When we repeatedly apply f , each 
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monomial a v 1 1 · · ·a v M 

M may appear multiple times in f (q)(0 ); in our Example 5.5 the monomial a 3 b 4 
appears 1 times in f (3 )(0 ), then 5 times in f (4 )(0 ). Let M (q)i be the bag of monomials occurring in 
(f (q)(0 ))i , and let N (q)i be the bag of yields of all derivation trees of depth ≤ q, i.e. {{ Y (T ) | T ∈ T i 

q } }. 
We prove by induction on q that M (q)i = N (q)i for all i = 1 , N . 

When q = 0 then both bags are empty. Assuming the statement holds for q ≥ 0 , we prove it 
for q + 1 . We prove that M (q+1 )

i ⊆ N (q+1 )
i ; the other direction is similar and omitted. By definition, 

(f (q+1 )(0 ))i = f i (f (q)(0 )), where f i is a sum of monomials, see Equation ( 37 ). Each monomial in 
f i has the form a j x ℓ 1 1 · · · x ℓ N 

N for some a j ∈ a and some vector of exponents (ℓ 1 , . . . , ℓ N ). Then, 
f i (f (q)(0 )) is a sum of expressions of the form: 

a j · (f (q)(0 ))ℓ 1 1 · · · (f (q)(0 ))ℓ N 
N (68) 

In other words, we have substituted each x j in ( 37 ) with (f (q)(0 ))j , which, in turn, is a sum of 
the monomials in the bag M (q)j . Thus, after expanding the expression ( 68 ), we obtain a sum of 
monomials m of the following form: 

m = a j ·m 1 ,1 · · ·m 1 ,ℓ 1 · · · · · ·m N ,1 · · ·m N ,ℓ N (69) 
where m j,k ∈ M (q)j . To summarize, each monomial m occurring in M (q+1 )

i can be uniquely obtained 
as follows: (a) choose one monomial a j x ℓ 1 1 · · · x ℓ N 

N in the polynomial f i , (b) for each j = 1 , N , and 
each k = 1 , ℓ k , choose one monomial m j,k in the bag M (q)j (a total of ∑j ℓ j choices). Given these 
choices, we define a unique 10 parse tree of depth q + 1 whose yield is m, as follows: (a ′ ) The root 
node is labeled with the production ( 38 ) associated to the monomial that we used in (a). (b ′ ) For 
each j = 1 , N and each k = 1 , ℓ j , we use the inductive hypothesis M (q)j = N (q)j and argue that the 
monomial m j,k ∈ M (q)j is in N (q)j , thus it is the yield of some parse tree T j,k of depth ≤ q. Then, we 
complete our parse tree by setting T j,k to be the (j, k)th child of the root node. This tree generates 
the following word: 

a j ·m 1 ,1 · · ·m 1 ,ℓ 1 · · · · · ·m N ,1 · · ·m N ,ℓ N 
This is equal to m in Equation ( 69 ), proving that m ∈ N (q+1 )

i and, thus, M (q+1 )
i ⊆ N (q+1 )

i . Contain- 
ment in the other direction is similar and omitted. 
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