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ABSTRACT
Fitness encompasses a diverse array of activities, including gym
sessions, home workouts, and various other forms of physical ex-
ercise. The importance of proper muscle movement remains con-
sistent across all these settings. Ensuring people do the physical
movements correctly, avoid injury, gain insights and maintain mo-
tivation is traditionally accomplished with the help of an expert
instructor. In the absence of an expert, the most common at-home
training methods are books, videos, or apps but they provide lim-
ited feedback. In this work, we introduce ARFit, an augmented
reality application that uses pose-tracking technology to capture
user exercise movements and provide feedback to ensure accurate
posture.

CCS CONCEPTS
• Human-centered computing! Human computer interac-
tion (HCI); Mixed / augmented reality.
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1 INTRODUCTION
Working out at home is increasingly popular among �tness minded
users due to convenience and lower cost. These workouts require
correct execution of movements to be e�ective and to avoid injury
[6, 11, 12, 17], for which feedback is critical.With newer AI technolo-
gies, several �tness solutions, including mobile apps, have emerged
in both research (e.g., [7, 20]) and industry [1, 2]. These apps and
devices assist users in their �tness activities, but the feedback they
provide tends to focus on sensing and measuring performance such
as hours spent exercising or heart rate during exercise. They do
not o�er feedback on a user’s movements. Individualized feedback
on body movements has been shown to enhance motivation, en-
gagement, and satisfaction [18]. While the Mirror [15] can send
recorded video to instructors for feedback, it is expensive and needs
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Figure 1: System pipeline: starting with camera data that is
processed to recover body pose, the system calculates errors
relative to an expert’s pose and provides detailed feedback
on joints and movements using natural language through
the integration of a LLM (ChatGPT 3.5).

a subscription for class access, requires booking and payment for
instructor-led training sessions, and is tied to a speci�c location.

In this work, we explore the design of ARFit, a mobile augmented
reality (AR) app that o�ers an inexpensive method to provide au-
tomated natural language feedback on a user’s body movements,
anytime and anywhere. YouMove [3] is a related work comprised
of a Kinect-based authoring system to record actions which are
manually edited. A corresponding training system uses a half-silver
mirror with graphic overlays for guidance and feedback. Other
research has explored audio AR for providing feedback on skating
movements [9], projection AR for strength training [13], and mir-
ror AR [14] for visualizing the teacher’s motion. In contrast, our
system automatically compares trainee/expert actions, provides
natural language feedback, and does not require additional hard-
ware to help democratize access to AI-based �tness support for
large audiences worldwide. While OneBody [10] o�ers �rst per-
son perspective feedback in VR, feedback in our system is akin to
looking in the mirror, commonly used in all gyms.

2 SYSTEM DESIGN AND IMPLEMENTATION
The system design includes three main components: (1) user and
expert joint extraction, (2) joint comparison, and (3) feedback. We
built our pipeline (Figure 1) for exercise feedback in AR on an iOS
mobile device using the Unity game engine.

Joint Extraction. Prior to the execution of the application, the
expert data is stored. We utilize PoseCamera, a Python SDK, to
extract the 2D joints from the camera data. In order to ensure
compatibility, we match the number of joints to ARFoundation,
a Unity framework for AR development [19]. The processed data
is serialized as an array of joint arrays into a JSON text �le. For
seamless integration, we store this �le within Unity Resources,
allowing it to be loaded and de-serialized in the AR app. To capture
the user’s exercise session, we use ReplayKit [5], allowing the user
to record, save, and view their recordings on their mobile device.
With ARFoundation and ARKit [4], we overlay a skeleton on the
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user’s video feed, to provide a visual representation of their body
pose/joints and exercise movements. For each frame of the recorded
exercise, we extract the pose joint positions and store them as an
array of joint arrays for further analysis.

Joint Comparison. To enable a comparison between the expert
and user skeletons, we normalize their alignment and scale. By
aligning the root node of the expert’s skeleton with that of the
user and adjusting the translation and scaling of expert joints, we
ensure consistent hip-width distance and root-to-head node dis-
tance for both, yielding equal horizontal and vertical scaling of the
user and expert skeletons. This alignment facilitates overlaying the
two skeletons for comparison while granting users the freedom in
recording their exercise videos from near or far. After normalization,
each recorded frame is assessed by calculating the Euclidean dis-
tance between the corresponding joints of the user and the expert.
Color-coded labels based on an empirically de�ned error threshold
to indicate the correctness of each joint.

Feedback. Once the exercise is complete, the user can receive
four diverse forms of feedback, including visual skeleton overlays,
human-like feedback generated by ChatGPT 3.5 turbo [16], and
progress updates. This multimodal feedback is designed to enhance
the user’s comprehension of the exercise and provide valuable in-
sights for improvement. First, they can choose to replay the exercise
video or watch it frame-by-frame, comparing their motions to that
of the expert. The left image in Figure 2 depicts a single frame where
the joints are color-coded based on their correctness. Second, they
are provided an exercise summary for each video that consists of a
skeleton with joints color-coded based on the most prevalent joint
coloring over the entire exercise. Third, the user is provided with
natural language feedback. We manually extracted key parts of the
exercise motion (a future version could use an AI model [8]) and
sent the joint coordinate arrays of the user and expert to ChatGPT
to receive personalized feedback in natural language mimicking
expert human feedback. An example response for an incorrect
jumping jack from ChatGPT says: “Comparing the leg positions,
the expert’s skeleton shows a wider leg stance during the jumping
jack, with the legs positioned further apart. In your skeleton, the
legs appear to be closer together." Lastly, the user is also able to see
their aggregate progress on their exercise over a three-day period.
The overall feedback consists of the count of green, yellow, and
red joints for a speci�c exercise over a span of three days. Addi-
tionally, text feedback informs users of their progress and allows
them to track improvements or setbacks compared to previous ex-
ercises (Figure 2). The joint-based progress feedback enables the
user to identify the most incorrect joint in their upper and lower
body and observe the progress of that joint over a three-day period.
This also includes detailed feedback on a speci�c joint. This allows
users to track their development over time providing a sense of
accomplishment and motivation as they see their advancements
and understand their progress towards achieving their goals.

3 LIMITATIONS AND FUTUREWORK
Our work establishes a foundation for leveraging mobile AR to
provide exercise feedback. While we use ChatGPT to enhance the
natural language feedback, a limitation of LLMs is their tendency

Figure 2: Left: User performing a jumping jack sees their
incorrect joints in yellow and red. Right: Progress over a 3-
day period for jumping jack performance.

to hallucinate, requiring a secondary validation method of the gen-
erated feedback. Our future version will provide realtime feedback
as the user is exercising and will integrate ChatGPT4 for improved
functionality on the speci�cs of feedback. Another future plan is
to integrate with existing health devices, such as smartwatches,
to broaden data collection and further personalize the user experi-
ence. By using deep learning to automatically identify and segment
exercises, we plan to eliminate the need for manual selection of
exercises, making the system mimic a workout session with a �t-
ness trainer. Lastly, we strive to improve pose tracking, addressing
challenges related to di�erent viewpoints between user and expert
data, background interference and limb overlap with multiple users
in the camera’s �eld of view that currently result in incorrect re-
construction. Beyond technical updates in future versions, we plan
to conduct a user study to understand if our app is helpful and get
feedback on the design of feedback modalities.

4 CONCLUSION
We introduced an AR app that uses human pose tracking to provide
feedback on exercise movements that are often missing when using
videos and apps. The workout summary, frame-by-frame compar-
ison, natural language feedback, and progress feature allows the
users to evaluate their motions, track progress, and perform the
exercise correctly. This can reduce the risk of injury, save money
on personal trainers, increase the user’s con�dence, and allow for
continuous improvement.
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