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Abstract 

 
Metal–organic frameworks (MOFs) are crystalline materials that self-assemble from 

inorganic nodes and organic linkers, and isoreticular chemistry allows for modular and 

synthetic reagents of various sizes. In this study, a MOF’s components—metal nodes 

and organic linkers—are constructed in a coarse-grained model from isotropic beads, re- 

taining the basic symmetries of the molecular components. Lennard-Jones and Weeks– 

Chandler–Andersen pair potentials are used to model attractive and repulsive particle 

interactions, respectively. We analyze the crystallinity of the self-assembled products 

and explore the role of modulators—molecules that compete with the organic linkers 

in binding to the metal nodes, and which we construct analogously—during the self- 

assembly process of defect-engineered MOFs. Coarse-grained simulation allows for the 
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uncoupling of experimentally interdependent variables to broadly map and determine 

essential MOF self-assembly conditions, among which are properties of the modulator: 

binding strength, size (steric hindrance), and concentration. Of these, the simulated 

modulator’s binding strength has the most pronounced effect on the resulting MOF’s 

crystal size. 

 

Introduction 

The ever-expanding field of metal–organic frameworks (MOFs) is propelled by isoreticular 

chemistry, i.e., the ability to vary the MOF components while retaining the same topological 

net.1–4 Metal-containing secondary building units (SBUs) and organic linkers are joined by 

strong bonds in a periodic repetition of the building units in a crystalline MOF.5 MOFs have 

vast applications—in chemical separations6 and gas storage,2,7,8 fuel cells, super-capacitors, 

and catalysis6,9–11—as a result of the variability of possible MOF components and the porous 

crystalline structure in which they grow. Producing molecules such that they form a given 

ordered, crystalline structure12 with defined and ideally tunable materials properties is at the 

heart of materials design, for which MOFs therefore provide an ideal medium. Furthermore, 

structural errors can become desirable features13 if their location and concentration can be 

controlled. Control of structural defects, i.e., defect engineering, along with control over the 

size and shape of crystalline materials, offers an opportunity to further tailor a synthesized 

material’s properties.14–20 One approach to introduce well-defined defects into MOFs is to 

incorporate modulators—monodentate ligands that compete with linkers in binding to node 

sites, forming modulator–linker substitution defects.21,22 Modulator-induced defect engineer- 

ing has been used to enhance the catalytic and gas sorption properties of MOFs and control 

their crystallite sizes and morphologies.23
 

With a vast selection of SBUs, linkers, modulators, and synthesis conditions, experimental 

sampling to determine desirable MOF structures and properties from the resulting combi- 

nation of parameters becomes infeasible. We can use coarse-grained simulations to build 
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models of MOFs and understand their self-assembly via a systematic reduction of molecular 

structures to representative “rigid bodies” composed of beads that capture the general in- 

termolecular forces and molecular geometry, allowing for the self-assembly of ordered MOF 

structures. The isoreticular property of MOFs lends itself to using simple structural con- 

structs of beads in simulation to represent the building units and functional groups with 

pair potentials used to mimic the intermolecular interactions between SBU and linker in 

solution. Previously, coarse-grained molecular dynamics have been used to simulate the 

synthesis of the covalent–organic frameworks (COFs), MOFs’ metal-free relatives, with the 

results suggesting experimental strategies for growing COFs with enhanced crystallinity.24
 

The Zn-carboxylate MOF PPF-125 (see Fig. 1a) is used as an instructive example system 

to establish design rules for the coarse-grained model for the simulation of MOF self-assembly. 

The coarseness of the simulated model, i.e., the degree to which the molecules’ structural 

and chemical properties are represented, impacts the degree of crystallinity of the assembled 

MOF (see Fig. 1d–i). Simulated modulator molecules—reagents used to control the assembly 

process and allowing for greater reversibility of MOF formation, i.e., to correct structural 

errors21,26–29—are introduced to understand defect formation along with tuning MOF reac- 

tivity and crystalline domain size. Two-dimensional MOF assembly not only reduces the 

degrees of freedom of this computational study, but also finds application in MOF synthesis 

on surfaces.30
 

In building a coarse-grained model, we are guided by the symmetry of the MOF, and we 

add a level of tunability to the simulated synthesis by introducing a modulator molecule. 

By simulating the MOF self-assembly via coarse-grained molecular dynamics simulations, 

we explore the influence of modulation on the crystallinity, resulting in the tuning of MOF 

properties through defect engineering. We also validate the fidelity of the model by relating 

our results to observed trends in MOF chemical synthesis. 
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Figure 1: (a) The structure of the two-dimensional (2D) Zn-MOF, (b) the corresponding 
topological net (sql-b), (c) the corresponding plane group (p4mm), as well as snapshots of 
self-assembly simulations of the 2D MOF with decreasing degrees of coarseness (d–f ) and 
their respective radial distribution functions (g–i). 

 

Self-Assembly Simulations 

Simulations were performed using the molecular dynamics algorithm implemented in the 

HOOMD-blue software package. 31 An NV T canonical ensemble was simulated, with a con- 

stant total system size of N = 882 particles (nodes, linkers, and modulators), employing 

a Langevin integrator and a Nosé–Hoover thermostat. The 2D simulation box is initial- 

ized with periodic boundary conditions at a high starting temperature (Tstart = 0.3 for the 

majority of the simulations; Tstart = 0.2 for the coarser-grained models) and is successively 

cooled to a final temperature of 0.01 over 108 molecular dynamics steps, with a step size 

of δτ = 0.005. The particles are initialized on a dilute square grid, and the identity of the 

particles in the initialization stage is assigned at random based on the node-to-linker-to- 

a
.u

. 
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LJ 
r r 

modulator ratio of 
[
1 + x 

] 
: 1 : x. After the original particles are assigned to be the central 

beads of nodes, linkers, or modulators, additional bead particles are added to define the 

intended shape and interactions of each building block. 

The signac data management program was used for simulation production and simulation 

data management.32,33 The final MOF structures were analyzed using the freud package34,35 

and visualizations were created using OVITO.36,37
 

The final simulation frame of each self-assembly simulation was used to compute radial 

distribution functions (RDFs) (r = 0.1–50 with 500 bins). Coordination numbers (CNs) 

were determined by counting the nearest neighbors around each node particle within the 

final simulation frame. A radial cutoff value was determined as the position of the minimum 

after the first maximum of the RDF, which corresponds to the maximum distance between a 

pair of nearest neighbors (a node and a linker). The reported average coordination number 

is computed by taking the mean of all particles in a simulation frame. 

The porphyrin paddle-wheel framework, PPF-1 (C48H30N4O11Zn3),25 was chosen as an 

example system to develop the coarse-grained two-dimensional (2D) self-assembly model 

(see Fig. 1a), as its three-dimensional structure is the product of a staggered stacking of 

2D MOF layers. Meso–tetra(4–carboxyl–phenyl) porphyrin (TCPP2−) is used as a planar 

tetratopic linker to allow for the formation of 2D rigid frameworks due to the carboxylate 

functional group’s ability to aggregate metal ions. 38 The space group symmetry of the three- 

dimensional MOF is I4/mmm,39 and the symmetry of the 2D sql-b net simulated in the 

plane—representing one layer of said MOF—corresponds to the wallpaper group p4mm (see 

Fig. 1b). 

The Lennard-Jones (LJ) potential40,41 is chosen to model attractive interactions: 
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and the Weeks–Chandler–Andersen (WCA) potential 42,43—a LJ potential that is truncated 

LJ 
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WCA 
r r 

0 

and shifted to zero at its minimum—is chosen to model repulsive interactions between coarse- 

grained beads that represent components of the MOF building blocks and is employed to 

prevent bead overlap: 

 
V =  4ε 

  σWCA
 12 

−
  σWCA

 6
 

+ ε .
 

 
Results and Discussion 

 
Coarse-Grained Model Development 

Initially, we simulated the coarse-grained MOF self-assembly by only considering the four-fold 

symmetry (4mm) of the linker to produce an assembly of beads to mimic the tetratopic linker 

with four arms, with the node reduced to a single bead (see Fig. 1d). Only the terminal 

beads of the linker arms, representative of the carboxylate functional groups around the 

porphyrin ring, are attracted to the node. The number of beads composing the linker arms 

along with the values of the free parameters in the LJ and WCA pair potentials shown in 

Tab. 1 for the various bead types (node and linker end) were optimized for the assembly 

of the square MOF lattice. The cutoff radius for the node–node repulsion is increased to 

prevent the trapping of nodes between linker arms (see Tab. 1). Upon increasing the linker 

arm length in test simulations to ensure the correct coordination of nodes with 4 linkers, a 

linker arm length of 4 beads was found to be optimal (see Fig. 1d), ensuring sufficient steric 

hindrance to prevent over-coordination of nodes with linkers while minimizing the number 

of required bead particles and therefore computational cost. The radial distribution function 

(RDF), used here to qualitatively evaluate long-range order, showed only a defined peak for 

nearest neighbors (see Fig. 1g). The lack of well-defined crystallites necessitated the addition 

of greater specificity of the intermolecular interactions to the coarse-grained model. 

To improve the definition of the MOF grains, the orientation of the local bonding envi- 

ronments of the node and linker, i.e., the four-fold coordination symmetry of the node and 

WCA 
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Table 1: Values for the pair-potential constants determined for the initial coarse-grained 
simulation. 

 

 Pair Potential Parameters 
εLJ σLJ εWCA σWCA 

Node 
1.0 1.4 1.0 

4.5 
Linker 1.6 

 
linker in the sql-b net (see Fig. 1b), are encoded with specific binding points at 90° angles 

added around the node in a finer-grained model. Additionally, two equivalent binding points 

on the linker arms are added to emulate the chelating behavior of the carboxylate functional 

groups. The crystallinity of the MOF does increase (see Fig. 1e) with more distinguishable 

RDF peaks at a greater radial distance along with overall narrower peaks (see Fig. 1h), 

corresponding to better-defined relative particle positions on the crystal lattice and crystals 

growing to larger grain sizes. Similarly, Monte Carlo simulation for the packing of porous 

species had previously shown that the directionality and orientation of the bonds formed 

impacts the phase behaviour, and that strong direct molecular interactions allow for only 

one ordered phase to form.44
 

Further improvement of the crystallinity is achieved by encoding the anisotropy of the 

local environments in the MOF crystal via two different beads with selective attraction at 

each of the four binding sites around the node (shown in red and green color in Fig. 1f). 

This amendment of the model now also integrates the handedness of the node and linker 

molecule (see Fig. 2), by having a red–green bead pair on the node be attracted to a mirrored 

pair on the linker. The anisotropy of the simulated node and linker beads can be seen as 

a reflection of the symmetry present in the p4mm wallpaper group (see Fig. 1c), where the 

positions equivalent to red vs. green beads are not identical but mirror images of each other. 

The greater apparent definition of the MOF grains is observed qualitatively via the RDF, 

which has several narrow peaks that propagate beyond 50 a.u. (see Fig. 1i). Incorporating 

directional bonding and saturability (coordination number) for reagents of MOF simulations 

produces an assembled framework reflecting the symmetry of the topological net and is in 
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agreement with simulations of surface-confined metal–organic nanostructures (SMONs).45 

With the finer coarse-grained model allowing for successful self-assembly of the desired MOF 

structure, further study into how reaction parameters impact the crystallization process, 

including modulation, is possible. 
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Figure 2: The mechanism for competitive coordination modulation: the deprotonated con- 
jugate base of the modulator competes with the linker for coordination to the node. (a) 
The tetradentate porphyrin linker bound to four Zn-nodes through the carboxylate, (b) the 
carboxylate modulator in solution, (c) the unbound tetradentate porphyrin linker, (d) the 
carboxylate modulators bound to a node 

 
 

 

Modulation 

Modulators, such as monocarboxylic acids,28,46,47 are used to improve MOF crystallinity by 

enhancing the reversibility of MOF assembly, and they can also introduce defects during the 

assembly process.19 The influence of acid modulators on the domain size and reactivity of 

crystalline MOFs have been widely investigated through experimental work, using hydrochlo- 

ric,48 formic,49 acetic,28,49 trifluoroacetic,49 benzoic acids,28,50 as well as methanesulfonic and 

pivalic acids, phenol, and benzenesulfonamide, 47 among many others. The pKa (− log10Ka) 

of these acids is best reflected by the binding strength of the simulated modulator and the 

reversibility of the binding process, as modulators with more basic conjugate bases should 

interact more strongly with the nodes. The same coarse-grained two-bead binding pattern 
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4 

used for the linker arms is employed to simulate the modulator, and the relative attraction 

of node-to-modulator is varied through the parameter εn−m in the LJ potential, as the atoms 

neighboring the carboxylate or Lewis base can be electron donating or withdrawing and thus 

can either raise or lower the binding attraction strength of the modulator to the node. The 

competitive coordination mechanism for modulation uses a conjugate base (carboxylate or 

general anion) of the modulator to compete with the linker for coordination with the node 

(see Fig. 2). A single functional group on a modulator enables it to act as a monodentate 

linker to produce missing-cluster defects or missing-linkers, where the modulator building 

units incorporated into the assembled MOF structure act as truncated linkers. 49,51–53 The 

modulator’s presence in the assembled MOF is reflected in the RDF by the appearance of a 

new peak at a shorter radial distance—due to the modulator binding site’s direct connection 

to its central bead while 5 beads (node binding site, linker binding site, linker arm beads) 

separate the central beads of the node and linker. 

The effective size of the modulator molecule can have steric effects47 and is represented by 

additional beads to form arms at two sites perpendicular to the modulator binding site; we 

vary the modulator arm length from 0 to 3 beads (see Fig. 3a). Modulator concentration is 

the parameter that has been most thoroughly studied in previous experimental studies, as it 

can be readily adjusted without changing any other modulator properties. In general, higher 

concentrations of modulator relative to the linker concentration lead to more missing-linker 

defects and more effective modulation.54 Modulator concentration can be readily studied 

using coarse-grained models by increasing the modulator-to-linker ratio while keeping the 

modulator size and binding strength constant across a series of simulations. A balance in 

the concentration of “modulator added” with respect to the number of nodes is employed, as 

experimental studies have shown that crystallization can be halted in modulator excess. 55
 

To maintain charge balance—represented as parity in binding sites—the ratio of node-to- 

linker-to-modulator (n : l : m) is set as 
[
1 + x 

] 
: 1 : x, while increasing equivalents of 

modulator x in simulation from 0 to 10 in increments of 2. This means that four bidentate 
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modulators replace a single tetratopic linker. The coarse-grained modeling approach allows 

for three properties—size, binding strength to the node, and concentration—of the simulated 

modulator to be varied independently throughout the simulations of MOF self-assembly in 

2D. 

 

Modulator size 

Modulator incorporation into the lattice is observed for smaller simulated modulators, with 

arms consisting of fewer than 3 beads (see Fig. 3), when the node–modulator interaction 

strength is equal to the strength of the node–linker interaction (at a constant εn−m = 1.0, 

εn−l = 1.0) and at a modulator quantity of 4 equivalents; n : l : m = 2 : 1 : 4. Increasing the 

effective size of the modulator shows fewer modulator particles incorporated into the final 

lattice and more located on the surfaces of crystallites (see Fig. 3e), while the final MOF 

grain size remains relatively constant. The incorporated modulator building blocks cause 

distortions of the lattice. As the modulator arm length increases, the larger modulators are 

increasingly excluded from the MOF and the peaks of the RDF become increasingly defined 

(see Fig. 3b–e). The lattice distortions observed at smaller modulator sizes result in greater 

variance in the expected positions of neighbors, i.e., broader RDF peaks, and increasingly 

so at larger distances. As larger modulators are more excluded from the lattice due to steric 

effects, there is less distortion around the nodes: modulators with an arm length of 3 are 

completely excluded from pores of the final lattice and decorate the crystal surface (see 

Fig. 3e), such that the modulators do not displace linkers in the interior of the crystallites 

anymore. For the largest modulator, the size of the modulator impacts the crystalline order 

of the MOF but does not considerably impact the size of the assembled MOF crystal grains. 

This finding supports that sterically small modulators (relative to the linker) are optimal if 

missing-linker defects are desired. This work is consistent with experimental findings, which 

showed that smaller carboxylic acids tend to be more effective modulators than chemically 

similar but larger modulators. 47
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Figure 3: The steric effect of modulator arm length at a constant ratio of equivalents (n : 

l : m = 2 : 1 : 4) and constant node–modulator interaction strength εn−m = 1.0: (a) 
radial distribution functions of the self-assembled final simulation product, as well as final 
simulation frames with a modulator arm length of (b) 0, (c) 1, (d) 2, and (e) 3. 

 

Modulator binding strength 

Increasing the node-to-modulator binding strength εn−m at constant modulator concentra- 

tion for the smallest modulator size leads to a decrease in crystal domain size (see Fig. 4). 

As the modulator binds to the node more tightly, the probability of the bond being broken 

decreases as the system is cooled, and the modulator acts as a capping agent. The current 

simulated MOF self-assembly with modulation captures the molecule’s function as a capping 

agent and not as an acid—or H+ source—that protonates the linker functional groups. Con- 

sistently, the MOF MIL-101(Cr) exhibited decreasing crystallite size as the pKa-equivalent 

binding strength of the modulator increased in experiments.56 Similarly, simulated modula- 

tor capping is minimally observed for εn−m = 0.5: the modulators are still present in the 
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solution, and the largest MOF crystallites are observed (see Fig. 4b). For εn−l = εn−m = 1.0, 

the effect of the direct competition between linker and modulator binding to the node is 

evident with a stronger RDF peak corresponding to the modulator (see Fig. 4a), fewer mod- 

ulators in solution, and greater numbers of modulator on the MOF surface and within the 

pores of the MOF (see Fig. 4c). No individual modulators are observed in solution when 

εn−l < εn−m, and some linker molecules remain uncoordinated to nodes (see Fig. 4d–i): as 

node–modulator binding strength increases, the modulators can fully exclude the linkers 

from binding to the nodes with as many as six modulators bound to a single node (see 

Fig. 4f–i). The simulated modulator’s behavior would suggest that the modulator’s nucle- 

ophilicity needs to be within the same general range or of the same functional group as the 

linker, which matches the observation that carboxylate modulators used with carboxylate 

linkers for MOF assembly have been shown to be effective in size and crystallinity control. 57 

Insight into the collective behavior of the simulated modulator is gleaned by comparing 

the RDFs of the final simulation frames with varying modulator size, concentration (0 to 

10 equivalents), and binding strength (εn−m = 0.5, 1.0, 2.0, and 4.0), as shown in Fig. 5 

at a constant linker-to-node binding strength, εn−l = 1.0. The first column, at the lowest 

modulator binding strength, shows that exclusively varying the modulator size does not 

prevent MOF self-assembly when the modulator binds to the node more weakly than the 

linker. At low εn−m, the continuous horizontal lines, corresponding to RDF peaks, extend to 

the greatest values of r. The weak binding of the modulator to the surface of the final MOF 

crystal is presented by only faint RDF peaks at very low value of r (corresponding to the 

small size of the modulators), with increasing equivalents of modulator. Parity between the 

binding strengths between node and modulator vs. node and linker, i.e., εn−m = εn−l = 1.0, 

demonstrates the size-dependent effects of the modulator on the final crystalline product: 

the smallest modulators hinder crystal growth and act as a capping agent when using 2 

equivalents or greater, as evident by the decreasing intensity of the horizontal lines with 

greater modulator equivalents with the exception of the first observed RDF peak. The RDF 
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Figure 4: The effect of node-to-modulator binding strength εn−m at a constant ratio of 
equivalents (n : l : m = 2 : 1 : 4) and constant arm length (of 0 beads): (a) radial 
distribution functions of the self-assembled final simulation product at varying εn−m, and 
the final simulation frames with increasing node-to-modulator binding strength at εn−m 

values of (b) 0.5, (c) 1.0, (d) 1.5, (e) 2.0, (f ) 2.5, (g) 3.0, (h) 3.5, and (i) 4.0. 

 
peak at the lowest value of r, a result of the bonds between nodes and modulators, becomes 

more intense with greater modulator quantities as the modulators act as capping agents 

and permanently bind to the nodes. As the modulator size increases at εn−m = εn−l, the 

intensity of the RDF peak corresponding to the modulator decreases as larger modulators 

are excluded from the pores of the final assembled MOF but are still present at the surface 

(as previously observed in Fig. 3). For εn−m > εn−l, the modulator interferes with the MOF 

assembly process: prominent RDF peaks that correspond to the MOF—i.e., excluding the 
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first peak representing the capping modulator—are only seen for nearest and second-nearest 

neighbors. The modulator capping behavior, due to εn−m > εn−l, reaches saturation at 

εn−m ≈ 2.0: the RDFs for εn−m = 2.0 through 4.0 are strikingly similar. 

The effect of the relative quantity of modulator is tested at a constant system size (see 

Fig. 5). Experimentally testing the effect of changing the node-to-modulator binding inter- 

action is challenging due to the interdependence of variables such as steric size, pKa, and 

nucleophilicity. However, this is easy to interrogate using coarse-grained modeling, as the 

node–linker interaction strength can be kept constant while the node–modulator interaction 

strength is varied. As previously seen (in Fig. 4), for only 4 equivalents of modulator relative 

to linker the MOF self-assembles without issue and the modulator is largely excluded from 

the lattice when the modulator binds more weakly to the node than the linker does. In Fig. 5, 

this effect is shown for a range of modulator concentrations. As the interaction strengths 

between node and modulator vs. node and linker reach parity, modulator incorporation into 

the lattice is observed (see Figs. 3 and 4c, and in the SI, Fig. S6). Further increasing the 

node-to-modulator binding strength εn−m at constant modulator concentration and size leads 

to a decrease in crystal domain size (see Fig. 4d–i). As the modulator binds more strongly 

(and thus irreversibly) to the node, MOF self-assembly is greatly suppressed, leading to 

poorly ordered and smaller crystallites. As such, this finding suggests that a close match in 

the interaction strength between the node and linker vs. modulator is desirable to achieve 

defect engineering without completely suppressing MOF formation. Lastly, the modulator 

dilutes the solution, thus obstructing potential bonds between nodes and linkers, and the 

presence of modulator prevents further growth of the MOF crystal once node and linker bond 

and an initial MOF grain nucleates. At a constant reaction volume (here, area), increased 

modulator concentration reduces the probability of MOF formation and growth. This is 

consistent with experimental findings that excess modulators can completely suppress MOF 

formation.55
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Figure 5: Radial distribution functions of the self-assembled final simulation product show- 
ing the effect of node-to-modulator binding strength (εn−m) with increasing equivalents of 
modulator (n : l : m = 1 + x : 1 : x). The modulator arm length ranges from 0 to 3 
(increasing bottom to top, across subplots), εn−m values of 0.5, 1.0, 2.0, 4.0 (increasing left 
to right, across subplots), and the modulator concentration ranges from 0 to 10 equivalents 
(increasing left to right in each subplot). 

 

Coordination numbers 

Thus far we have evaluated MOF crystallinity by analyzing the RDFs of the self-assembled 

arrangements, but this measure does not provide immediate information about the amount 
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of crystal defects. We therefore calculate the average coordination number (CN) for all 

nodes in the final assembled MOF in order to quantify the degree to which defects are 

present. By excluding the modulator from this calculation, we use the CN value as a metric 

to approximate how many linkers are correctly bound to nodes in the simulated MOF. In 

a perfect, infinite 2D MOF single crystal, each node is surrounded by 4 linkers, i.e., CN = 

4. As surface particles are under-coordinated, measuring the CN can be used as a proxy for 

crystal size, i.e., a crystal with CN ≈ 4 is large. Reduction of the CN is not only a result of 

crystal surface termination but also of internal node and linker vacancy defects. 
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Figure 6: Average coordination number of the assembled MOFs. The average number of 
nearest neighbors across each system at the final assembled state is plotted for different 
equivalents of modulator (increasing top to bottom), node-to-modulator binding strength 
εn−m (increasing left to right in each subplot), and modulator size (increasing left to right, 
across subplots). 

 

The CNs across the simulated modulator arm lengths, binding strengths, and numbers 

of equivalents are shown in Fig. 6 and are listed in detail in the Supporting Information 

(in Tab. S1).  The CNs for the MOFs at constant n : l : m = 2 : 1 : 4 and εn−m = 

εn−l = 1.0 with varying modulator arm length (see Fig. 3) are constant at approximately 

2.8, corroborating the above-discussed observation that the crystal size remains constant 

within these simulation parameters. The simulations with εn−m ≤ εn−l = 1.0 and 2 or 

fewer modulator equivalents (m ≤ 2 in n : l : m) display the same general trend in CN 

for all modulator sizes. A decrease in the average CN occurs, moving from left to right 

with increasing εn−m, in each subplot in Fig. 6, showing very low CNs with strongly binding 

modulators at high concentrations. Increasing the modulator concentration—from top to 
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bottom in the subplots in Fig. 6—does indeed lead to an overall decrease in CN, regardless 

of modulator binding strength or size. The lowest CNs, and therefore smallest numbers of 

correctly bonded nodes and linkers, are thus generally observed when the modulator is small, 

strongly binding, and present at a high concentration relative to the MOF building blocks. In 

this case, the CN approaches 0, indicating that MOF self-assembly is completely disrupted. 

The decrease in CN becomes more gradual as the modulator increases in size. As the 

modulator size increases and binds more strongly to the node than the linker (εn−m > εn−l), 

the modulator’s ability to impede crystal growth declines and what is a perceivable white 

region for modulators without arms becomes a visibly gray region for the largest modulator. 

Thus, smaller modulators with stronger binding to the node are better capping agents to 

control and restrict crystal growth. 

The plotted heat maps of the average coordination in Fig. 6 illustrate both the subtle and 

drastic effects of various modulator properties. The greatest effect on the MOF crystalline 

domain size comes from the modulators’ binding strength, while modulator concentration 

and sterics only have a significant effect when coupled with strong binding. At low binding 

strengths, the CN increases upon incorporation of a small amount of modulator (going from 0 

to 2 equivalents), which we attribute to an “annealing” effect that adds reversibility to node- 

to-linker bond formation. Together, these findings support that there is a delicate balance 

between modulator size, concentration, and binding strength to the node that allows us to 

achieve defect engineering without completely suppressing MOF self-assembly. 

 

Summary and Conclusions 

A coarse-grained model for MOF synthesis is possible with careful consideration of the 

molecular components and their symmetries. Incorporating specific interactions, i.e., using 

a finer-grained model that represents the anisotropy and handedness of the molecular orbitals 

responsible for bonding between node and linker, allows for the development of increase MOF 
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grain size and definition. 

Systematic testing of the various modulator properties (binding strength, size, and con- 

centration) as independent simulation variables reveals a general hierarchy in which these 

factors influence MOF self-assembly: a modulator’s binding strength has the greatest ef- 

fect on the MOF crystal size. If the node-to-modulator bond exceeds the strength of the 

node-to-linker bond, the MOF crystal size decreases at modulator concentrations as low 

as 4 equivalents across varying modulator sizes. Currently, the simulated modulator only 

captures the molecule’s function as a capping agent and not as an acid (i.e., H+ source) 

that protonates the linker functional groups. Others have observed a seesaw mechanism for 

modulation where there is both a reduction of MOF crystallite size with initial modulator 

addition and then an increase in crystallite size with greater modulator quantity.57
 

Ranked behind the effect of the modulator binding strength is the steric effect of modula- 

tors with different sizes. The modulator’s steric effect is most prominent in the system when 

the node-to-modulator bond is stronger than the node-to-linker bond. Strongly binding mod- 

ulators act as capping agents and thus inhibit crystal growth. Strongly bound modulators 

with greater steric hindrance seem to prevent further modulator binding based on a greater 

minimum coordination number for the largest modulator at the highest concentration. As 

the modulator’s dimensions are comparable to the MOF’s pore size, the modulator becomes 

excluded from the crystal pores and acts as a surface capping agent. 

Finally, the effect of the modulator concentration depends on their binding strength and 

steric hindrance. Weakly binding modulators—with node-to-modulator bonds weaker than 

the node-to-linker bond—do not significantly impact the MOF crystal size, even at high 

modulator concentration and irrespective of the modulator size. 

The process to develop the 2D MOF self-assembly model can be applied to the vast space 

of MOF compounds. In the future, the collapse of MOF structures as a result of missing- 

linker defects caused by synthesis conditions including modulation23 can be investigated 

within a similar coarse-grained setting. Beyond sampling the crystallization process for 
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effects of the modulator properties studied here, the effect of functional groups bonded to 

linkers—i.e., the sterics of the linkers themselves—can be investigated, as the activity of 

MOFs like UiO-66 can be significantly increased by using electron-withdrawing groups on 

the linkers.49
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