PROOF OF THE MICHAEL-SIMON-SOBOLEV
INEQUALITY USING OPTIMAL TRANSPORT

SIMON BRENDLE AND MICHAEL EICHMAIR

ABSTRACT. We give an alternative proof of the Michael-Simon-Sobolev
inequality using techniques from optimal transport. The inequality is
sharp for submanifolds of codimension 2.

1. INTRODUCTION

In this paper, we use techniques from optimal transport to prove the
following result.

Theorem 1. Let n > 2 and m > 1 be integers. Let p: [0,00) — (0,00) be a
continuous function with [gn.m p(|€*) dé =1, where B™™ = {¢ € R"*™ :
|€] < 1} denotes the closed unit ball in R"™™. Let

(1) o = sup p(l=* + 1yl?) dy.

zER™ /{yERm: |z2+]y[2<1}
Let X be a compact n-dimensional submanifold of R"™™ , possibly with bound-
ary 0%. Then

@) 05 +/ H| > na |85
>

where H denotes the mean curvature vector of 3.

The proof of Theorem 1 is based on an optimal mass transport problem
between the submanifold ¥ and the unit ball in R”™, the latter equipped
with a rotationally invariant measure. A notable feature is that this trans-
port problem is between spaces of different dimensions.

In Theorem 1, we are free to choose the density p. For m > 2, it is conve-
nient to choose the density p so that nearly all of the mass of the measure
p(|€]?) d¢ on B™™™ is concentrated near the boundary. This recovers the
main result of [2].

Corollary 2. Let n > 2 and m > 2 be integers. Let ¥ be a compact n-
dimensional submanifold of R"™™  possibly with boundary 0. Then

(0t m) [BH\ o
3 0% H| > Y|n
0 osi+ [ ) =0 (I
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where H denotes the mean curvature vector of ..

Note that the constant in (3) is sharp for m = 2.

Earlier proofs of the non-sharp version of the inequality were obtained
by Allard [1], Michael and Simon [8], and Castillon [4]. In particular,
the Michael-Simon-Sobolev inequality implies an isoperimetric inequality
for minimal surfaces. We refer to [3] for a recent survey on geometric in-
equalities for minimal surfaces.

Finally, we refer to [5], [6], [7] for some of the earlier work on optimal
transport and its applications to geometric inequalities.

2. PROOF OF THEOREM 1

Let ¥ be a compact n-dimensional submanifold of R*™™ possibly with
boundary 0%. We denote by g the Riemannian metric on ¥ and by d(-, )
the Riemannian distance. For each point = € X, we denote by II(x) :
T2 x T — TjE the second fundamental form of . As usual, the
mean curvature vector H(x) € T; Y is defined as the trace of the second
fundamental form.

We first consider the special case when |¥| = 1. Let p denote the Rie-
mannian measure on . We define a Borel measure v on the unit ball B7+™
by

Y(G) = /G plI€2) de

for every Borel set G C B"*™. With this understood, p is a probability
measure on > and v is a probability measure on Bt Let J denote the
set of all pairs (u,h) such that u is an integrable function on X, h is an
integrable function on B"*™, and

(4) u(x) = h(€) = (2,€) > 0
for all x € ¥ and all £ € B"*™. By Theorem 5.10 (iii) in [11], we can find a
pair (u, h) € J which maximizes the functional

(5) / hdl/—/ud,u.
Brtm by

In fact, the result in [11] shows that the maximizer (u,h) may be chosen in
such a way that h is Lipschitz continuous and
(6) u(x) = sup (h(¢) + (z,§))
geBn+m
for all x € .

Note that our notation differs from the one in [11]. In our setting, the
space X is the unit ball B"™™ equipped with the measure v; the space
Y is the submanifold ¥ equipped with the Riemannian measure p; the cost
function is given by c(z, &) = —(x, &) for z € ¥ and € € B"™; the function
in [11] corresponds to the function —h; and the function ¢ in [11] corresponds
to the function —wu in this paper. The fact that ¢ can be chosen to be a
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c-convex function implies that h is Lipschitz continuous (see [11], Definition
5.2). The fact that ¢ can be taken as the c-transform of 1) corresponds to
the statement (6) above (see [11], Definition 5.2).

It follows from (6) that u is the restriction to ¥ of a convex function
on R™™ which is Lipschitz continuous with Lipschitz constant at most 1.
In particular, w is Lipschitz continuous with Lipschitz constant at most 1.
Moreover, u is semiconvex with a quadratic modulus of semiconvexity (see
[11], Definition 10.10 and Example 10.11).

Lemma 3. Let E be a compact subset of ¥.. Moreover, suppose that G is
a compact subset of B"™™ such that u(x) — h(§) — (x,&) > 0 for all x € E
and all £ € B"™™\ G. Then u(E) < v(G).

Proof. For every positive integer j, we define a compact set G; C Bntm
by

Gj={¢ € B"™ .3z € E with u(x) — h(¢) — (z,&) <j '}

We define an integrable function uj on X by uj =u —j ~1.1g. Moreover,
we define an integrable function h; on B"*™ by h; = h — gL lg;. Using
(4), it is straightforward to verify that

uj(@) = hj(§) — (2,6 = 0

for all x € ¥ and all £ € B""™. Therefore, (u;,h;) € J for each j. Since
the pair (u, h) maximizes the functional (5), we obtain

/ hjdu—/ujd,ug/ hdu—/ud,u
Brtm by Bntm by

for each j. This implies pu(E) < v(Gj) for each j.
Finally, we pass to the limit as j — co. Note that G411 C G; for each j.
Since E is compact and u is continuous, we obtain

() Gj c{¢€ B : 3z € E with u(z) — h(£) — (z,£) <0} C G.
j=1
Putting these facts together, we conclude that
W(E) < lim v(Gy) < v(G).
j—o0

This completes the proof of Lemma 3.

Let us fix a large positive constant K such that [(z — Z,y)| < K d(x,z)?
for all points #, 7 € ¥ and all y € T-% with |y| < 1. For each point z € 3,
we define

ou(z) = {2 € TpY s u(x) — u(z) — (x — 7,2) > —K d(x,z)* for all z € ¥},
We refer to Ou(z) as the subdifferential of u at the point .

Lemma 4. Fiz a point T € ¥ and let £ € B™™. Let £ denote the
orthogonal projection of § to the tangent space Tz, If u(z) —h(§) — (z,§) =
0, then £ € u(x).
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Proof. By assumption,

u(z) — h(§) — (7,§) = 0.
Since

u(z) = h(&) — (2,§) 2 0
for all x € ¥, it follows that

(7) u(z) —u(T) — (z - 2,8 =20

for all z € . Using the fact that & — £%" € T:ES and |¢€ — ¢4 < |¢] < 1,
we obtain

(8) (v — 2,6 =€) > —K d(x,7)?
by our choice of K. Combining (7) and (8), we conclude that
(9) ule) — u(®) — (& — 7,69 > K d(z, )%

Therefore, £ € Ju(z). This completes the proof of Lemma 4.

By Rademacher’s theorem, u is differentiable almost everywhere. At each
point where w is differentiable, the norm of its gradient is at most 1. By
Alexandrov’s theorem (see Theorem 14.1 and Theorem 14.25 in [11]), u
admits a Hessian in the sense of Alexandrov at almost every point.

In the following, we fix a point Z € ¥\ 9% with the property that v admits
a Hessian in the sense of Alexandrov at Z. Let @ be a smooth function on
¥ such that |u(z) — a(z)| < o(d(z,7)?) as z — Z.

Let us fix a small positive real number 7 so that @F < d(z,0%) and
NG

Y5~ 7 is smaller than the injectivity radius at z.

For each r € (0,7), we denote by @w(r) the smallest nonnegative real
number w with the property that |z — V>4(z)| < w whenever x € ¥, z €

Ju(z), and d(z,z) < 4 r.

Lemma 5. The function @ : (0,7) — [0,00) is monotone increasing and
o) = 0.

r

lim, 9

Proof. The first statement follows immediately from the definition. The
second property follows from the basic properties of the Alexandrov Hessian;
see [11], Theorem 14.25 (i’). This completes the proof of Lemma 5.

For each r € (0,7), we denote by 6(r) the smallest nonnegative real num-
ber § with the property that D&a(z) — (II(x),£) > —& g whenever x € 3,

§€ B ulr) —h(€) — (x,€6) = 0, and d(x,7) < .

Lemma 6. The function 6 : (0,7) — [0,00) is monotone increasing and
lim, 0 6(r) = 0.
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Proof. The first statement follows immediately from the definition.
To prove the second statement, we argue by contradiction. Suppose that
lim sup,_,g 6 (r) > 0. Then we can find a positive real number dy, a sequence
of points x; € 3, and a sequence §; € Bt with the following properties:

® 1, —T.
o u(z;) — h(&) — (z;,&) = 0 for each j.
e For each j, the first eigenvalue of D2 (z;) — (II(z;),&;) is less than
—0d9.
After passing to a subsequence, we may assume that the sequence &; con-
verges to £ € B"t™. Since 4 is a smooth function, it follows that the first

eigenvalue of D24(z) — (II(Z), &) is strictly negative. Moreover,
u(@) = h(§) — (z,§) = 0.

Since

u(@) = h(§) = (2,£) =2 0
for all z € X, it follows that
u(w) —u(@) — (& — 5,8 > 0
) as © — T, we conclude that
i(z) — (@) — (¢ —z,§) > —o(d(, T))*
as x — z. This implies D4a(z) — (II(z),€) > 0. This is a contradiction.

This completes the proof of Lemma 6.

Let {e1,...,en} be an orthonormal basis of TzX. For each r € (0,7), we
consider the cube

1
= 7 . ) < — .
W, {z € T2 112%an<z,ez>! <5 T}

We denote by

E, = exp, (W) C {3: €Y :d(z,i) < éﬁr}
the image of the cube W, under the exponential map. We further define
A ={(z,y) :x € B,y € TS, [VZa(@)* + [y|* < (14 0(r))?,
Dii(x) — (I (z),y) > —6(r) g}.
Clearly, E, is a compact subset of ¥ and A, is a compact subset of the
normal bundle of 3. We define a smooth map ® : T+¥ — R+ by

O(z,y) = VVi(z) +y
forz e ¥ and y € TjZ. Moreover, we denote by
G, ={¢e€ B"™ : 3 (x,y) € A, with |¢ — ®(x,y)| < &(r)}

the intersection of B"*™ with the tubular neighborhood of ®(A,) of radius
&(r). Clearly, G, is a compact subset of B"*™.
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Lemma 7. Letr € (0,7). Then u(z) — h(§) — (v,&) > 0 for all z € E, and
al € € B\ G,

Proof. We argue by contradiction. Suppose that there is a point x € E,.
and a point ¢ € B"™™ \ G, such that u(z) — h(¢) — (z,&) = 0. Let £
denote the orthogonal projection of £ to the tangent space T, Y. By Lemma
4, &% ¢ Qu(r). Since d(z,z) < 4 r, it follows that

€70 — V¥a(e)| < o(r)
by definition of &(r). Let y = & — £ € T:-Y. Then
€ = D(z,y)| = € = VZi(z) —y| = [€°" = VZa(x)| < @(r).

Using the triangle inequality, we obtain

VIVEa@) + [y = [@(z, 9)] < 6] +@(r) < 1+6(r).
Finally, since d(z,z) < @ r, it follows that
DRi(x) — (1(x),y) = Ddi) — (I(x),€) = ~b(r) g

by definition of §(r). To summarize, we have shown that (z,y) € A, and
|€ — ®(z,y)| < w(r). Consequently, £ € G,, contrary to our assumption.
This completes the proof of Lemma 7.

Lemma 8. Let r € (0,7). Then pu(E;) < v(G,).

Proof. This follows by combining Lemma 3 and Lemma 7.

Proposition 9. Fiz a point T € X\ 0¥ with the property that u admits a
Hessian in the sense of Alexandrov at T. Let 4 be a smooth function on X
such that |u(z) — a(z)| < o(d(z,z)?) as x — Z. Let

S={y e T;T:|V7a@)]* + |y|* < 1, D¥a(z) — (I(z),y) = 0}.
Then
1< /Sdet(D%ﬂ(f) —{I(z),y)) p(IV=0(2)* + |yI?) dy.
Proof. In the following, we fix an arbitrary positive integer j. We define
Sy ={y € T2 : |VZa(@) P+ |y < 147", D¥i(z) — (I (z),y) > —j " g}.

For each r € (0,7), we decompose the normal space T2 Y. into compact cubes
of size r. Let O, denote the collection of all the cubes in this decomposition.
Moreover, we denote by Q,; C Q, the set of all cubes in Q, that are
contained in the set S;. We define a smooth map

U W, x T3S — R (2,y) = ®(expz(z), Poy),
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where P, : T — T Y. denotes the parallel transport along the ge-

expg(z)
odesic t — expz(tz) (see [9], pp. 114-115). Since lim, ,ow(r) = 0 and
lim, 0 6(r) = 0, we obtain

o4 c | v xQ),
QEQr,j
provided that r is sufficiently small (depending on j). This implies
G, ={¢€ B"™ : 3 (z,y) € A, with [¢ — ®(z,y)| < @(r)}

c | {€eB™™:3(z,y) € W, x Q with [§ — W(z,y)| < &(r)},
QEQT‘,j

provided that r is sufficiently small (depending on j).
We next observe that

| det DU(0,y)| = | det DP(z,y)| = | det(Da(z) — (I (2), 1))l

for all y € T+X. Hence, if r is sufficiently small (depending on j), then we
obtain

V({§ € B" 3 (z,y) € W, x Q with |€ — U(z,y)| < dj(r)})

(10) < [ [1det(DEi(a) — (1) )| oIV + ) +57"]

for each cube Q € Q, ;. To justify (10), we argue as in the proof of the
classical change-of-variables formula (see [10], pp. 150-156). We also use

the fact that lim, o 27 = 0.

T
Summation over all cubes Q € Q, ; gives

v(Gy)

< Y v({¢eB™™ 3 (z,y) € Wy x Q with [¢ — U(z,y)| < &(r)})
QEQ,

grn/s (| det(DZ() — (IT(&), y))] p(VE0(@) 2 + [yf2) + 5] dy.

J

provided that r is sufficiently small (depending on j).
On the other hand, Lemma 8 implies that u(E,) < v(G,) for each r €
(0,7). Thus, we conclude that
1 =limsupr " u(E,)
r—0
<limsupr " v(G,)

r—0

< / [l det(D¥a(z) — (L(z), )| p(IVZa(@) + lyI*) + 5] dy.

Sj
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Finally, we pass to the limit as j — oo. Note that S;j;1 C S; for each j.
Moreover, (172, S; = S. This gives

1 é/sldet(D%ﬂ(fi‘) — (I (@), )| p(IVZa(@)* + |yI*) dy.

Since D4a(z) — (II(Z),y) > 0 for all y € S, the assertion follows. This
completes the proof of Proposition 9.

Corollary 10. Fiz a point T € X\ 0¥ with the property that u admits a
Hessian in the sense of Alexandrov at T. Let 4 be a smooth function on X
such that |u(z) — a(z)| < o(d(z,z)?) as x — . Then

na~w < Asi(z) + |H(z)),
where « is defined by (1).

Proof. We argue by contradiction. If the assertion is false, then there
exists a real number & > « such that

3=

Axa(z)+ |H(Z)| <nd .
Let
S={yeT;: |V @) +|y]* <1, D¥a(z) — (I(z),y) > 0}.
The arithmetic-geometric mean inequality gives

Axi(z) — <H(5?),y>)”

0 < det(DEa(z) — ((z),y)) < ( <ot

for all y € S. Using Proposition 9, we obtain
1< [ det(Dgite) = (1(@).0)) p17%0() + o) dy

< [ & 'p(IV¥u@)* + |y?) dy

La.

Q\}m\

IN

In the last step, we have used the definition of «; see (1). Thus & < a,
contrary to our assumption. This completes the proof of Corollary 10.

After these preparations, we may now complete the proof of Theorem 1.
Corollary 10 implies that

(11) na~w < Agu+ |H]|

almost everywhere, where Ayxu denotes the trace of the Alexandrov Hessian
of u. The distributional Laplacian of © may be decomposed into its singular
and absolutely continuous part. By Alexandrov’s theorem (see Theorem
14.1 in [11]), the density of the absolutely continuous part is given by the
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trace of the Alexandrov Hessian of u. The singular part of the distributional
Laplacian of u is nonnegative since v is semiconvex. This implies

(12) / nAsu < - / (Y7, V)

for every nonnegative smooth function 7 : ¥ — R that vanishes in a neigh-
borhood of 9¥. Combining (11) and (12), we obtain

/n</nAzu+/n|H|
- / (Yo, Vo) + / n|H]
b b
S/IVEHH/T]!H!
> >

for every nonnegative smooth function 7 : ¥ — R that vanishes in a neigh-
borhood of 9%. By a straightforward limiting procedure, this implies

na %t |3 < |95 +/ .
b

This completes the proof of Theorem 1 in the special case when |X| = 1.
The general case follows by scaling.

3. PROOF OF COROLLARY 2

In this final section, we explain how Corollary 2 follows from Theorem 1.
Assume that n > 2 and m > 2. We can find a find a sequence of continuous
functions p; : [0,00) — (0,00) such that [z, p;(|£]%) d€ =1,

sup p; < o(1),
[0’17]’71}

and

< o))
sup p; < o\J
[1—j—1,1] 7= (n+m)|Brtm|

as j — oo. For each point z € R", we obtain
2 2

/ pi(12P + lyl?) dy

{yeR™: |22 +|y|2<1}

<[BM(A =P =7N7  sup p;
[0717]'_1}

+IBM[(1 =21 ==z =7 sup  pj

[1=5=1.1]

+f3

m .
< |B™| sup pj+§|Bm|] 1 sup  pj.
0,151 [1=5=11]

In the last step, we have used the fact that m > 2. This implies
m |B™|
n + m) |Bn+m|

sup +o(1)

/ el + 19l?) dy <
2€R™ J {yeRm: |22+ ]y2<1} (
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as j — oo. Therefore, the assertion follows from Theorem 1.
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