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ARTICLE INFO ABSTRACT

Keywords: In this paper, we consider a stochastic SIS epidemic model with vaccination in random switching
SIS models environment. The system is formulated as a hybrid stochastic differential equation. We provide
Epidemic models with vaccination a threshold number that characterizes completely its longtime behavior. It turns out that if
Ergodicity

the threshold is negative, the number of the infected class converges to zero or the extinction
happens. The rate of convergence is also obtained. In contrast, if the threshold is positive, the
infection is endemic. We are able to obtain an algebraic formula for the threshold, which helps
us to study some strategies for controlling the disease such as: (i) determining the minimum
vaccination rate needed to keep the population from the disease and (ii) determining the
strategy with minimum cost of vaccination and treatment. To illustrate the results, a number
of mathematical simulations and numerical examples are also presented.

Invariant measure
Disease control

1. Introduction

It has been observed in human history that infectious diseases have been making a significant negative impact on the population’s
health, economics, and social life. Because of that, much attention has been devoted to modeling the dynamics of epidemic systems,
analyzing their dynamic behaviors, and predicting what may happen in the future. Introduced by Kermack and McKendrick [1,2],
the compartmental model now is a very popular technique to model the dynamics of epidemic systems. Depending on the type of
disease, we will divide the population into different compartments. In particular, for diseases with permanent immunity we often
use the model with three compartments that includes susceptible group, infectious group, and recovered group. This model is the so-
called SIR epidemic model. However, there are some infections that do not confer any long-lasting immunity, for example, common
colds, influenza, etc. Upon recovery, the infections do not give a permanent immunization and individuals return to the susceptible
compartment again. This is the so-called SIS epidemic model, which has been recognized as one of the most important models in
epidemiology and mathematical biology; see e.g., [3-8] and the references therein. To control diseases, together with improving
treatments, vaccination is also researched, produced, and used. In recent years, many authors have modeled and analyzed the SIS
epidemic models allowing vaccination; see e.g., [9-15] and the references therein.
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A SIS epidemic model with vaccination introduced by Li and Ma [10] has the form

% =(1=QA=pSOI®) — P+ SO + 1) + eV (D),

ii) =ASOIW) — (u+7y+ )1 ), an
124

% =qA+pSO - (u+eV({),

where S(r) denotes the number of susceptible group containing individuals who are susceptible to an infection, I(r) stands for the
number of the infection group and V(¢) is the number of members who are immune to an infection as the result of vaccination;
and A is an input of new members into the population, ¢ is a fraction of vaccinated for newborns, y is the nature death rate of
the population, f is the transmission coefficient between compartments .S and I, p is the proportional coefficient of vaccinated for
the susceptible, y is the recovery rate of I, ¢ is the rate of losing their immunity for vaccinated individuals, « is the disease-related
death rate. All these constants are assumed to be positive.

It has also been well-recognized that epidemic models are inevitably subjected to environmental white noise and may be
perturbed by color noise which can cause the system to switch from one environmental regime to another; see e.g., [16,17] and
references therein. Precisely, to take account these kinds of randomness into consideration, instead of considering systems (1.1), we
consider the following system (see also [14])

ds() = [ (1 = g(AW)) ACAWD) = BAD)SOI (@) = (PAWD) + u(AW)) S(1)
+ 7AW + €AV @) | di + o, (AD)SOIW;0),
a1 = (PADIOSO) = [HAD) + 7 (AD) + a4 O )di
+ (AT ()dW5(0), 1.2)
V) = [aAOAAD) + pAD)SE) = (uAD) + A V(0 dr
+o3(ADV (OdW; (),
SO0)= s>0, I10=i>0, VO =v>0, A0 =keM,

where, A(7) is a Markov chain with state space M = {1, ..., m}, and W;(r) are Brownian motions that are used to model color noise
(which cause the system to switch from one environmental regime to another) and white noises, respectively; see e.g., [16,17].

In this paper, we will analyze system (1.2) and provide a complete characterization of longtime properties of the system. Our main
purpose is that: a threshold 4 is introduced such that its sign will characterize completely the longtime behavior of the underlying
system. In particular, we prove that if 1 is negative, the disease will be eradicated; the rate is also obtained. In contrast, if A is
positive, the infection is endemic. We also show that the system has an invariant probability measure, and the transition probability
of the solution process converges to the invariant measure. Our method to determine the thresholds is to look at the dynamics of the
system near the boundary, and that can be generalized to deal with numerous other epidemic models. The algebraic representation
of this threshold is introduced to make it very easy to be computed and facilitate further study of the epidemic model. A number
of mathematical simulations and numerical examples are also provided to illustrate our theoretical results.

The contributions and novelties in this work can be summarized as follows.

+ In the literature, although system (1.2) has been studied, for example in [14] and references therein, a complete characteri-
zation has still not been treated. In particular,

all existing results only provided sufficient conditions for the persistence and extinction of the disease and the conditions left a
sizable gap. By characterizing these properties with a threshold level, we provide sufficient and necessary conditions for both
persistence and extinction except for a critical case.

We also introduce novel and systematic approaches. Our methodology (using the Lyapunov exponents from dynamical systems
theory to define the thresholds) is general and systematic that can be generalized for other models. Although a similar approach
has been developed in [18,19], those results are not applicable here and some new techniques are required. In particular, in

SIS models, the term yI(¢) in the first equations (due to the short immunity making recovered individuals susceptible again)
leads significant challenges in understanding when the extinction happens. To overcome that, we need to consider auxiliary
perturbed systems to understand how small changes in infected groups affect to the whole systems.

Being able to obtain an algebraic formula for the threshold A, we can determine the minimum rate of vaccination needed to
keep the disease-free state of the system. In case the disease persists even with full vaccination, we are able to reduce the
problem of minimizing the long-term average cost of vaccination and treatment into an elementary optimization problem.
That will facilitate the decision making process of controlling a disease.

The rest of the paper is organized as follows. Section 2 introduces the threshold 4 and proves the main results. Section 3 answers the
practical question: What is the rate of vaccination needed to keep the disease from persistence. Moreover, we consider the optimal
strategies for minimizing the cost of vaccination and treatments when the disease persists. Section 4.1 is devoted to discussion. A
number of simulated examples are showcased in Section 4.2 to illustrate our main findings.
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2. A complete characterization of longtime behavior

We begin with introduce some notations: R2 = {(s,i) € R> : s > 0,i > 0}, R} = {(s,i,0) € R® : 5 > 0,i > 0,0 > 0},
sz {(ss) € R s > 0,i > 0}, R2° = {(s,i,v) € R® © 5 > 0,i > 0,0 > 0}, R} = {(s;/) € R : 5 > 0,i > 0}, and
= (s, i,v) € RP 1 s> 0,i > 0,0 > 0). Let (2,F, {F:}:50-P) be a complete filtered probability space. W, (1), W,(t), W;(1) are

1ndependent Brownian motions, and A(?) is a Markov chain with finite state space M. We also assume that A(¢) has the (irreducible)
generator Q = () myxm, and an ergodic measure r and is independent of W, (¢), W,(t), W5(1) such that

P{A(t + 4) = jlA(®W) = i, A@w),u < 1} = g;;A+ o(4) if i # j and
P{A(t + 4) = i|A(H) = i, A@w),u < 1} = 1 + g,; A+ o(4).

Let E;, and P, ,, denote the expectation and probability associated with the initial data S(0) = s, V(0) = v, 1(0) = i, A(0) = k,
respectively. We first establish the existence, uniqueness and basic properties of the solution process of (1.2).

2.1)

Theorem 2.1. Starting at (s,i,v, k) € Ri X M, there is uniquely a global nonnegative solution (S(t), 1(t),V(t)) to (1.2) satisfying
Py o {S@® > 0,V(1) > 0,1() > 0, Vt > 0} = 1. Moreover, Py, {I(t) =0, Vi 2 0} =1, Py, ,{S® >0, V(1) >0, Vi > 0} =
and Pg; , , {S®. 1), V() € ]R3 °, Vt >0} =1, if i > 0. Moreover, the joint-process (S(t), I(t), V (t), A(t)) is a Markov—Feller process.
Proof. The proof is standard and similar to [20, Theorem 2.1] or [21, Theorem 2.1], and therefore is omitted here. []

We continue to provide moment boundedness and tightness (boundedness in probability) of the solution.

Lemma 2.1. For any q > 0 sufficiently small, there exist C, > 0 and D, > 0 such that

(1+s+u+z)1+‘l

.
. Do

Egiox 1+ SO+V@) + I < 2 D vt > 0. (2.2)

As aresult, for any H >0, € >0, T > 0, there is a constant My . 7 > 0 such that

Pivk { sup {SO+VO+I11)} > My ET} <&, Y(s.i,v.k) € [0, HP x M. (2.3)
1€[0.T)

Proof. Denote by £ the operator associated with the solution process of (1.2). It is well-known that for a function V of (s,i,v, k)
that is twice differentiable with respect to (s, i, v), we have
LV (s,i,v, k) =V(s,i,v, k)((l —q(k))A — p(k)si — (p(k) + u(k))s + e(k)v + y(k)i)
+ Vi(s,i,0, k) (B(Kk)si — (u(k) + a(k) + y(k)i)
+V, <s i,0,k) (U A(K) + p(k)s — (u(k) + e(k))v)

2 Vi (s, i, k)a (k)s + ; Vii(s,i,v, k)az(k)t + = VUU(S i,v, k)a%(k)l

+ ) quVu(s.iv0).

1eM
Thus, by direct computations, there exists C,, D, > 0 for sufficiently small ¢ > 0 satisfying

LA+s+o+)M<-D(1+s+i+v)*+C,.

Therefore, as an application of It6’s formula, one has (2.2) and (2.3); see e.g., [22] or [23] for this well-known argument. []
2.1. A complete characterization of longtime behavior

In this section, we will define a threshold A that will characterize completely the longtime behavior of system (1.2).

For each 0 > 0,, := —min,¢ M{% }, consider a perturbed system of (1.2) when I(¢) is small:

dS(r) = [ (1 = g(A@®)) AA®D) = (P(AD) + u(A@) SO (1)
+7(A@)O + AV () | di + 0, (@) S OdW, (1),
dve(n = [q(A(t»A(A(t» + pAWD)S (1) = (u(A®) + (AW) VO (1) |dt
+ oy (A (AW, (D).

2.4

Similar to Theorem 2.1, we can easily show that for each initial value (s, v, k) € Ri X M, there exists a global solution (SO0, Vo))
to (2.4). Moreover, by a similar argument as in Lemma 2.1, we can show the solution satisfies that (S?(¢), V?(t)) € Ri"’ forall >0
almost surely and that

L (ts+o)H c,

By (300 + 179@)) STty Y20 (2.5)
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for some g > 0, gq, 5q > 0, which can be taken uniformly for any 6 € [6,,, 1].

Since the diffusion in (2.4) in nondegenerate on Ri"’ X M, there exists uniquely an invariant probability distribution v, of
(§9(t), 179(t), a(t)) on Ri‘" X M. Moreover, it is noted that x is the unique invariant measure of A(r). Therefore, z is the marginal
distribution of the third component in the joint distribution v,. Due to (2.5), we have

C
Z / (s + ) Tvy(ds, dv, k) < = < oo.
Kem /B2 D,

Thus, we can well define the following 4, which is an approximated growth rate of I(¢) as its density is small:
2

_ o2(k)
Ag = 2 /R2 p(k)s — (u(k) + y(k) + a(k)) — 3 vo(ds,dv, k)
kem F

0
= Z /]R2 plk)svy(ds,dv, k) — Z u(k) + a(k) +y(k) + 2 .

kemM kemM

The equality above follows from the fact that z is the marginal distribution of the third component in v,. In particular, when 6 = 0,
we denote
2

o5 (k)
A=Ay = 2 /2 Bk)s — (u(k) + a(k) + y(k)) — vo(ds, dv, k). (2.6)
kemM R+

2

This 4 will be shown to be the threshold that characterizes the longtime behavior of the disease. Note that, when 6 = 0, (2.4) is
the solution to (1.2) with I(z) = 0. Thus, we can consider v, as the unique invariant probability measure of the solution process
(S@), I(1),V (1), A®t)) on the boundary [0, co) X {0} X [0, 00) X M (by embedding [0, co) X [0, 00) X M to [0, 0) X {0} X [0, c0) X M).

Algebraic representation of 1. To proceed, we provide an algebraic representation for the proposed threshold A. This representation
is very useful from a computational point of view since we can compute A by solving a system of linear equations.

Lemma 2.2. Let (cl(l), €1(2), ..., c1(my), c5(1), 6,2, ... ,cz(mo)))T be the unique solution to the linear system:

Bk) = (p(k) + pu(k)) c1 (k) + p(k)ey (k) + X e nq 7iac1 (D) =0, @7
e(k)e, (k) = (u(k) + () e (k) + Xy pg v = 0, k=1,2,....m.
We have:
6; (k)
Ag = z (R = q(k)Ak) + y(k)O] — | u(k) + alk) + y(k) + ) T
keM
Proof. The system (2.7) can be written in the following form
AC = B, (2.8)

where C € R, § = (B(1), f2), ..., fmy), 0,0, ...,0) ', and

u+pM) =y ... ~Y1m —p(1) 0
A= ~Vmo1 e p(mo) 4 p(my) = ¥ mg 0 —p(mg)
—&(1) 0 p+e) =y .. —Y1mg
0 —&(mgy) ~Ymg1 e u(mg) + €(my) = Vigm,

Since —y;; = ¥, v;j, it is obvious that matrix A = [a;;]5,x2m, is diagonally dominant, i.e., |a;| > ij-;”?jzl la;;| for any i = 1,...,my.

It is well-known that a diagonally dominant matrix is non-singular. Thus, there exists a unique solution C to AC = §.
Denote by £, the operator associated with the solution process of (2.4). It is well known that if we let U(s, v, k) = ¢;(k)s + ¢y (k)v
then

LoU(s, v, k) =c; (k) [(1 — q(k))A(k) + 7 (k)8 — (p(k) + u(k)) s + e(k)v]
+ ¢y (k) [q(k)A(k) + p(k)s — (u(k) + e(k)) v]
+ (Z yk,cl(l)>s + (Z yk,cz(l))u
=c; (k) [(1 = g(k)A(k) + y(k)O] — B(k)s
=hy(k) — p(k)s,
where

ho(k) = ¢ (k) [(1 — q(k))A(k) + y (k)6 . (2.9
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Then, by Dynkin’s formula (see e.g., [24]) we have

E, i UGSP0), V1), AG) - US?(0), VO(0), A0))
= Eyi fo LoUS @), Vo), Aw)du (2.10)

= E, . fo hAW)du—E, ;. [o BAW)S? w)du.

Due to ergodicity of A(f) and S9(t), we have

'
lim lEs Uk/ h(A(u))du = Z hy(k)my, (2.11)
tmee T o kem

'
lim lE‘ uk/ ﬂ(A(u))gg(u)du: 2/ B(k)sv(ds, dv). (2.12)
t-oc0 t 77 0 P Ri

Moreover, because of (2.5), one has

E, . US?(0), VO(1), A@t) — U(S?(0), V9(0), A0)) o
m =
t—oo t

Plugging (2.11), (2.12), and (2.13) in (2.10), we have

Y htm =Y, /R2 B)sv,(ds, dv, k),

kem kem

(2.13)

which implies

o3(k)
ho= Y home = Y uk)+at) +y (k) + == ) 7.

kem kem

The proof is complete because of (2.9) [J

Now, we state our main results in this section.

Theorem 2.2. Suppose A > 0. Then there the transition probability converges to a unique invariant probability measure v* in total variation
with an exponential rate.

Theorem 2.3. If A <0, I(f) converges to 0 exponentially fast, or

L {,lgrg LU ﬂ} =1 @2.14)

t

Remark 2.1. The following are some remarks:

» The sufficient conditions for persistence and extinction in our results are also almost necessary conditions. The only case that
left untreated is when A = 0. If y(k) = 0 and A = 0, the disease is not persistent in either time average or space average sense,
that is,

t
lim % / I()ds=0as, and limE;,, [()=0.
—00 0 o0 SbUs

This claim can be derived from the method introduced in [25]. However, if y(k) > 0 for some k, it is not easy to treat the case
A=0.

In this work, we treat with linear incidence rate ST for simplifying notation to introduce our new methods and ideas. It can be
easily applied to other types of the incidence rate functions to improve and generalize many existing results, e.g., [14,26-28].
Moreover, the method in [14] cannot work for nonlinear incidence rate. However, our method can be applied to a general
model with nonlinear incidence rate; see Section 4.1. From computational point of view, when the incidence rate is nonlinear,
we might not have an algebraic representation for 4, however it can be approximated by a numerical scheme.

2.2. Proof of Theorem 2.2

Lemma 2.3. There exists c_; > 0 such that
]ES’,-’U,kI_l(t) <iexp{c_it}, Vi>0,(s,i,v) € Rl*
Proof. We have

. oA 4
dI71 () = | p(AWD) + 7 (AD) + «(AWD) = FAD)SO) = =—— | 17 ()1 = o, (AT AW, (0)

<c_ IVt — o, (A (Dd W, (1),
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where c¢_; = max {0, u(k)+y (k) +a(k)— ag(k)/Z}. From this estimate, we can easily imply the existence of Ex,i,v’kl‘l(t), see [29]. Then
taking expectation both sides, we obtain that

d]Es,i,u,kI_1 (I) < c*lEs,i,v,kI_l (t)
The Lemma follows easily this differential inequality. []

In this subsection, we assume 4 > 0. Let 6§, < 0 small enough such that /191 > % > 0. Let (591 s 1791) be the solution to (2.4) with
0 =6, and S% (0) = 7%1(0) = 0. Note from the ergodicity of (5%, V1) that

_ 1 (T ~ o3 (AW))
im Ek? /0 BA@)S ()t — (u(AW)) + ¥ (AW) + a(AW))) — du= 1y,

Tl'—>oo 2

there exists T' > 0 such that

! S X (AW)
]Ek% /0 <ﬂ(A(l))S91 (Hdt — (M(A(u)) +7(A)) + a(A(u))) _ 2 5 > du> 34

> —. 2.15
7 ( )
Lemma 2.4. There exists ¢ € (0, 1), k € (0,1) and C; > 0 such that
E, ;i I S(T) < i Sk +C; for all (s,i,v,k) € RY* x M. (2.16)
Proof. Define
E=inf{r>0:1() >0}

and

T ~ o3 (Aw)
D) = —/0 BA@)ST (Dd1 — (u(AW) + 7 (AW) + a(Aw)) ~ 2 du

T - 03(AW)
+ By /0 PAD)S™ (1 = ((AW) + 7 (AW) + a(AW)) = 2—— ) du.

Due to the boundedness (2.5), there exists C; > 0 such that
E( () < Cr,

and
o2(A®w))

T T
&(T) < / (H(AW)) + 7(AW)) + a(AW)) - )du +E, / BAMS? (nNdt < Cyp.
0 0

Note that for ¢ € (0, %), 72657 < 22 if z < 0 z%e5% < 4e? if z > 0. As a result,
E, ,®*(T)e®D <E, [&(T)) +4E, ,e®1 D) < Cp +4¢°T. (2.17)
We deduce from the inequality e < 1+ z + z%¢* that
E,e5%T) < 1 + cE,d(T) + RO TP D] < 14 ¢X(Cp + 45T < 8 CrtseT) = o67Cr
Since

! t
BXP{G / oy (AW)dWi(u) — 6> / Uz(g(u)) du}
0 0

is a martingale, we have

t t
E, exp{ /0 oy (AG))dWi(u) — /0 62(3("))du} -1,

which implies

! 2t
E, exp {/ aZ(A(u))sz(u)} < e "7, where oé\” = max{o,(k)}
0 kem
t 1 l
E, e5P0¢S Jo 02(Aw)dWrw) < [Ek SO0, 2% fy az(A(u»sz(u)] 2
_ 1
< [e“gZ(CT)ez"éngz] 3 (2.18)

S~ 2
<efTe,
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where Cp =2C; + o MT.
Because S(r) > S? (¢) for t < ¢, due to a comparison theorem, we deduce that

I5(T)
10 ~

, 2(AW)
expd ¢ /0 AWNS®@) — (H(AwW) + 7(AW) + a(AwW) — du

2
1
+€/ O’z(ﬂt(u))sz(u)}
0

T _ S2(AW)
=exp{Ek /0 (ﬁ(A(z))SGI(z)dz—(u<A<u»+y(A<u>)+a(A(u)))— = >du} (2.19)

t
X exp{¢®(T)} exp {G/ Gz(a(u))sz(u)}
0

T
<exp(= 22T} explc(T)) exp {g /O az(a(u))dwz<u>} .

As a result,

I(T T
Egivk [1(C>T} T —€((0)) <exp{- %T}E.s,[,v,k {1({>T) exp{¢®@(T)} exp {G/ Uz(a(u))sz(M)} }
0

T
32
< exp{—gTT}IEls’i,U,k {exp{gd)(T)} exp {g/ oy (a(u))d Wz(u)} } (2.20)
0
32 5
<exp{—¢ =T} exp{Cre’),
where the last inequality is due to (2.18). Moreover, because of the strong Markov’s property, we have from Lemma 2.3 that

Eg ok [Leery I 5] =By ok [Le<rEso v ao! @)
<Eq ok [Ligery 10117 explee_y (T = 0))] (2.21)
<1017 exp{¢c_;T}.
Combining (2.20) and (2.21), we have
o) ¢ = ¢ -
Es,i,u,kl S <e 7T+ 0,7 expl{ge T}
- iT
if¢< prong Oa
Lemma 2.5. For any H > 1, there exists a compact subset K C Ri’" such that

Py, o l(S(T = 1), IT = 1), V(T = 1) € K} > % fO<sv<HH'<i<H.

Proof. By the variation of constants formula, see [29], we have

1
SO =w(® <S(0) + / ¥ @1 = gAW)AAW) + E(A(u))V(u))du> , (2.22)
0

where

o2(AW))

t t
y (1) = exp {/0 —PANI W) — p(AW) — u(Aw)) - du+ /0 Ul(A(u))dWl(u)} .

Due to (2.3), there exists K > 0 such that
P,k { sup {S(t), 1),V (@), ( /t al(A(u))dWl(u)(} < K} > % ifo<s,o<H H'<i<H.
1€[0,T] 0
We can easily deduce from (2.22) the existence of k 1s Kl > 0 such that
Pyiok 1k < SO <Kt €[0,T]} > %
Similarly, we have

Pyiok (ko < S0 <Kyt €[0,T1} >

B

[N ool

Pyiou {ks S SO < K51 €10,T1) 2 ¢,

for some positive constants lvc[, I?[,i =2,3. Combining three estimates above we complete the proof. []

7
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Proof of Theorem 2.2. In view of Lemma 2.4 and (2.2), we have
E,,; . U(S(T). I(T), V(T)) < kU(s,i,0) + C*, for (s,i,v) € RY*, (2.23)

where U(s,i,v) = (1 +s+i+0v)!*9 4 i€ with ¢ satisfying Lemma 2.4 and « € (0, 1) and C* > 0 are constants independent of (s, i, v, k).
On the other hand, because the diffusion is nondegenerate, in view of [19, Lemma 3.6], there exists a probability measure v
on Rff x M and a constant ¢ such that

Py, i (ST, I(T), V(T), AT)) € -} > Eevpe(:), for all (x,y) € K. (2.24)
By Markov’s property of (S(), I(r), V(¢), A(t)), we have from 2.5 and 2.24 that

Py o { (ST IT), V(D) € -} 2 %Hvﬂb), if UGs,i,v) < H, (2.25)
for some probability measure vy and a constant ¢. It is well know that, (see e.g., [30] or [31])) with (2.23) and (2.25), there exists
a probability measure y* on Ri’* x M and a constant Cy; > 0,y € (0,1) such that

1B ((s, 8,0, K), ) = u* Ol < Cy (U (s, i, )k - (2.26)
Moreover, we deduce from (2.23), 2.1, and (2.16) that

litn supE,; . US®), I(1), V(1)) < o0,

which shows the existence of invariant probability measures of the Markov process {(S(), I(t), V(t), A(?)),t > 0}. Since an invariant
probability of {(S(t), I(z), V (1), A(t)),t > 0} is also an invariant probability measure of its skeleton {(S(nT), I(nT),V (nT), A(nT)),n €
Z.}, p* must be the unique invariant probability measure of {(S(?), I(r), V (1), A(1)),t > 0}. Moreover, since the function || P,((s, i, v, k), -)
— u*(9)|| is decreasing in ¢, we deduce from (2.26) that

IB((s. i, 0. k). ) = g* Ol < CyU s, i opry) T (2.27)

which completes the proof. []
2.3. Proof of Theorem 2.3

By Lemma 2.2, it is readily seen that 4, is continuous in 6. Therefore, there exists 6, such that
Ay A
Apg < — == 2.28
b >~ T2 ( )

It is noted that we are considering the case 4 <0, so 45 <0.

Lemma 2.6. Let 6, be as in (2.28). For any € > 0, H > 0, there is a constant 6, > 0 such that

In 1

P,k {tlim HT(I) =A< o} >1—¢, V(s,i,0,k) € [0, H] X (0,0,]x [0, H] X M. (2.29)

Proof. Let
a3 (k)

g(s, k) = pk)s — (u(k) + a(k) + y(k)) — . (2.30)

We obtain from the ergodicity of (S%(r), Vo (1), A(t)) that
t

lim 1 / g8 w), aw)du =Y / 8(s.K)vy, (ds.dv. k) = Ay, as. (2.31)

= 1 Jo kem JRL
Therefore, for any ¢ > 0, there exists a T} = T;(H, &) > 0 such that Py , ,(2,) > 1 - i, where

1 ! b Mﬂol
Q =qw: " A g(SH’H,k(u),a(u))du < e + }“90’ Vi>T; . (2.32)

Here, the initial value of (590(0, 1790(1), A(®)) is indicated in the subscript of (§Z“ D 17:;“ (D). Because of comparison theorem
(see e.g., [24]), we have S, ,, () < S‘Z @5 Vi) < 171?1 .., VO < u <7 almost surely if (s, i, v, k) satisfies s < H,0 < H. On
the other hand, the strong law of large numbers for martingales leads to that
13
lim L / 6y (AW)dW,(u) = 0, a.s. (2.33)
0

t—oo

This deduces that there exists T,(¢) > 0 such that P(£2,) > 1 - i, where

g,
4

<

t
Q, = {a) €Q: %‘/ 6 (AG))d Wi (1)
0

, forallt> T2} . (2.34)

8
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Let T = max{T},T,}. As a consequence of (2.3), there is M > 0 satisfying that P(£2;) > 1 — =, where

M
Q= {w eQ: / PA@NSY , @du < 5 } : (2.35)
Moreover, Doob’s inequality allows us to pick M > 0 sufficiently large satisfying
! M €
Ple,={vea: / o (AW (wWdu| < == >1-2. Ve[ T]i=12 (2.36)
0

Let 0, € (0,0pe™ ). The second equation of (1.2), together with (2.35) and (2.36) implies that for all w € n;%:lgj, we have

, 2 (AW))
1)) =1(0)exp / BAW)SW) = ((AW) + r(AW) + a(AW)) = 2—— | du
0

'
+/) az(a(u))dWZ(u)} (2.37)

t 1
<I(0)exp { B(AW))Su)du + / UZ(A(u))dVVZ(u)}
0 0
<0,eM <6,V €[0,T], given 1(0) < 6,.
Define the stopping time
Ci=inf{r>0:10>6,}. (2.38)

Because of (2.37), for w € £2; N 22, one has E > T. As a consequence of comparison theorem (see e.g., [24]), we have S(7) < St
for any # < ¢ given that they have the same initial value. Thus, from (2.37), if t < ¢, one has

, o2 (AW))
1) <I(0)exp /O PAWS}E @) = (BAW) +7(AW) + a(AW)) = 25— | du

t
+/O 02 (AW)d W) (u) } .

Combining (2.32), (2.34), (2.37), and (2.39) we claim that E> T and

(2.39)

t t
Iz<r>51(0)exp{ /0 g8, @), Aw)du + /0 az<A<u>>dW2(u)}

Ao 1
< I(O)exp{ ; }< 1(0) < 6. for any: € [T, ).

for any w € ﬂ;;l Q; and I(0) =i < 6. As a result, we have E= o if we ﬂ;;l Q;, 1(0) < 6,. Since E= 00, we have

Agyt
It < I(O)exp{ > } Vi > T, given that w € ﬂ.Q 10)=i<6,.
j=1
This clearly implies that lim,_,, I(1) =0 Vo € ﬂj:] Q;, provided 1(0) =i < 6,.
Next, we define the randomized occupation measure

1
0= /01{(S(u>.1(u>,v<u),A(u>)e)d“’ 1>0.

In the above, the subscript in H ! k() indicates the initial condition. Because S, () < S’ H,k(t), Viiox® < V;H «O,u >0 and
lim, o I5;, () = 0 for w € n s (5,60, k) € [0, H] X (0,6,] X [0, H] x M, we claim that the family of measures {ﬁ’ GO e
0,0 € n4 19} is tight in the space R* X M and any of its weak limit v as t — oo satisfying v([0, c0) X {0} X [0, 00) X M) = 1 Moreover,
we can also claim with probability 1 that v is invariant with respect to the process (S(t), I(¢), V (1), A(t)) on Ri X M. We can refer these
well-known claims to [19,32]. On the other hand, we have showed that v,, through an embedding, is the only invariant measure
on [0, 0) X {0} X [0, o0) X M. Therefore, for almost every w € n 182, we have the weak convergence of H k( ) to vy ast — oo.
The weak convergence implies that

.1
hm—/ &(Sw), Aw)du = 2 / g(s, k)vo(ds,dv, k) = A, (2.40)
=eot Jo keMm I BL
for almost every w € n;.‘zl.Q ;. It is noted that the limit (2.40) is valid because of the weak convergence and the uniform integrability
. 1 ! 14+p o1 ! O, 14+p
lim sup " (Sw)' Pdu < llm - (S 0(u))' *Pdu
t—00 0

/ 1+"v9 (ds,dv, k) < oo for some p > 0;
kem

9
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see e.g., [19, Lemma 5.6]. By (2.30) and (2.37), one has

In (0 !
° t( )+% / o5 (AW))d Wi (w). (2.41)
0

t
InI@ _ 1/ g(S@), Aw)du +
t tJo

Therefore, letting t+ — oo in (2.41) and because of (2.33) and (2.40), we have that for almost every w € n;‘:lQ s

im InI(t) -

=00 t

As a result, by noticing that IP’(n;.‘:]_Q ;) > 1 — ¢, the Lemma is proved. []

Proof of Theorem 2.3. Because of Lemma 2.6, the solution process {(S(-), I(-), V(-))} is transient in ]Ri’". This fact leads to that the
process has no invariant probability measure in Rff. As a result, v, is the sole invariant probability measure of (S(t), I(r), V (1), A(t))
in [0, 00) X {0} X [0, 0) X M. Now, pick H > 0 satisfying v,({s € (0, H)}) > 1 — . Because the process (S(1), I(r), V (1), A(?)) is tight
(due to (2.2)), for any initial value (s,i,v,k) € Ri X M, the family of occupation measures

t
{Hi,,-,u,kc) = % / P {(Sw). 1(w). V (w). Aw)) € -} dw,1 > 1}
0

is tight in the whole space ]Ri X M. Because of the invariability of the weak-limits of IT',  ast — co, we deduce that IT], , weakly
converges to v as t — oo. Sequentially, for any § > 0, there is a constant T > 0 satisfying that

al | (0, H)x(0,6)x (0, H) X M) > 1 — ¢,
which can be rewritten as

T
é/ P, 010 < S, V() < H,0< I(1) <8}dt > 1 —¢.
T Jo

Therefore,
Ps,i,u,k{gﬁ i\-'} >1- £,

where

A~

C=inf{t>0:(S®,I®),V) € (0,H)x(0,6)x (0, H)}.

We obtain from the strong Markov property and Lemma 2.6 that

InT
P, s { fim 2O _ /1} >1-¢ V(s.i.0.k) € R¥ x M.

=00 t

Letting £ — 0 we obtain (2.14). The proof of Theorem 2.2 is complete. []
3. Some control policies
3.1. Determining the herd immunity

In (1.2), we let q(k) and p(k) be switching-dependent so that the model can be as general as possible. However, they are the
immunization rates and human-controlled so they might not depend on k in practice. We will derive a formula for A when g(k) = q
and p(k) = q. The formula will help us determine the immunization rates needed to maintain the disease-free state.

Let ¢; = (¢;(1), ..., c;(mp)T,i = 1,2,

u=ry . ~Yimg
B= : : :

_7m01 e H(m()) - 7m0m0

D = diag(e(1), ..., e(my)) and L, be the identity matrix on R . Then, consider the equation

moyXmg

(B +pIm0)cl —pe = ﬁv
-D¢; + (B +D)c, = 0.

Substituting ¢, = (B + D) 'D¢; = @, —B+ D)~ 'B)c,, which is from the second equation, into the first equation, we have
B+ pB+D)'B)c, =B,
or

(B+D+pl, )B+D)'Be; =B,

10
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which leads to
¢, =B7'B+D)B+D+pl, )" p.

In view of Lemma 2.2, we have

o3 (k)
A= 2 e (k)(1 — @) A(k) — | p(k) + ak) + y(k) + 3 7, = (1 — q)mc oa — zf,
kem

where ¢, = B~ !/(B+D)(B+D + pImO)‘lﬁ, a=(A(l),..., A(my))", o is the Hadamard product and

a3(1) o2mp)\
f={ul)+a(l)+y(1)+ > s oees M(mg) + a(mg) + y(mg) + 2 .

In what follows, for a matrix (or a vector) M, by writing M > 0 we mean all entries of M are positive.

Lemma 3.1. ¢; =B™'(B+D)B+D+pl, )"'  is decreasing in p, that is if p; > p, then B~'(B+D)B+D+p,L, )" f-B~'B+D)B+
D+ p,L, )7 > 0.

Proof. Neumann’s series expansion of resolvents give

B+D+plL, )" =B+D+pyl, )" + i(po —p)' B +D+pyl,, )", for |p — py| sufficiently small,
n=1
which leads to
dB+D+ pImO)_l >
T(po) =-B+D+pl, ) .
As a result,
dB~'(B+D)B +D +pL, ) p
dp

-B~'B+D)B+D+pl, ) 5.
Note that B + D + pl,,, is a diagonally dominant matrix. Thus, it is well-known that (B + D + pImO)‘l is a matrix of all positive
entries and so is (B+ D + pImO)‘z. As a result,
B:=B+D+plL, ) ?p>0.
So
B~'(B+D)B+D+pl,)2f=B"'(B+D)f=p+B'DS.
Since B! > 0 and B > 0, DB > 0, we deduce that
dB~!(B+D)B+D +pL, ) §

dp
which implies ¢, is a decreasing vector-valued function of p. [J

=B+B'DB>0,

From Lemma 3.1, in order to maintain the disease-free state of the system, the vaccination rate p must be smaller greater than
po» which is the solution to

Apo) = (1 - 9)zB~' (B +D)(B +D + pl,, )~ foa — zf =0. (3.1)
3.2. Optimal strategies for controlling the disease

Suppose that p* is the maximum vaccination rate of susceptible group that can be achieved. Note that Eq. (3.1) does not always
have a solution on [0, p*]. As a result, we may want to minimize the cost of vaccination and treatment. Suppose the coefficients are
not switching-dependent, we consider the following system:

ds@) = [(1—q)A—ﬂS(t)I(t)—(p+;4)S(t),
(7 + DI + V(D) ] dt + 6, SOAW, (1),
dI(r) = ( BIOS@) —[u+y+a—r] I(t))dt + 0, (NdWs(1). (3.2)
ava = [qA +pSM) — (u +e) V(t)]dt + o,V (dW4(0),
SO= s20, I0)=i20, V(©0)=v20,

where r is the rate of recovering due to treatment. It is reasonable to assume that r < «, because « is the extra rate of death due to
the disease.

11
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Using the definition (2.6) of A, we obtain that for this model,

o2

A=/ psii(ds,dv) — (u+a+y—r) — —,
Rr2 2

where 4 is the invariant measure of process (E(t), I7(t)), which is the solution to the following system obtained by considering (3.2)
on the boundary with I(r) =0

dS5a) = [(1 — A=+ WSO+ g?(z)] dt + o, SOdW; (1),
_ _ N - (3.3)
av = [qA 50— (u+e) V(t)]dt + o3V (dWs(0).

Because of [19, Lemma 2.1], we can obtain that Mg := /Rz si(ds,dv) and My = /Rz vu(ds, dv) is the solution to
+ +

(I-@9A-(p+tuMz+eMy =0
qA+pMz—(u+e) My =0.
2

- — Ald=qu+te) _ pAld=qQu+e) _ _oN_ %2 *
Therefore, we get Mg = wrpre > S° A= ﬁ—u(pﬂﬂ) (p+y+a-r) 5 We assume that A >0 for all 0 < p < p*,0 < r < a, that
is

2

Ad-qu+o "_22 >0, (3.4)

up* +u+e)
Under this assumption, the disease persists even with treatment and vaccination. Suppose that ¢, ¢,, and ¢; are the per capital costs
of vaccination, treatment, and infection on a short period of time 4¢. Then the total cost in the period of time [0, 7] is

T
/ (c1pS(t) + corI(t) + c31(2))dt.
0
In the long run, assuming (3.4) holds, we wish to do the following optimization problem:

1

T
S0 T / (e, pS() + crI (1) + c31(2))dt, subjectto0<p<p*,0<r<a. (3.5)
0

Minimize lim E
T—o

Due to the ergodicity of the process, the following limits exist.

, 1T

x| = 711_2:015:&""”7/0 S(t)dt,
, 1"

Xy = Tll_r)r;Q ES""”T/O 1(t)dt,
, e

X3 = Th_[)lgo ES”"”T/O V(dt,

T
. 1
xy = lim B, /0 SOI(t)dt.
From the first equation of (3.2), we have

E,;,ST)
T

s 1 /T 1 /T
= f+(1 - QA - ﬁEs,f,u;/o SOIMdt —(p+ ﬂ)Es,i,Uf/o S()dt

1 /7 1 /7
+ (y+r)IES,-U—/ I(t)dt+sES[U—/ V(t)dt.
T Jo T Jo

Letting T — oo, we have

(I —q@A—Pxy—(p+ wx; +yx, +ex3=0. (3.6)
Similarly, we have from the other equations of (3.2) that

pxy—(u+y+a—-r)=0, 3.7)
and

qA+px; —(u+e)x3 =0. (3.8)

Moreover, we have

2

InI(T) InI(0) 1 /T o)
=4[ Sndi- 2
T ; +[3T A Mdt—(u+y+a+ > r)+

o WH (1)
==

12
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Letting T — oo, noting that limy_, % /OT S()dt = x; (due to the ergodicity of (3.2)), we have

2
%
=ﬁx1—(u+y+a+7—r)‘

. InI(T)
lim
t—00 T
Since the process (S(z), I(t), V (¢)) is recurrent on Ri‘", we must have

2
o,
ﬁxl—(,u+y+a+72—r)=0. (3.9

From (3.6), (3.7),(3.8) and (3.9), we have
0_2
mty+a+t3—n
X =,
p
and

2

[ep
pe )(M+7+“+72—r)
B

(7+r)xz=(u+y+a—r)—A(/1+6+/4q)+<M+p— wte

Then (3.5) becomes an elementary optimization problem:

Minimizing f(p,r), subjectto0<p<p*,0<r<a, (3.10)
where
7
app+y+a+ 5 —r)
flp.r)=
B
CF + ¢

2
[ep
pe >(ﬂ+y+a+72—r)

(M+7+a—r)—A(ﬂ+5+/4Q)+<14+P—
H+te p

y+r

Remark 3.1. Controlling diseases often involves enhancing vaccination rates for susceptible groups and implementing treatment
methods, typically represented by parameters p and r (as outlined in (3.2)). Ideally, maximizing the improvement in rates p and
r would be optimal for disease control. However, practical constraints such as budgetary limitations and economic factors limit
these rates in real-world applications. We consider the scenario that the disease persists and find optimal rates, which optimize the
costs that are due to vaccination and treatment and that penalize infection, as given in (3.5). The longtime cost function in (3.5) is
intractable. However, we are able to transform the problem to an elementary optimization problem (3.10).

4. Discussion and numerical examples

4.1. Discussion

Possible generalization. Although, in this paper, we consider the linear incidence rate function ST in the dynamics of disease
transmission, it can be seen that our approach and proofs of main results do not depend on this specific formulation. In particular,
we can replace the linear incidence rate function S(A(r))S(#)I(¢) in (1.2) by a general function I(¢)f(A(t), S(¢), I(t)) and consider
ds@) = [ (1 = g(A®)) A(A@®) = L) f(A@), S©®), 1)) = (p(A®)) + u(A@))) S(1)

+y(AWNI@) + e(ADOV (D) | dt + o (A@)SOIW, (1),
I = (I(t)f(A(t), SO, 1)) — [1(A®D) + 7 (A®) + a(A®D))] I(t)>dt

+ 03 (AT (WD), “-1
av(n = [q(A(T))A(A(f)) + p(AD)S (@) — (u(A@®)) + e(A(1))) V(T)] dt

+ o3(AOV () dW(1),
SO = s20, I(0)=i>0, V©O0)=v>0, A®0) =keM.

In this case, by the same approach and similar argument we have developed in Section 2, we can define
2
o5k

A= k,s,0 k k k 2% ds,dv, k
F= z/ﬂﬁ f(k,s,0) = (uk) + a(k) + y(k)) — 2 vo(ds,du, k),

where v, is the invariant measure of the solution process to (2.4) with 6 = 0, and prove that this 4 ¢ can be used to characterize
completely longtime behaviors of (4.1).

Theorem 4.1. Assume that

13
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Fig. 1. Sample paths of I(z). From left to right: in fixed state system with A(7) = 1, in fixed state system with A() =2, and in the switched system, respectively
in Example 4.1.

* f(k,s,i) is locally Lipschitz, f(k,0,i)=0, f(k,s,i) < K(1 + s) for some finite K, and
* f(k,s,i) is uniformly continuous at i = 0, i.e., lim;_qsup|f(k,s,i) — f(k,s,0)| = 0.

We have:
1. If Ay > 0, the transition probability converges to an invariant measure with an exponential rate.

2. If A, <0, lim,_,, "9 = A, with probability 1.

. =

Remark 4.1. Common incidence rate functions used in epidemic models are: the bilinear functional response S, the nonlinear

1
functional response lfj—llh, the Beddington-DeAngelis functional response %, the Holling type II functional response mﬁ S+’S,
2 1 1
and their variants; see e.g., [16,26-28,33] and references therein. We note that all these common incidence rate functions satisfy

conditions in Theorem 4.1. Recall that the incidence rate in our setting is I (S, I) rather than f(S,I).
In Theorem 4.1, if we assume further that

o3
X Jim k. 5.0) = (k) + ath) + 7)) = 5= ) 2k > 0,

kem

then we can prove the convergence has an exponential rate.
4.2. Numerical examples

In this section, we focus on some numerical examples for model (1.2). As in Lemma 2.2, we obtain an algebraic representation
for A in this model, which is an interesting finding, allowing us to easily evaluate this threshold. The value A is computed simply by
solving a system of linear equations together with basic multiplication and addition. As a result, we can have more insight about
how switching changes the dynamics of the system. Moreover, it will be shown in following examples that extinction or persistence
of two fixed systems can be reversed by switching.

Example 4.1. Consider system (1.2) with two random switching states: M = {1,2}. The other parameters are g, = 0.8, ¢, = 0.4,
A) =25, AQ) = 1, 8, =4, 8, =8 u(l) = 1, u@2) = 05, p1) = 1, p2) = 03,7, = 02, y, = 3, e(1) = 0.2, €2) = 0.5,
6;(1)=02,6,(2) = 1,a(1) = 0.1,a(2) = 3,05(1) = 0.2,65(2) = 2,63(1) = 0.2,05(2) = 1.

In this example, the thresholds for the system without switching in state 1 and state 2 are 4, = 0.1216 and 4, = 1.0524. As a result,
without switching, the disease will persist in either state. However, with switching rates y,, = y,; = 30, we have 1 = —0.3804, which
implies that the disease will go away. This example shows that the random switching can make persistence become extinction, see
Fig. 1.

The algebraic representation of 4 in Lemma 2.2 allows us to examine in details 1 as a function of the parameters. In this example,
with y;, = 7,; = y and ¢(1) = ¢(2) = x while the other parameters receive values as above, we have Fig. 2 for 4 as a function of x, y
and Fig. 3 for A as a function of x or y given some fixed values of the other.

Example 4.2. Consider system (1.2) with two random switching states: M = {1,2}. The other parameters are ¢, = ¢, = 0.8, A(1) =
1.2,AQ2) = 5,p(1) = 5,62) = 1.0, u(1) = p(2) = 0.8, p(1) = p(2) = 0.5,7(1) = y(2) = 2,&(1) = 0.2,6(2) = 0.5,6,(1) = 6,(2) = 0.1, a(1) =
a2) = 0.11,05(1) = 0,(2) = 03(1) = 03(2) = 0.1.

In this example, the thresholds for two fixed system in state 1 and state 2 are A, = —1.115 and 4, = —0.6233. As a result, without
switching, the disease will die out in either state. However, with switching rates y,, = y,; = 20, we have A = 1.0261, which implies
the disease persists, see Fig. 4.

With y;, = 7,; = y and ¢(1) = ¢(2) = x while the other parameters receive values as above, we have Fig. 5 for 4 as a function of
x,y and Fig. 6 for 4 as a function of x or y given some fixed values of the other.

14
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Fig. 2. 4 as a function of ¢(1) = ¢(2) = x and y;, = 75, = y.
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Fig. 3. From left to right: the graphs of A(y) with x =0.1; A(y) with x =0.9 and A(x) with y =1 respectively.
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Fig. 4. Sample paths of I(z). From left to right: in fixed state system with A(7) = 1, in fixed state system with A() =2, and in the switched system, respectively
in Example 4.2.

Example 4.3. Consider system (1.2) with two random switching states: M = {1,2}, p(1) = p(2) = p and parameters ¢(1) = g(2) =0,
A() = AQ2) = 1, (1) = 3,4(2) = 3.5, u(1) = Lu@2) = 2,y(1) = y(2) = 0.1,e(1) = &2) = 0.1,05(1) = 6,(2) = \/(E,a(l) = a2) =
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Fig. 6. From left to right: the graphs of A(y) with x =0.1; A(y) with x =0.9 and A(x) with y = 1 respectively.

0.1,0,(1) = 67(2) = 05(1) = 65(2) = 0.1. The equation 4 = 0 leads to
3600p% + 11770p — 4959 = 0,

which has a unique root p, = 0.3777 in (0, 1). Thus, the vaccination rate p of susceptible group must be greater than 0.3777 in order
to maintain the disease-free state of the system.

Biological interpretation. Our theoretical findings indicate that the long-term dynamics of the SIS epidemic model with vaccination
are entirely determined by the threshold number 4, derived from parameters outlined in (2.6). In epidemic models, because our target
is to end the pandemic or to control disease, the extinction stage (corresponding with A < 0) is preferable. Our results rigorously
affirm the significant roles played by the disease-transmission rate g, recovery rate y, and disease-related death rate a in pandemic
control. Additionally, our findings suggest that the uncertainty associated with the evolution of the infected group (described by ,)
can have positive effects.

Furthermore, above numerical examples demonstrate that random switching environments can make extinction to be persistence
and vice versa. Although the dependence of 4 on vaccinated rate of newborns g is not too explicit from (2.6) in the general setting,
our numerical examples (see Figs. 2 and 5) reveal that the vaccinated rate ¢ has a significant impact. This emphasizes the importance
of developing vaccines and vaccinating newborns in disease control efforts.
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