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1 Introduction

In this paper, we consider the problem of complex root classification, i.e., finding the conditions on the
coefficients of a polynomial over the complex field C for every potential multiplicity structure its complex
roots may have. For example, consider a quintic polynomial F = aszz® + as2* + azz® + az2? + a1z + ag

where a;’s take values over C. We would like to find conditions Cy,Cy,...,Cs on a = (ao,...,as) such
that
(1,1,1,1,1), if Cy(a) holds;
(2,1,1,1), if Cy(a) holds;
(2,2,1), if Cs(a) holds;
multiplicity structure of F' = ¢ (3,1,1), if Cs(a) holds;
(3,2), if Cy(a) holds;
(4,1), if Cs (a) holds;
(5), if Cg(a) holds.
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In general, the problem is stated as follows:

Problem: For every p = (p1,. .., fim) such that p1 = ... 2 pm > 0 and p1 + -+ + pm = n, find a
condition on the coefficients of a polynomial Fover C of degree n such that the multiplicity structure of
Fis p.

The problem is important because many tasks in mathematics, science and engineering can be reduced
to the problem. Due to its importance, the problem and several related problems have been already
carefully studied [5,7-10,13].

The problem can be viewed as a generalization of the well known problem of finding a condition
on coeflicients such that the polynomial has the given number of distinct roots. This subproblem has
been extensively studied. For instance, the subdiscriminant theory provides a complete solution to the
subproblem: a univariate polynomial of degree n has m distinct roots if and only if its 0-th, ..., (n—m—1)-
th psd’s (i.e., principal subdiscriminant coefficient) vanish and the (n — m)-th psd does not. For details,
see standard textbooks on computational algebra (e.g., [1]).

In [13], Yang, Hou and Zeng gave an algorithm to generate conditions for discriminating different
multiplicity structures of a univariate polynomial (referred as YHZ’s condition hereinafter) by making
use of repeated ged computation for parametric polynomials [3,4,11]. It is based on a similar idea adopted
by Gonzalez-Vega et al. [5] for solving the real root classification and quantifier elimination problems by
using Sturm-Habicht sequences. The conditions produced by these methods are conjunctions of several
polynomial equations and one inequation on the coefficients. Those polynomials in the coefficients are
called discriminants for multiplicities. The maximum degree of the discriminants grows exponentially in
the degree of F'. Furthermore, each discriminant is a “nested” determinant, that is, it is a determinant
of a matrix whose entries are again determinants and so on.

In [7], the authors developed a new type of multiplicity discriminants to distinguish different
multiplicities when the number of distinct roots is fixed. The main idea is to convert the multiplicity
condition expressed as a permanent inequation in roots into a sum of determinants in coefficients. In
order to generate conditions for all the possible multiplicity structures of a univariate polynomial, one
may first use subdiscriminants in classical resultant theory to decide the number of distinct complex roots
and then add one more inequation to discriminate different multiplicity structures with the same number
of distinct roots. In the new condition, the maximum degree of the discriminants grows linearly in the
degree of F', which makes the size of discriminants significantly smaller. However, the form of resulting
discriminants is a sum of many determinants, which makes the further analysis (reasoning) difficult.

The main contribution in this paper is to provide a new type of discriminants, which are non-nested
determinants and whose maximum degrees are smaller than those in the previous methods. The method
is based on a significantly different theory and techniques from the previous methods (which are essentially
based on repeated parametric ged or subdiscriminant theory). The new condition is given by a newly
devised multiplicity discriminant in coefficients for every potential multiplicity vector of a given degree,
which can be viewed as a generalization of subdiscriminant theory to higher order derivatives. To build
up the connection between the new discriminants and multiple roots, we first convert it into the ratio of
two determinants in terms of generic roots (without considering the multiplicities). Then by making use
of the connection between divided difference with multiple nodes and the derivatives of higher orders at
the nodes, we integrate the multiplicity information into the expression and convert it into an expression
in terms of multiple roots. After careful manipulation, it is shown that the new discriminant can capture
the multiplicity information.

The paper is structured as follows. In Section 2, we first present the problem to be solved in a formal
way. In Section 3, we give a precise statement of the main result of the paper (Theorem 3.5). Then
a proof of Theorem 3.5 is provided in Section 4. The proof is long thus we divide the proof into three
subsections which are interesting on their own. In Section 5, we compare the form and size of polynomials
in the multiplicity-discriminant condition in Theorem 3.5 and those given by previous works.
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2 Problem

Definition 2.1 (Multiplicity vector). Let F € C[z] with m distinct complex roots, say 71, . . ., 7', with
multiplicities puq, ...,y respectively. Without losing generality, we assume that g3 > -+ > ppy > 0.
Then the multiplicity vector of F, written as mult (F'), is defined by

mult (F) = (p1, .-+, fm,) -

Example 2.2. Let F = 2% — 52% + 723 + 2% — 8x + 4. Then mult (F) = (2,2, 1), since it can be verified
that F = (z — 1) (z+1)" (z — 2)>. Note that the multiplicity vector is a partition of 5, which is the
degree of F.

Definition 2.3 (Potential multiplicity vectors). Let n be a positive integer. Let M(n) stand for the
set of all the potential multiplicity vectors of polynomials of degree n, equivalently, the set of all partitions
of n, that is,

Example 2.4. M (5)={(1,1,1,1,1), (2,1,1,1), (2,2,1), (3,1,1), (3,2), (4,1), (5) }.

Problem 2.5 (Parametric multiplicity problem).  The parametric multiplicity problem is stated as:

In : n, a positive integer standing for the polynomial of degree n with parametric coefficients a, that is,

F = Zaixi where a, # 0.

=0

Out: For each p € M(n), find a condition Cy, on a such that mult (F') = p.

3 Main Result

Definition 3.1 (Determinant polynomial).  Consider a vector of univariate polynomials

Py
P=|: | eCla]F
by

where deg P; < k and P, = Eogjgk a;jz’. The coefficient matriz of P, written as C (P), is defined by

coef (Py) aok -+ Ao
C (P) = coef (P) = : =

coef (Py) ki - QLo

The determinant polynomial of P, written as dp (P), is defined by

Definition 3.2 (Multiplicity Discriminant). Let F = Y7 a;z* where a, # 0. Let v = (71,...,7s) €
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M (n). The the v-discriminant of F, written as D (), is defined by

[ F(0) zv0—1 1

FO)z0
FMWgm—1

Qn F(l)IO

F(S)x')’s_l

F&) 0

where 7 is the smallest so that the above matrix is square and F* is the i-th derivative of F' in terms
of z. It is straightforward to show that vy = v — 1.

Example 3.3. Letn=5and F =), ;a;2" and a, # 0. Then

[ F0) 437 as a4 a3z as ai ap
F0) 2 as a4 a3 as ai Qg
FO) 1 as a4 as as ai Qg
F(0)40 as a4 a3 as ai ag
D) =dp | FWgzt| = aig, S5as 4as 3as 2as lag ,
FW)g3 Sas 4ay4 3az 2as lay
FM)g2 Sas 4ay 3asz 2a- la;
FMO gl Sas 4a4 3asz 2a- la;
_F(l):vo_ S5as 4a4 3az 2a2 lag
i F(0) 52 1 as a4 a3 az  ap ag
FO) g1 as a4 az  as ai ag
F0)40 as a4 as as ai ap
D(41) = dp FMg3 _ i Sas 4a4 3az 2a2  lay 7
F1) g2 as Sas 4ay4 3az 2as lay
FM g1 Sas 4das 3as 2a9 lay
F)y0 Sas 4ay 3as 2ao lay
RASES 5-4as 4-3a4 3-2a3 2 las
[ (0 1] as a4 as as ai ap
F(0) 0 as  ay as as aq ap
FM) g2 Sas 4das 3as 2a- lay
D(3,2) =dp | FMg! | = ais S5as 4as 3az  2ay lag :
F)y0 Sas day 3as 2a5 lay
F@)yl 5-4as 4-3a4 3-2a3 2 las
| F2)20 | 5-4as 4-3a4 3-2a3 2- las
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as a4 as a2 ay ag
F(0)20 as a4 as as ai ap
F1) g2 Sas 4a4 3az 2as lay
D (3,1,1) =dp | FWg | = o Sas das  3as 2as lay
F1)z0 Sas 4ay 3as 2a9 lay
F@) g0 5-4as 4-3ay 3-2a3  2-lag
| F®)z0 | 5-4-3a5 4-3-2a4 3-2-lag
[ F(0) 50 | as  ay as as ai ag
FMgl Sas 4ay 3as 2as lay
D(22.1) — dp F)g0 _ 1 Sas day 3as 2ao laq 7
F@)g1 as 5-4as 4-3a4 3-2a3 2-las
F(2)0 5-4as 4-3as 3-2a3 2-las
F3)y0 5-4-3a5 4-3-2a4 3-2-las
I F(0)20 ] as a4 as as aq ap
FWgt Sas 4as 3as 2a5 lay
D(21,1,1) = dp F1)z0 _ 1 Sas 4ay 3as 2a- lay
F@)g0 as 5-4as 4 -3ay 3 2a3 2 - lag
F(3)g0 5-4-3a5 4-3-2a4 3-2-1las
F®) g0 5-4-3-2a5 4-3-2-lay
[ F1)g0 T Sas 4ay 3as 2a- lay
F@)g0 5-4as 4 -3ay 3 2a3 2 lay
D(1,1,1,1,1) = dp | F®)z0 :a—s 5-4-3a;5 4-3-2a4 3.2 las
F®) g0 5-4-3-2a5 4-3-2-lay
| FO)20 | 5-4-3-2-1las

Note that the last one D (1,1,1,1,1) = 5°4*332211a}. Since as # 0, we see that D (1,1,1,1,1) # 0.

To present the main theorem, we recall the following definition for the conjugate of u € M(n).

Definition 3.4 (Conjugate). Let g = (u1,..., tm) € M(n). Then the conjugate & = (fiy, . .., i) of
w is defined by
$= lrgniégfn.ui = M1,
o =F#{u; pu; =1y fori=1,...,s.
Theorem 3.5 (Main Result). Let F ="  a;z' where a, #0. Let M(n) = {po, p1, ..., pp} where

the entries are ordered in the lexicographically decreasing order in their conjugates p;’s. Then we have

the following conditions for the multiplicity vectors.

mult(F) = ‘ )
iyt else if D () #0;
Wy, else if D(@,) #0.
Equivalently,
mult(F) =p; <= D(mo)=--=D(mi-1)=0AD () #0.
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Example 3.6. We have the following condition for each multiplicity vector for degree 5.

(1,1,1,1,1),if D (5) £ 0;
(2,1,1,1), elseif D(4,1) =+ 0;
(2,2,1), else if D (3,2) =+ 0;
mult(F) = ¢ (3,1,1), else if D (3,1,1) # 0;
(3,2), else if D(2,2,1)  #0;
(4,1), else if D(2,1,1,1) #0;
(5), else if D (1,1,1,1,1) # 0.

Equivalently, for instance,
mult(F) =(2,2,1) <= D((5)=D(4,1)=0AD(3,2) #0.
Remark 3.7. Note that @, = (1,...,1) and

Na, oo “ee 1&1

- 1 nn—1a, - 2 las e
D(pp) = — . : ZHz-anl#O.

a’n .
. =1
nn-—1)--1la,

Hence the last condition is always satisfied and there is no need to check the condition.

4 Proof of the Main Theorem

Here is a high level view of the proof. We start with converting D (u) into the equivalent symmetric
polynomials in generic roots (though displayed as a ratio of two determinants) which is easier to embed
the multiplicity information. Then by making use of the connection between divided difference with
multiple nodes and the derivatives of higher orders at the nodes, we convert the expression in generic
roots to that in distinct roots with multiplicity information integrated. The theorem will be proved by
eliminating the entries in the determinantal expression obtained from the second stage which may vanish
under the given multiplicity structure.

4.1 Multiplicity discriminant in terms of roots

We first understand what the multiplicity discriminants look like in terms of roots. .

n—1 n—1
al DRI an
Notation 4.1. V(ay,...,a,) =
a? DR a?l

Lemma 4.2 (Multiplicity discriminant in generic roots). Let F = ap(z —aq) -+ (x — ap) and v =
(717 s 775) S M(n) Then

F(l)(al)a’lyl_l . F(l)(an)axlfl
F(l)(al)a? F(l)(an)a%
axl’z .
F@(a)a ™" - FO) (a,)a) !
FG&)(ap)al FO)(a,)a
D(v) = (4.1)
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Proof.
1. Since 77 > -+ > 75 and 79 = 71 — 1, we have

deg(F©z"72) > ... > deg(F©z~1) > max(deg(FWz071), deg(FMan 1), .. deg(F®)z7~1)).

Thus
_F(O)In72 7
[ (0 -2 : [ p(0)pn—2 ]
FO -1
’ F(0) p71—2 :
F(O)IO ' F(O)IO
FOpm—1 : FOpm—1
F0)40
1 : 1 _ :
- = — . nn FOem—1] _ y—n—1
PO =50 | pngo L R P
- FMWg0 -
Fe) grs—1 — () prs—1
: F(S)x')’s_l :
F(5)g0 F()g0
_F(S),TO

2. Now we recall the following result from [7] which is the key for proving the lemma. Let G1,...,G,, €
C[z],,,_o where C[x],, _, consists of all the polynomials in = with degree no greater than 2n — 2.

Then
[ (0) pn—2] Gi(on) --- Gilay)
: ap~! : :
F(0) 2,0 Gplag) -+ Gy (ap,
dp T = (@) )| (4.2)
Gy Viag, ... an)
- Gn -

3. After specializing Gy, ..., G, in (4.2) with FOgn=1  FpMg0  FGgrs=1  FG)0 respec-
tively, we have

(FOam1) (@) -+ (FO2m7) (o)

(F(l)xo) (1) . (F(l)xo) (o)

(F(s)xvs—l) (aq) --- (F(s)xvs—l) ()

(F(S)xo) (a1) e (F(S)xo) (an)
Vi, ...,ap)

D(y)=a) """

which can be easily simplified into (4.1).
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O

Remark 4.3. It is very important to note that the right hand side is a polynomial function in

Qi,...,Qn, even though written as a rational function,

since the numerator is exactly divisible by the

denominator. Hence the above definition should be read as follows:

1. Treating aq, ..., a, as distinct indeterminates, carry out the exact division obtaining a polynomial.

2. Treating aq, ..., a, as numbers, evaluate the resulting polynomial.

Lemma 4.4 (Multiplicity discriminant in multiple roots).  Let F be of degree n with m distinct roots

T1y. . Tm, of multiplicities 1, ..., pom, that is p1 + -+ + pm =n. Let v = (y1,...,7s) € ['(n). Then we

have
(F(l)ﬁl*l)(f))(rl) e (F(l)xvrl)(url)(n) ...... (F(l)xmfl)(O) () - (F(l)xmfl)(umfl)(rm)
(F(l)IO)(O) (r1) e (F(l)IO)(url)(Tl) ...... (F(l)xO)(O) () e (F(l)xO)(umfl)(rm)
C ' . . . .
(F(S);c%*l)(m(rl) . (F(s)xwfl)(url)(rl) ...... (F(s)stfl)(f)) () - (F(s)xwfl)(umfl)(rm)
D) = (F(s)$0)(0) (r1) . (F(s)xO)(ulfl)(Tl) ...... (F(s)xO)(O) (T'm) . (F(s)xO)(umfl)(rm)
E [T (i)
1<i<jsm
(4.3)
where ¢ = :l:l/ (Hﬁl H;‘;—Olj!) cap2
Proof.
1. Let F=ap(x—ay) - (x—ay). When aq, ..., a, are treated as numbers, without loss of generality,
g
we may assume that aq, ..., a, are grouped into m sets as follows:
1= {a by
Sy = {O‘,ulJrl : o‘#1+#2}a
Sm = {041 Qe ) -
where elements in S; are all equal to r;.
2. Recall that
(FWgn=N(ay) --- (FOzn~)(ay,)
(FWa%) (1) (FM20)(an)
D(‘Y) - a’2172 /V(ala ,Oén)
(F(S)x75—l)(al) e (F(S)x'ys_l)(an)
(F920) () - (F9a0) ()
Next we will treat aq, ..., «, as indeterminates and carry out the exact division so that difference

between the collapsed «;’s do not appear in the denominator.
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3. For the sake of simplicity, we use the follow shorthand notion:

F o= F<1>x%*1,...,F<1>x°,...,F<S>x%*1,...,F<S>x°r.

4. Let P[x1,...,x;] denote the (i —1)th divided difference of P € C[z] at z1,...,z; defined recursively

as follows:

P(a1), if i =1;
P[Ilv s 7'ri] = P[Il, - ,CCZ',Q,Ii] — P[Il, - ,CCZ',Q,Ii,l]

Ti — Ti—1

,if i > 1.
Let
Floa, ... o = [(F<1>;ﬂl—1)[a1, iy (FO20an, . ail,
...... C(FS Yo, ], (FO20)[ag, . a

5. It follows that

D — 12
(7) a’n, V(Oél, 7an)
e | FIe) - Flo] Floga] - Pl
" I[I (vi—ay) I (€i—oy) II (i—oy)
g0 €S g0 ¢S a; €Sy
j—i>0 j—1>0 a; ¢St

| Flaw] Flor,as) - Flay, 1] Flay,) - Fla)

= :I:a?ll_2 .
[I (vi—aj) [l (vi—ay) [[ (€i—ay)
i, €Sy g0 ¢St a; €Sy
j—i>1 j—1>0 a; ¢St
o s | Flon] Flan o] Flaw,0z,05] -+ Flog 2,00 1,05 Flog 1]~ Flou]
= an .
[[ (vi—aj) [l (vi—ay) [[ (i—ay)
i, €Sy a0 ¢St a, €St
Jj—i>2 j—1>0 o ¢St
- Flou] Flag,as] - Floa,...,au] Flay,+1) - Flan)
= an .
[I (vi—a;) I (@i—aq))
o0 ¢St a; €Sy
j—i>0 a; ES1

6. Repeating the procedure for a;’s in each S; for ¢ = 2,...,m successively, we get

e |Floal - Flon, .. o] - ‘F[au1+-~~+um71+1] o Flog 41415 - -5 O]
D(y) = £a) ™
[1 [T (ap —ay)

1<i<j<m a, €S;

ag€S;
7. Now we substitute aqg = -+ = a,, =71, ..., Quytotpn, 141 = *+* = Qy = Ty into D(y) and obtain

L | Flrl F[rl,...,rl]‘ ...... ‘F[rm] oo Flrm, .,

D(v) = £a - (4.4)

1<i<j<m
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8. By [12, Equation (2.1.5.7a)], for any given polynomial P € C[z],

(k=1) (.
P[Ti,...,’l’i] = Pi(rl)
—— (k—1)!
k r;’s
Hence
Flong = [N ) (PO (D) (D)D)
Tiyeooy T3] = yesey goeny goeny
k—1)! & —1) k1) & —1)
k r;’s
(4.5)

9. Substituting (4.5) into (4.4) , we have

(F(l)mnfl)(f))(rl) o

(FMgmi—Hy1=D )

(FO gy Hem =D

(F(l)wﬂfl)(ﬂ)(rm) o
1

0! (1 —1)! 0! (o —1)!
(F(l)mgé(o)(rl) ) (F(I)IO')(“lil)(Tl) ...... (F(l)wfi))'(ﬂ)(rm) ) (F(I)IU.)(umfl)(Tm)

(p1—1)!

(o —1)!

(F®) g7~ O) () L

(FO) g7s D1 =D (7))

(FO g7s= O (1 o

(FO) s~ Hlem =1

o (p1—1)! o (pm —1)!
(F(s)zol)(o)(rl) ) (F(s)mo')(ul—l)(h) '''''' (F(S)zol)“))(rm) (F(S)zO.)Wm*l)(rm)
0! (/’Ll_l)! 0! (Nm_l)!

D(y) = £a 72
(F(l)xvrl)(O)(Tl)

(F(l)I.O)(O) (r1)

(F(l)xvrl)(url) (1)

(FM g0 =1) ()

H (ri — 7y )ik

(F(l)xvrl)(f))(rm)

(F(l)I.O)(O) (T'm)

(FWgm=1ym=1)(y,

. (F(I)IO)(umfl)(rm)

(F&) grs=1)O) (pp) ..

(O 1)

(FG) grs=1) (=1 ()

- (FG) g0 (=1 ()

(FOO )

(FO 7= O () -

(F(S)x')’s_l)(l’fm_l) (Tm)

. (F(S)xo)(ﬂhl_l) (rm)

where ¢ = :I:l/ (H;il

(rg —rj)Hitts

1<i<jsm

mi—1 Y1—2
o j!) cayTe,

4.2 Connection between the multiplicity discriminants and multiplicity vectors

By decompiling Theorem 3.5, we identify the two essential ingredients therein, which are re-stated as
Lemmas 4.6 and 4.7 below. From now on, we will use ¥ to denote the conjugate of v € M(n). To prove
the lemmas, we recall the following well known fact [2] which depicts the connection between ~ and its
conjugate.

Lemma 4.5. Let v € M(n). Then 5 = ~. Moreover, if v and j are conjugates to each other, then
#py o pg =i} =y and #{Nj 0 Ny =i} = .

Let mult(F') = p. Then D(f) # 0.

In order to convey the main underlying ideas effectively, we will show the proof for a particular

Lemma 4.6.

Proof.
case first. After that, we will generalize the ideas to arbitrary cases.

Particular case: Consider the case n =5 and mult(F) = p = (3,2).
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1. Assume that r; and 7o are the two distinct roots with multiplicities 3 and 2, respectively. In other

as(z —r1)3(z —re)?.

words, F'

Then

:ﬁ'

2. Let v

1.

Dy >3}

27 V3 = #{/LJ

Dy > 2}

2, yo=#{u;

py =1}

1= F#{py
(2,2,1).

Thus ~

3. By Lemma 4.4,

—~ |~ |
[ I I A B N A
S RSG S
N N
~ o~ |~ ~ |~
i e Rl
N N N N
—~ |~ |
- o |4 o |o
8 8| &8 8|8
~ A= A A
S = [ N ™
= O | |
— — | — — | —
—~ |~ |
[ I I A B N A
S RSTEG S
NN N
~ ~ |~ =~ |~
S o | <o |©
N D= o )
—~ |~ ~|
- o |4 o |o
8 8| &8 8|8
~ A~ = A=
S = [N ™M
R |
— — | — — | —
—~~ |~ |
~ = o~ o~
SR RSTG
N N
~ o~ |~ ~ [~ |©
N NN NN~
- = |- |Ta
~ [~ |~
- o |4 o |o
8 8|8 8|8
~ A= A=
I I O -
= = = = ¥ | O
— — | — — | —
—~ |~ ~|
— | o~ |
S N
| — | —
~ o~ |~ ~ |~
— = = =
- = - |<Z
—~ |~ ~|
- o |4 o |O
8 8| &8 8|8
e N N
S = [N ™M
BRI R
— — | — — | —
—~ |~ ~|
— | o~ |
S N
— | — | —
~ ~ |~ ~ |~
o o | o |©
e R P
—~ |~ |
- o |4 o |O
8 8| &8 8|8
~ A= A A
= = [ N ™
= O |- |
— — | — — | —
Q
—
L

where

c=£1/[(00-11-21) - (0!~ 11)] - af = £1/2.

4. Since

—
©
<f
N
s
S
[
e te
— —
£ L
=aN=)
1N
—
—~
[a\}
~
=
w
€3
&
-
=3
[
e te
— —
L L
=3N=)
[
—
—~
—
~
=
@
€3

by the Leibniz’s rule for derivatives, we immediately know

1
2

F(Q)(rz)r
F(z)(rg)r

0. (FOa!) D (ra) =

0, (FMz%)M(ry)

F(2)(r2)r
F(z)(rg)r

, (F(l)ml)(o)(rz)
, (FO2%) O (ry)

1
1
0
1

F(S)(rl)r
F(3)(r1)r

0. (FOa) ()
0, (FMa") @ (ry)

F® (ri)r
F® (ri)r

0, (F(l)xl)(l)(rl)
0, (F(l)xo)(l)(rl)
0, (F(2):c1)(1)(r1)
0, (F(z)xo)(l)(rl)

(FD2t) O (r)

0
2y

(FD2) O (1)

1
2

- 1, (F@ ) (ra)

(F(2):c1)(0) (r1)

0
2y

= i (F@ ) (ry)

(F(Z)xﬂ) (0) (r1)

0
1

F® (r1)ry.

(FOa) O (1)

N oM
L=
—~
N AN
£ £
S~— ~—
= =
a o
SIS
—a oo
[N
—~
™ AN
o ol: &
= =
a o
ST
= O
[\ ©
—~ -y
- - o
s & =
= =
D |
SIS ey
S—
- O
T
—~
- =
o ol: &
= =
RO
SO
O
~
—
—
o olo ol|l&
=
R
€3
Q
I
—
Nl
RS

5. Therefore,

6. By rearranging the columns of the determinant in the numerator, we have

FO(r)ri F®(ry)r}
FO(r)rd FO (ry)r§

—N O™
L= ©
—_ ©.
g & X
= = &
D I
NN
SN .
~
S~—"
= O
= =
—
— —
~ &~
S~—
w =
T &
[=F ]
=~
—~
sl
=~
=
B
=
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M,y
C M2
M3
B (r1—r2)8
where
F(S) 1 F(2) 1 F(3) 1 F(2) 1
- (ro)r (r2)ra M= (re)ry (r2)ry M= [F(3) (T1)Tﬂ
FO (r)rd F (ry)ry FO (r)r) FO (ry)r§
7. Obviously,

(r1 —12)®

We only need to show that M; = 0 for i = 1,2, 3. The claim follows from the following observations:

|My| = FO) (1)) F® (r2)V (r1,m2) #0,
|Ms| = FO) (1) F@ (r2)V (r1,7m2) #0,
|Ms| = F® (r)V(r1) # 0.

The proof is completed.

Arbitrary case. Now we generalize the above ideas to arbitrary cases.

1. Let p = (1, ., ). Assume that rq,..., 7, are the m distinet roots with multiplicities 1, . . ., fim
respectively. In other words, F' = a,(x — )" - (z — 1 ).

VisoosVs)s L€y vi = #{u; © p; > i}. Note that v = m and s = p since

3. Recall that

(F(l)xmfl)(O) (r1) - (F(l)xmfl)(url)(rl) ...... (F(l)xwfl)(O) () - (F(l)xmfl)(umfl)(Tm)
(F(l)xO)(O) (r1) e (F(l)xO)(url)(rl) ...... (F(l)IO)(O) (') e (F(l)xO)(umfl)(Tm)
C ' . . . .
(F(m)xmfl)(O) (r1)--- (F(m)wwﬁl)(url)(rl) ...... (F(m)wwlfl)(O) () -+ - (F(m)xmfl)(umfl)(m)
(F(M)gco)(O)(rl) (F(m)xo)(url)(rl) ...... (F(M):UO)(O)(TW) (F(m)xO)(umfl)(rm)
D(y) = T (ri—r)eirs

1<i<jsm

(4.7)
where ¢ = :I:l/ (Hﬁl H;“:_Ol j!) ca)2,

4. Since F and its first p; — 1 derivatives are equal to zero at x = r;, by the Leibniz’s rule for

derivatives, we immediately know that for i =1,...,s and j satisfying p; > i
0, if 6 < pj—1;
(F(i)xk)(g)(rj) = F(“j)(rj) -T;-“, if 6 = p; — i (4.8)

*, if €> pj — 1.
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5. Plugging (4.8) into (4.7), we have

0 0 F(“l)(m)r’l”*l 0 0 F(ui)(,ni)r?i*l
6 F(”l)(.Tl)T(f 0 0 F(“;)(ri)r?
o P (py )2t - 0 co P ()72
6 ...F(m)(-,nl),n(l) -. 0 ...F(Mi)(-ri)r?
c- 0 -_ . F(“i)(.m)r?‘i —T
6 -. F(I»Li,)(.ri)r?
FWI)(-rl)r;“l -
(k1) .
D('}’) = Frn H (7-1. — rj)ui.uj

0--- OF(uj)(Tj)T;ifl $oo %
where the block D;; at the i-th row and the j-th column is a matrix : : :

0---0 F(”i)(rj) DR
of size v; X p;.

6. By rearranging the columns of the determinant in the numerator, we have

F(u1)(T1)T?1*1 o P (Y1
F(’”)(rl)r? - F(”m)(rm)r?
FOD (ry)r 27T P2 (r)r72 !
(k1) (Tl)T(l) A F(“W)(TW)T?Q
c .
FO) (py )1 T >(T’m1 )Tg,'j; o
F(Ml)(rl)T(l) A >(T’Yu1 )T’(:ul
D(y) =+ Lty
[T (rg—ry)rim
1<i<j<m
M,
Moy
C .
M,
M1
==
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where
F) (pyryi =t F(uwi)(w)r%fl
M; = : :
F(“l)(rl)r‘f F(“”)(w)rgi
fori=1,...,u1. Then
D('y)::l: C'|‘]\41|.'.|‘]\4;U'1
[I  (ri—my)pans
1<i<jsm

7. Tt only remains to show that |M;| # 0. The claim follows from the following observations:
Vi
M| = [ [T FY () | Ve, ory) #0 for i=1,... .

Jj=1

The proof is completed.

Lemma 4.7. Let mult(F) = . Then D(A) =0 for any X such that fi <jex A.

Proof.  In order to convey the main underlying ideas, we will show the proof for a particular case first.
After that, we will generalize the ideas to arbitrary cases.

Particular case: Consider the case n = 5 and mult(F) = p = (3,2). Let v = 2 = (2,2,1) and
A= (3,1,1). Obviously, ft <jex A. We will show that D(A) = 0.

1. Assume that 1 and 79 are the two distinct roots with multiplicities 3 and 2, respectively. In other
words, F = as(z —r1)3(x — r2)?.

2. By Lemma 4.4,

(FO2)O () (FO2)O () (FOa)@(r) | (FOe)O(ry)  (FO2) D (ry)
(FOZ)O ) (FO2) D) (FOL)O () | (FO2)O ) (FO2)D(r)
| _(FWaO(ry)  (FO2)D () (FOL) () | (FO2)O(ry)  (FD0) D (ry)
(FANO )y (FP0)D(r)  (FAZOP(r) | (FR20)O(ry)  (FR 20D (1)
DY) = (FONHO () (F® 20D (r)  (FCZOR(r) | (FG20)O(ry)  (FG)z0) D) (1)
- (r1 —72)°
where

c==+1/[(01-11-21)- (0! 11)] - af = +as5/2.

3. Recall (4.6). Then we immediately have

(F(l):cz)(o)(rl) =0, (F(l):cz)(l)(rl) =0, (F(l):cz)(z)(rl) = F(3)(r1)r%7 (FOgHO (1) =0, (FOz2)D (1) = FO (ry)r
(FOZ)O (1) =0, (FO2) (1) = 0, (FO2) (1) = FO )l (PO O (r2) =0, (FO)O(rs) = FOr
(FO)O 1) =0, (FO2)D (1) = 0, (FO20) (1) = FO ), (FO)O (r2) =0, (F020)D(rz) = FO (ra)r
(F(2):c0)(0)(r1) =0, (F(2):c0)(1)(r1) =F® (ri)ri, (F(2)x0)(0)(r2) = F(2)(r2)rg

(FO)O (1) = FO(ra)ed
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Therefore,

0 0 FO) (r)r? 0 F@ (ry)r3
0 0 F®) (r)rt 0 F@ (ry)rd

c 0 0 FO) (r)r) 0 F® (r9)r9
0 PO F ()

G (r)r?
D(A) =
( ) (7,1 — 7,2)6

4. By rearranging the columns of the determinant in the numerator, we have

F® (r)r? F(Q)(Tg)r%
FO(r)rf FO(ry)ry
FO) (r)rd F (ry)ry

F(3)(T1)7’? F(Q)(Tg)rg

(r1—12)°

c.
F® (r)rd
D) =+ (ri)r?
My
C M2
LM
B (r1—12)8

where

M, = F(3)(7’1)T% F(z)(rg)r% ,
FO) (r)rd F (ry)ry

MQ _ F(3) (T1)7’(1J F(2) (TQ)Tg:| , M3 = |:F(3) (Tl)’l’?:| .

5. We repartition the columns so that the reverse diagonal consists of two square matrices and obtain

the following:

FO) (r)r2 F@ (ry)r3
FO (r)rt F@ (ry)rd
F®) (r)rY F® (r2)ry

F® (r)r? F® (r2)19

C-
FO (r)rd
D(A) = + (ror
T
C-
P
ST (= )8

where the size of the square matrix 7' i

where 0 is the Ay x (A — 1) matrix.

(r1—12)8

s A1 = 3, namely,

T=[0M],

6. Since A\; — 1 =3 — 2> 0, the first column of T is all zeros. Hence |T'| = 0 and in turn D(X) = 0.
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Arbitrary case. Now we generalize the above ideas to arbitrary cases.

1. Let p = (pa, ...

2. Let vy =pn =

(1,

and s = pp since i1 > -+« = fly > 1.

3. Consider X\

= (M1,

(FO A =1 O) (py) . (FMgAr=1)(u1=1) ()

, lm). Assume that rq,..
H1, - - - [ Tespectively. In other words, F' = a,(x — rq)Ht -

,At) € M(n) such that 4 <jex A. By Lemma 4.4, we have

...... (FO A =1O0) () . (FD A =1y (rm=1) ()

., m are the m distinct roots of F' with multiplicities
(= ) B

,7s). By the definition of conjugate, v; = #{u; : p; > i}. Note that vy = m

(F(l)l:O)<0)(,n1) (F(l)x.o)(mfl)(rl)

...... (FO 0O (7)) c (PO g0 (rm =) (Y

(F<t)x-At71)<0)(r1) ...(F(t)xhkrl)(mfl)(rl)

(F<t) x.0)<0) (r1)

e (FO20) (-1 (1)

...... (F® x.O)(O) (rm)

...... (F<t)xhkt71)<0) (rm) - (F(t)xiktfl)(umfl) (rm)

e (F(t)x.o)mmfl) (rm)

D(X) =

where ¢ = :I:l/ (Hfll

mi—1 - A1 —2
jé() .7') : a’n1 .

[Lic;(ri —rj)kits

4. Recall (4.8) and plug (4.8) into (4.9). Then we get

(4.9)

0 0 F(”l)(rl)rf171~-~ 0 0 F("i)(ri)r?171
0 0 F (py)r? 0 0 F&) (p)r0
0 ...F(Hl)(rl)nz*l R R 0 --~F(”i)(ri)r:2’1 -
0 PO ()0 0 o P ()00
c- 0 FO0) ()
0 F(ui)(n)r
FOO ()T
F(“l)(rl)r?
D(v) = T
[T (ri—rj)rirs
1<i<js<m
5. By rearranging the columns of the determinant in the numerator, we have
F(“1>(r1)ri\171 R s >(7‘W1 )r,)y‘1171
FUD (r)r o P (el
FOD (r)r 27T 02D ()32 :
. F(“l)(rl)r? L. F(ng)(r’Y2 )ng
F(“l)(rl)rf‘t71 F(Mws)(rvs)r‘%"§71 .
F(“l)(rl)ro F(#'ys)(r )0
D(A) — Zl: 1 Vs /' ys
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M,
Mo
c-
S MHl
[[  (ri—rj)rem
1<i<jsm

where M; is A; by ;.
6. Since v <iex A, there exists £ such that v; = A; for j < £ and v, < A\p. Thus

Mty <A F e+ A

7. We repartition the numerator matrix so that the reverse diagonal consists of two square matrices
T and B as follows:
T
B -

(ry —ry)ritts
1<i<j<m

C-

D) =+

where the size of the square matrix 7" is A1 + - - - + Ay, namely,

M,

where again 0 is the 7y x pand p= (A1 + -+ X)) — (y1 + - + Y0)-
8. Obviously,

c-|T|-|B|
II (i —my)prs

1<i<jsm

D) =+

9. Since p > 0, the first column of T is all zeros. Hence |T| = 0, which implies that D(X) = 0.

4.3 Proof of Theorem 3.5

Now we are ready to prove Theorem 3.5.

Proof of Theorem 3.5. Theorem 3.5 is equivalent to the following claim: let

6 = max
YEM(n)
D(v)#0

where max is with respect to the lexicographic ordering <jex. Then mult(F) = 6.
Next we will show the correctness of the claim.

1. Assume that mult(F) = p. We will show g = & by disproving & <jex # and [T <jex 6.

2. If § <jex I, then by the condition for determining §, we immediately have D(fx) = 0, leading to a
contradiction with Lemma 4.6.

3. If @ <jex 0, then by Lemma 4.7, D(d) = 0. However, it contradicts the condition for determining 4.

4. Therefore, the only possibility is p = 6.
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5 Comparison

In this section, we compare the multiplicity discriminant condition given by Theorem 3.5 (mentioned as
HY?22 hereinafter) and that given by a complex root version of YHZ’s condition [13] as well as the one
given by the authors in [7, Theorem 6] (mentioned as HY21 hereinafter). In particular, we will make
comparison on the forms and the maximum degrees of discriminants appearing in the conditions.

5.1 Form of discriminants

We will illustrate the forms of conditions generated by the three methods for a fixed pu. For example, we
consider the polynomial F = asx® 4+ asz? + az2® + asx® + a12 + ag and p = (2,2,1). The condition for
F having the multiplicity structure p is given as follows:

1. YHZ’s condition: P, =0 A P, =0 A P3 # 0 where

as a4 az a2z ap agp
as a4 az az ai ap
as a4 az a2 aip aop
a; a4 a3 a2 a1 ag
Pl - 5(15 4(14 3@3 2@2 aq 5
5(15 4@4 3@3 2@2 aq
Sas 4ay 3az 2as aq
5@5 4@4 3@3 2@2 aq
Sas 4a4 3az 2a2 aq

as a4 a3 a2 a1 Qo
as a4 a3 a2 a1 Qo
a; a4 a3z a2 ai
P2 = 5(15 4(14 3@3 2@2 aq 5
Sas 4a4 3az 2a2 ap
5@5 4@4 3@3 2@2 aq

5as 4ay 3as 2as

as a4 az a2 a as a4 az az ag as a4 a3z a2
as a4 a3z a2 as a4 az a1 as a4 az ag
5@5 4@4 3@3 2@2 aq 5@5 4(14 3(13 2(12 5(15 4(14 3(13 2@2
Sas 4a4 3az 2ao Sas 4ay4 3az aq Sas 4ay 3as
5@5 4@4 3@3 5(15 4(14 2(12 5(15 4@4 aq
as a4 a3z a2 a as a4 az az ag
as a4 a3z a2 as a4 a3 aj
P3 =|2 5@5 4@4 3@3 2@2 aq 5@5 4(14 3(13 2(12
Sas 4a4 3az 2ao Sas 4ay4 3az aq
5@5 4@4 3@3 5(15 4(14 2(12
as a4 az a2 a as a4 az az ag
as Qa4 a3 Qa2 as a4 az a1
2 5@5 4(14 3(13 2(12 aq 5(15 4(14 3(13 2(12
5(15 4(14 3(13 2(12 5(15 4(14 3(13 aq
5a5 4a4 3a3 5a5 4a4 2a2
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2. HY21’s condition: Q1 =0A Q2 =0AQ3 # 0A Q4 # 0 where Q1 = P, Q2 = P> and

Qs =

Q1=

as a4 az a2 a
as a4 a3 a2
5@5 4@4 3@3 2@2 al

Sas 4ay 3asz 2as

5@5 4@4 3(13

as a4 a3 a2 air Aao
as Q4 as as a1 aop
as a4 as as a1 Qo

as Qy az az ai aop
10as 6as 3az ao
10@5 6@4 3(13 a
10a5 6a4 3(13 as

10@5 6@4 3@3 an
Sas 4ay 3as 2as ay

as a4 az a2 a1 Qg
as a4 az a2 a1 Qo
as Q4 as as ay aop
as Qy as as a1 Qo
10as 6as 3az aso
10@5 6(14 3@3 an
5(15 4a4 3(13 2a2 a1
10(15 6(14 3@3 as

10@5 6@4 3(13 as

as a4 as ag a1 ao
as a4 a3 a2 ai aop
a5 a4 az G2 ai aop

as Q4 as a2 a1 ao
Sas 4a4 3az 2as aq
10as 6as 3az ao
10(15 6(14 3(13 an

10(15 6a4 3a3 as
10@5 6(14 3(13 as

as Qg as a9 aq ao
as a4 az az aip Qo
as a4 as a9 a1 Qo
as a4 az az2 ai ag
10@5 6a4

10@5 6@4 3(13 as

3(13 as

10(15 6a4 3a3 a
5@5 4(14 3(13 2@2 ay
10as 6a4 3as as

as a4 a3 Qg ai ao
as a4 az a2 ap ag
as a4 asg a2 air ag
as a4 az a2 a1 Qo
10as 6ay4 3asz as
5@5 4@4 3(13 2@2 al
10as 6ay

10(15 6(14 3@3 a

3a3 a

10(15 6@4 3@3 an

3. HY22’s condition: Ry =0A Ry =0A Rs # 0 where R; = P, and

as a4 Qa3 a2 al
a; a4 as as
a5 a4 as

1 5a5 4a4 3(13 2(12 a1
Ry =—
as Sas 4ay 3as

5@5 4@4
5(15

2a2
3(13

ai
2@2 al
3(13 2a2 al

4a4
20@5 12@4 6(13 2(12

ao
aq ag
az @y aop
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as Q4 as as aq an
as a4 a3z a2 air ao
5a5 4a4 3a3 2a2 aq

R3 5a5 4a4 3a3 2@2 aq

50,5 40,4 3&3 20,2 al
20as 12a4 6as 2as
20@5 12&4 6a3 2@2

From the above conditions, we make the following observations which are also true in general.
1. YHZ’s discriminant involves one nested determinant;
2. HY21’s discriminant involves a sum of several non-nested determinants;

3. HY22’s discriminant involves one non-nested determinant.

5.2 Maximum degree of discriminants

For the sake of simplicity, we use the following short-hands:

e dyny : the maximum of the degrees of the polynomials appearing in YHZ’s conditions ([13]);

e dyyo; : the maximum of the degrees of the polynomials appearing in HY21’s conditions ([7]);

e dyyoo : the maximum of the degrees of the polynomials appearing in the new conditions
(Theorem 3.5).

Lemma 5.1.  Let dyuz(p),daye1(p) and duyo2(p) denote the mazimum degrees of the polynomials
appearing in YHZ’s condition, HY21’s condition and HY22’s condition for a given p = (p1, ..., fm) €

M(n), respectively. Then we have:
1. Under some minor and reasonable assumption (see [6, Assumption 2]),

s 1 if 1= po
[1@2m; -1) 1—}—27715271 if = po +1 > 2n+ 32 —4us, form > 1;

dynz(p) = j=1
(2(p1 —p2) = 1) if g1 > po +1

2n — 1, form=1,

where m; = #{pu : p = i};
2. dHYQl(H) =2n — 1;
3. dHygg(u) =2n— 2.

Proof.

1. When m =1, = (n). In this case, the condition for the polynomial having multiplicity structure
w is given by the 0-th,. .. ,(n—1)-th subdiscriminants. Thus the maximum degree dypnz () is 2n—1,

achieved at the 0-th subdiscriminant.

When m > 1, see [6, Appendix] for a detailed proof.
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2. Recall that HY21’s condition consists of two parts: (i) the O-th,...,(n — m)-th subdiscriminants
whose highest degree is 2n — 1; (ii) the multiplicity discriminant given by

where p = (1, ...

y L5 -

7/”Lm"'

> a

oES)

gn—Hm—1p

2OF
LL‘n_lF(Ul)/Ul!

2OF (@) /g,

., m) and S, is the set of all permutations of p. It is easy to

M1 Hm
see that the degree of the multiplicity discriminant is 2n — p,,,. Hence the maximum degree of the
above discriminants is 2n — 1.

3. HY22’s condition only consists of the multiplicity discriminants given by

where v = (71, ...

[ F(0) gro—1]

F0)g0
FWpm—1

Gnp F(l)xo
F(S)x'ys_l

F) g0

,7Ys) Tanges over I <jex -+ <lex (n). Note that the highest degree is achieved

when v = (n). In this case, the degree of D () is 2n — 2.

O

Remark 5.2. It is noted that in HY21’s condition, the multiplicity discriminant is always divisible by
the leading coefficient a,, and thus with this division carried out, the degree can be made smaller by 1.

By Lemma 5.1, the maximum degree in YHZ’s condition grows exponentially with respect to n while

the maximum degrees in HY21 and HY?22’s conditions grow linearly. Below we show a comparison with

examples where n < 10.

n  dynz duy2r  duyse
3 5 5 4
4 9 7 6
5 15 9 8
6 27 11 10
7 45 13 12
8 81 15 14
9 135 17 16

Table 1 Comparison on the maximal degrees
of polynomials in the conditions generated with

the three methods

—YHZ

HY21

HY22

; 4 5 o 7 s o

n
Figure 1 An illustration on the changes of maximal
degrees of polynomials in the conditions generated with
the three methods along with the degree n
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