Discrete & Computational Geometry
https://doi.org/10.1007/s00454-023-00550-9

®

Check for
updates

Integrating Products of Quadratic Forms

Alexander Barvinok'

Received: 29 May 2022 / Revised: 2 July 2023 / Accepted: 5 July 2023
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2023

Abstract

We prove thatif gy, ..., g, : R" — Rare quadratic forms in variables x1, .. ., x, such
that each g, depends on at most r variables and each g, has common variables with at
most r other forms, then the average value of the product (1 + g1) - - - (1 + ¢g,,) with
respect to the standard Gaussian measure in R"” can be approximated within relative
error € > 0in quasi-polynomial n@™M p @Inm=In€) time provided |gx (x)| < y l|x||?/r
for some absolute constanty > Oandk = 1, ..., m. The integral in question is viewed
as the independence polynomial of an auxiliary weighted graph and then the method
of polynomial interpolation is applied. When g are interpreted as pairwise squared
distances for configurations of points in Euclidean space, the average can be interpreted
as the partition function of systems of particles with mollified logarithmic potentials.
We sketch possible applications to testing the feasibility of systems of real quadratic
equations and to computing permanents of positive definite Hermitian matrices.
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1 Introduction and Main Results

Integration of high degree multivariate polynomials is computationally difficult and
no efficient algorithms are known except in few special cases, when the polynomials
have a rather simple algebraic structure (for example, close to a power of a linear form
on a simplex, cf. [3]), or have some very nice analytic properties (slowly varying or,
most notably, log-concave, cf. [14]). Since a general n-variate polynomial p of degree
d is defined by (";d) parameters (for example, coefficients), the problem becomes
interesting for large n and d only if p has some special structure (such as the product
of low-degree polynomials), which allows us to define p using much fewer parameters.

In this paper, we integrate products of quadratic forms with respect to the Gaussian
measure in R”. We relate the problem to partition functions of mollified logarith-
mic potentials, to testing the feasibility of systems of real quadratic equations and to
computing permanents of positive definite Hermitian matrices.

Our algorithms are deterministic and based on the method of polynomial interpola-
tion, which has been recently applied to a variety of partition functions in combinatorial
(discrete) problems, cf. [6]. In a continuous setting, the method was applied to com-
puting partition functions arising in quantum models [7, 12].

1.1 Quadratic Forms on R"
We consider Euclidean space R" endowed with the standard inner product

(x,y) =x1y1 + -+ XpYn,

forx = (x1,...,x,)and y = (y1, ..., yu), and corresponding Euclidean norm

Il = Viwm = 2+t 22

for x = (x1,...,xn). Letqy, ..., gn: R" — R be quadratic forms defined by

qk(x)zw fork=1,....m. (1.1.1)
where Q1, ..., O, are n x n real symmetric matrices. Our first result concerns com-
puting the integral

A g )e P2 (1.1.2)
(27'[)”/2 R~ 7 qm ’ o

The idea of the interpolation method is to consider (1.1.2) as a one-parameter pertur-
bation a much simpler integral, in our case, of

1
s )”/2/ e INIP2 gy — 1, (1.1.3)
.T[ n
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For the method to work, one should show that there are no zeros in the vicinity of a
path in the complex plane which connects (1.1.2) and (1.1.3). We prove the following
result.

Theorem 1.1 There is an absolute constant v > 0 (one can choose y = 0.151) such
that the following holds. Let g : R" — R, k =1, ..., m, be quadratic forms. Then

L —lxl?/2
(27_[)"/2 / 1+ wgi(x)) - (1 + wgn(x))e dx #0
Rn

for all w € C such that |\w| < y, provided

llx1?
gk (%) € ————  fork=1,...,m.
max {m, n}

By interpolation, for any constant 0 < ¥’ < y, fixed in advance, we obtain an algo-
rithm which, given quadratic forms ¢y, ..., g, : R" — R, computes (1.1.2) within
relative error 0 < € < 1 in quasi-polynomial n @y OInm=In€) time provided

/ 2
) < 2 e (1.2.1)
max {m, n}

Note that by Theorem 1.1 and (1.1.3), the value of (1.1.2) is positive, as long as (1.2.1)
holds. Some remarks are in order.

First, we note that the integrand in (1.1.2) can vary wildly. Indeed, for large n the
bulk of the standard Gaussian measure in R” is concentrated in the vicinity of the
sphere ||x|| = +/n. More precisely, if ,, is the standard Gaussian measure in R" with
density (27'[)”‘/2(”’”'2/2 then

y,,{x eR": |x|I> > IL} <e 4 and
—€

(1.2.2)

yn{x eR": x> < —e)n} < e M4 forall 0 < e < I,

see for example, [5, Sect. V.5]. Assuming that m = n, we can choose g (x) ~ ||x ||2/n
so that (1.2.1) is satisfied. Then, in the vicinity of the sphere || x|| = /7, the product
1+ ¢g1(x))--- (1 4+ gun(x)) in (1.1.2) varies within an exponential in n factor, and is
not at all well-concentrated.

Second, if the quadratic forms g1, ..., g, exhibit a simpler combinatorics, we can
improve the bounds accordingly. We prove the following result.

Theorem 1.2 There is an absolute constant v > 0 (one can choose y = 0.151) such
that the following holds. Let g : R* — R, k = 1, ..., m, be quadratic forms. Suppose
further that each form depends on not more than r variables among x1, ..., x, and
that each form has common variables with not more than r other forms. Then

1

P —[lx|1%/2
2m)/? /Rn(l + wq1(x)) - (1 + wgm(x))e dx #0
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for all w € C such that |o| < y, provided

2
gl = 25 or k=1,

By interpolation, for any constant 0 < y’ < y, fixed in advance, we obtain an
algorithm which, given quadratic forms gy, ..., gy, : R* — R as in Theorem 1.2,
computes (1.1.2) within relative error 0 < € < 1 in quasi-polynomial n @) pnm-Ine
time provided

l 2
|qk(x)|s@ for k=1,....m. (13.1)

We prove Theorems 1.1 and 1.2 in Sect. 3 and describe the algorithm for computing
(1.1.2) in Sect. 4. In Sect. 2, we discuss connections with systems of particles with
mollified logarithmic potentials, possible applications to testing the feasibility of sys-

tems of multivariate real quadratic equations and to computing permanents of positive
definite Hermitian matrices.

2 Connections and Possible Applications
2.1 Partition Functions of Mollified Logarithmic Potentials

Letn = ds and letus interpret R” = R?@ - - - @R? as the space of all ordered s-tuples
(v1, ..., vy) of points v; € R?. Hence the distance between v; and vjis |lv; — vjll.

Let us fix some set E of m pairs {i, j} of indices | <i < j < s and suppose that

the energy of a set of points (vy, ..., vy) is defined by
= Y In(+ealv—v,l*)+ 5 va,n Q.1.1)
{i.jleE

where @ > 01isaparameter. The first sumin (2.1.1) indicates that there a repulsive force
between any pair {v;, v;} with {i, j} € E (so that the energy decreases if the distance
between v; and v; increases), while the second sum indicates that there is a force
pushing the points towards O (so that the energy decreases when each v; approaches 0).
When o = 0, the repulsive force disappears altogether, and when « — o0, the
repulsive force behaves as a Coulomb’s force with logarithmic potential, since

lim In(l+allv; — v;|?) —Ine = 21n|jv; — v;].
a—>—+00
Thus the integral

2 )n/z/ | | (A +alvi —vj[*)e” (ol usl®)/2 g (2.1.2)
T
jYeE
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which is a particular case of (1.1.2), can be interpreted as the partition function of
points with “mollified” or “damped” logarithmic potentials. One can think of (2.1.2)
as the partition function for particles with genuine logarithmic potentials, provided
each particle is confined to its own copy of R? among a family of parallel d-dimensional
affine subspaces in some higher-dimensional Euclidean space.

The integral (2.1.2) can be considered as a ramification of classical Selberg-type
integrals for logarithmic potentials:

1 2 —(x2 2 L TA+jy)
- | | x| e D2 gy d : | | N rtJr7
Qm)n/2 ./n e i —xjl e M ] T(l+y)’

I<i<j<n j=1

(2.1.3)

see for example, [16, Chap. 17]. The integral (2.1.3) corresponds to points in R and
a similar integral is computed explicitly for points in R? (and y = 1), see [16, Sect.
17.11]. For higher dimensions d no explicit formulas appear to be known.

In contrast, we compute integrals (2.1.2) approximately for certain values of «, but
we allow arbitrary dimensions and can choose an arbitrary set of pairs of interacting
points (and we can even choose different «’s for different pairs of points). Theorem 1.2
can be interpreted as the absence of phase transition in the Lee—Yang sense [17], if « is
sufficiently small. For example, if the set E consists of all G) pairs {i, j}, Theorem 1.2
implies that there is no phase transition and the integral (2.1.2) can be efficiently
approximated if

B

< —
max {d, s}

for some absolute constant 8 > 0.

2.2 Applications to Systems of Quadratic Equations

Every system of real polynomial equations can be reduced to a system of quadratic
equations, as one can successively reduce the degree by introducing new variables via
substitutions of the type z := xy. A system of quadratic equations can be solved in
polynomial time when the number of equations is fixed in advance, [4, 11], but as the
number of equations grows, the problem becomes computationally hard. Here we are
interested in the systems of equations of the type

Ggx)=1 for k=1,...,m, 2.2.1)

where gi : R" — R are positive semidefinite quadratic forms. Such systems naturally
arise in problems of distance geometry, where we are interested to find out if there
are configurations of points in R? with prescribed distances between some pairs of
points and in which case g are scaled squared distances between points, see [8, 13]
and Sect. 2.1. Besides, finding if a system of homogeneous quadratic equations has a
non-trivial solution
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qr(x) =0 for k=1,...,m and |x| =1, 2.2.2)

can be reduced to (2.2.1) with positive definite forms ¢ by adding ||x||? to the appro-
priately scaled equations in (2.2.2). Suppose that

m

)
Do) = - (2:2.3)

2
k=1

in (2.2.1). By itself, the condition (2.2.3) is not particularly restrictive: if the sum in
the left-hand side of (2.2.3) is positive definite, it can be brought to the right-hand side
by an invertible linear transformation of x.

Let us choose an o > 0 such that the scaled forms agy satisfy (1.3.1), so that the
integral

—(27[1)n/2 / (1 4+ agi(0)) -+ (1 + agu(x)e 72 ax (2.2.4)
Rn

can be efficiently approximated. We would like to argue that the value of the integral
(2.2.4) can provide a reasonable certificate which allows one to distinguish systems
(2.2.1) with many “near solutions” x from the systems that are far from having a
solution.

We observe that the system (2.2.1) has a solution if and only if the system

qgr(x) =t for k=1,...,m, 2.2.5)

has a solution x € R” forany ¢ > 0. Let us find 0 < 8 < 1 such that

<1 l> n
wm(=—2) = . (2.2.6)
B« 1-p

Indeed, the equation (2.2.6) always has a (necessarily unique) solution 0 < 8 < 1,
since for 8 & 0 the left-hand side is bigger than the right-hand side, while for 8 =~ 1
the right-hand side is bigger than the left-hand side. Because of (2.2.3), we can rewrite
(2.2.4) as

1
(27T)”/2

m
/ eI TT (1 4 ag(x))e P40 d. (2.2.7)
n k:l

We observe that if @ > B then the maximum value of (1 4+ at)e #" forr > 0 is
attained at

>0 (2.2.8)
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and is equal to

%exp{g—l} > 1,

and hence the maximum value of the product of the m factors in (2.2.7) is

o B "
—expy— —1
B o
and attained if and only if the system (2.2.1) and hence (2.2.5) has a solution x. Also,

if x is a solution to (2.2.5), by (2.2.3), (2.2.6), and (2.2.8), we have

n

lxl1? = 2tm
The Gaussian probability measure in R” with density

2
a- f’)/"z/ o~ (1=B)lxI2/2
(2m)" '

is concentrated in the vicinity of the sphere x> = n/(1 — B), cf. (1.2.2). Therefore,

if for the system (2.2.1) there are sufficiently many “near solutions” x, we should have
the value of the integral (2.2.4) sufficiently close to

(%exp {g = 1}) (1—p)™2,

while if the system (2.2.1) is far from having a solution, the value of the integral will
be essentially smaller.

2.3 Connection to Permanents
Let u,, be the standard Gaussian measure in C" with density

)
ezl

where |z)|> = |z1)? + -+ |za)* for z=(z1,...,20).

Let f1,..., fm: &1,--.,&n: C" — C be linear functions and let us define an m x m
complex matrix A = (g;;) by

aij = /«: [i@gj@dun(2) =) fuljk where
) = 23.1)
fi(@) ZZfika and gj(Z)ZZgijk for z=1(z1,...,20)-

k=1 k=1
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Equivalently, A = FG* where F = (f;x) and G = (g;) are m x n matrices. Wick’s
formula states that

/cn J1@) - fm(2) 81(2) - - - 8m(2) dun (2) = per A, (2.3.2)

where the permanent of A is defined by

m
per A = Z Haia(i),

oeS, i=1

and S, is the symmetric group of all m! permutations of the set {1, ..., m}, see for
example, [6, Sect. 3.1.4]. It follows then that

/U(l + 1@ g1(2) -+ (1 + fn(2)gm(2)) dpn = per(I + A),  (2.3.3)

where [ is the n x n identity matrix. Indeed, using (2.3.2), we can write the left-hand
side of (2.3.3) as

> fl“[ﬁ(z)gl(zmun_ 3 perAs,

Scil,..., ieS Scil,....m}

where Ag is the | S| x |S| submatrix of A consisting of the entries a;; withi, j € §.

Suppose now that f; = g; # 0 fori = 1,...,m. Identifying C* = R>", we
observe that f;g; = |fi|* is a quadratic form of real rank 2 on R>* and that, up to
a rescaling of the Gaussian measure, (2.3.3) is the integral of the type (1.1.2), where
each ¢; is a positive semidefinite form of rank 2. Hence the integral (1.1.2) for general
positive semidefinite forms ¢; can be viewed as the expectation of per (/ + A) over
some distribution on the set of positive semidefinite matrices A, obtained as follows:
fori =1, ..., m, we sample random vectors f; = (fi1, ..., fin) independently from
some distributions in C" and define the m x m matrix A = (a;;) by

n
ajj = fik fik-
j j
k=1

Equivalently, A = F F*. We note that any positive definite Hermitian matrix B with
the smallest eigenvalue at least 1 can be written as B = [ + A, where A is posi-
tive semidefinite, and that computing (approximating) permanents of positive definite
matrices was of some interest recently [1, 2], in particular in connection with quantum
optics.
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2.4 More of Related Integrals

Letgi,...,gm: R" — R be quadratic forms and let ky, . . ., k,, be positive integers.
It is (implicitly) shown in [4] that the integral

1 k N2
@y fR ay' () gy (x)e” K2 2.4.1)

can be computed in (n(ky +-- -+ k)P time exactly. In particular, if m is fixed in
advance, the complexity of the algorithm is polynomial in # and k| + - - - 4 k;,,. Since
it will be useful for us later, we describe the algorithm here. Let Oy, ..., O, be the
matrices of q1, . .., g, defined by (1.1.1) and let us consider the function

m
G(z) = det™ /2 <I—Zz,»Ql~) for z=(z1,.-.,2m)
k=1

of m complex variables z1, ..., z, in the vicinity of z = 0. We show in Lemma 3.1
below that in the vicinity of z = 0, we have the Taylor series expansion

GR = D Chykn?y 2, (2.4.2)
ki >0
where the coefficient ¢y, ..., is the integral (2.4.1) divided by k¢! - - - k;,! To compute

(2.4.1), we write

det([—szQk) =1—-p1,.--y2m),

k=1

where p(0, ..., 0) = 0, explicitly as a polynomial of degree n by standard multivariate
interpolation in n? time, and then use the standard expansion

(- Z P

to extract the coefficient ¢y, . x, from (2.4.2) in (n(ky + --- + k)™ time. Tt
follows that the integral (1.1.2) can be computed in polynomial time exactly, provided
the number of distinct forms among ¢, . . ., g, is fixed in advance.

Finally, we consider connections to permanents. Let ' = (f;x) be anm x n complex
matrix and let us consider the Hermitian form ¢ : C" — R,

q(z) = for z=(z1,..., ).

n 2
Z fikzk
k=1
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Equivalently, ¢(z) = || Fz 2. For a multiset

I ={i1,..., i}, 1< <...<i, <m,

of indices, let F; be the n x n matrix consisting of the rows of F indexed by i1, ..., iy
(some rows may be repeated and the order of rows in F; is not important), let «; be
the number of occurrences of i in I and let

m 1
1) = —
a(l) i]}%_!

It follows from Wick’s formula (2.3.2) that
1
— | q"@du, = al)per(F1F}), (2.4.3)
n' Cn 7

where p,, is the standard Gaussian measure in C" and the sum in the right hand side
is taken over all multisets / of n indices. Identifying C" = R>", we observe that the
sum in the right hand side can be computed exactly in polynomial (mn)?® time. A
similar looking sum

> aD)lper Fr? (2.4.4)
1

is considered in [1] in connection with boson based quantum computers and, appar-
ently, is much harder to compute by classical (as opposed to quantum) means. We note
the inequality

|per Fy|* < per (F1 Fy)
from [15], from which it follows that (2.4.3) is an efficiently computable upper bound

for (2.4.4).

3 Proofs of Theorems 1.1 and 1.2

Choosing » = max {m, n}, we obtain Theorem 1.1 as a particular case of Theorem 1.2.
Hence we prove Theorem 1.2 only. For a real symmetric n x n matrix Q we denote

el = fmax Qx|

lxll=1

its operator norm. We start with a simple formula, cf. also [4].

Lemma3.1 Letqy, ..., gn: R" — R be quadratic forms,
(Qkx, x)
gk (x) = —
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k=1,...,m, where Q1, ..., Qn are n X n real symmetric matrices such that

m
>l < 1.
k=1

Then
1/2< ZZka> 3.1.1D)
2 i 1 I k Ix112/2
B ’ 1 ce. m —||x dx
ek ! 72 /nql (x) gy (x)e ’
ki,..., ki >0 kl' km (27[)” R
forallzy, ..., zm € Csuch that

21l o lzml < 1 (3.1.2)

Here we take the principal branch of det™'/? in the left-hand side of (3.1.1), which
is equal to 1 when z1 = ... = z;; = 0. The series in the right hand side converges
absolutely and uniformly on the polydisc (3.1.2).

Proof For z = (21, ...,2m), let

Q:=1-Y 20k

k=1

and let

2 m
g () = (Qzﬁ - @ - gzwk(x).

If z1, ..., 7,y are real and satisfy (3.1.2), then ¢g,: R" — R is a positive definite
quadratic form, and, as is well known,

Since both sides of the above identity are analytic in the domain (3.1.2), we obtain

2 m
( ZZka) (2n)n/2/exP{—%+szqk(x) dx.
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Since
m m m oo Zj )
exp ) zqr(x) = [ [explaan} =[] D 2qf (o),
k=1 k=1 k=1j=0 7"
the proof follows. O

Next, we extract the integral (1.1.2) from the generating function of Lemma 3.1. Let
S!' = {z € C : |z| = 1} be the unit circle and let

T" =S!'x ... xS!
—_———
m times

be the m-dimensional torus endowed with the uniform (Haar) probability measure
W= 1 X -+ X Uy, Where g is the uniform probability measure on the k-th copy of

Sl.Ifs e zm, s = (s1, ..., Sm), then for the Laurent monomial
2=z,
we have

Lemma3.2 Letq,...,qn: R" — R be quadratic forms,
(Qkx, x)
qr(x) = —
k=1,...,m, where Q1, ..., Qn are n X n real symmetric matrices such that

m
DIl < 1.
k=1

Then for every w € C such that |w| < 1 we have
[ A en@)- (1 + oga e 2 ax
Q)2 Jgn "

" k=1 (K1 enrks)
where the second product is taken over all non-empty ordered tuples (ky, ..., ks) of
distinct indices from {1, ..., m}.
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Proof From Lemma 3.1, we have

1 —[lx)2/2
2m)/? /Rn(l +wgq1(x)) - (1 + wgm(x))e dx

m m 3.2.1)
- / ]_[ a ~|—wzk_1)det_l/2(1 — szQk> du.
" k=1 k=1
Next, we write
m 1 m
—-1/2 _ — __ _
det <I ZZk Qk) =exp [ 3 In det(l ZZk Qk) }

k=1 k=1

1 m 1 o0 1 m s
= exp !—Etraceln (I — ,;Zka> } = exp !5 ; Etrace*,(l;Zka> }

—eXPZ Z trace (Qk;- - Qk,) ki~ 2k

]<k| kg<m

_ trace (Qk, - - - Ok,)
= 1_[ 1_[ exp or Zky* kg (o

s=1 1<ky,....ky<m

where the product converges absolutely and uniformly on T™. We expand each of
the exponential functions into the Taylor series and observe that only square-free
monomials in 71, ..., Z;; contribute to the integral (3.2.1), from which it follows that

(271)”/2/ (1 + g1 () -+~ (1 + wgn (0)e™ 72 dx

_ trace (Qg, - - - Ok,)
S Hweosty T1 (1= o

(k.. ks)

where the second product is taken over all non-empty ordered tuples of distinct indices
ki,...,ks €{l,...,m}. O

Our next goal is to write the integral in Lemma 3.2 as the value of the independence
polynomial of an appropriate (large) graph.

3.1 Independent Sets in Weighted Graphs

Let G = (V, E) be a finite undirected graph with set V of vertices, set E of edges
and without loops or multiple edges. A set S C V of vertices is called independent,
if no two vertices from S span an edge of G. We agree that S = ¢ is an independent
set. Let w: V — C be a function assigning to each vertex a complex weight w(v).
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We define the independence polynomial of G by

Indgw) = Y []w.

Scv veS
S independent

Hence Indg (w) is a multivariate polynomial in complex variables w(v) with constant
term 1, corresponding to S = .

Corollary 3.3 Let gy, ..., qm: R" — R be quadratic forms,

(Qkx, x)
qr(x) = —F—,
2

k=1,...,m, where Qi are real symmetric n X n matrices and let w € C be a complex
number. We define a weighted graph G = (V, E; w) as follows. The vertices of G are
all non-empty ordered tuples (ky, ..., ks) of distinct indices ki, ..., ks € {1,...,m}
and two vertices span an edge of G if they have at least one common index k, in
arbitrary positions. We define the weight of the vertex (ky, ..., k) by

S

w
— trace (Qk, - - - Ok,)-
2s

Then
1
@y / (I +0g1(0) - (1 + oge)e” W72 dx = Indg(w).  (3.4.1)
@) Jn
Proof From Lemma 3.2 it follows that (3.4.1) holds provided |w| and || Q|| for k =
1, ..., m are small enough. Since both sides of (3.4.1) are polynomialsin Qy, ..., Ok
and w, the proof follows. O

The following criterion provides a sufficient condition for Indg(w) # O for an
arbitrary weighted graph G. The result is known as the Dobrushin criterion and also
as the Kotecky—Preiss condition for the cluster expansion, see, e.g., [10, Chap. 5].

Lemma 3.4 Given a graph G = (V, E) and a vertex v € V, we define its neighbor-
hood N, C 'V by

Ny ={lU{ueV:{uv)ekE}.
Let w: V. — C be an assignment of complex weights to the vertices of G. Suppose

that there is a function p: V. — Ry with positive real values such that for every vertex
v eV, we have

> lw)e”™ < p).
MGMJ
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Then

Indg(w) # 0.
Proof See, for example, [9, Sect. 5.2] for a concise exposition

Now we are ready to prove Theorem 1.2.

3.2 Proof of Theorem 1.2

Let Qq, ..., O be the matrices of the quadratic forms ¢, ..., ¢, so that
(Qkx, x) 2
qr(x) = T and || Q| < —

k =1,...,m. Since each quadratic form g; depends of at most r variables, we have
rank Qy <rfork =1,..., m. In particular,

2\" 2
[trace (Qk, - - Or,)| < r<—> =—7. (3.6.1)
r r

Since each quadratic form g has a common variable with at most r other forms, we
have:

For every k there are at most r indices (3.62)
J # ksuchthat 0, Q; #0or Q;Qr #0. o
Let w € C be a complex number satisfying

—12

lw| <y = ¢ ~ (0.1516326649. (3.6.3)
Given Qy, ...

, Ok and w, we construct a weighted graph G = (V, E; w) as in Corol-
lary 3.3. Our goal is to prove that Indg (w) # 0, for which we use Lemma 3.4.
We say that the level of a vertex v = (kq,

.., kg)iss fors = 1,..., m. Thus for
the weight of v, we have

S

w(v) = 3 trace (Qy- - O,

Combining (3.6.1) and (3.6.3), we conclude that for a vertex of level s, we have

1 _
lw()| < T s/2, (3.6.4)
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We observe that there are at most st~ vertices u of level r with w(u) # 0 that are
neighbors of a given vertex v (for t+ = s, we count v as its own neighbor). Indeed,
there are at most s ways to choose a common index k, after which there are at most ¢
positions to place k in u. By (3.6.2), we conclude that there are at most s¢r'~! vertices
u € N, of level ¢t with w(u) # 0. Choosing p(v) = s/2 for a vertex of level s and
using (3.6.4), we conclude that for a vertex v of level s, we have

m —t/2 m 1
e _ s
E lw(u)|e’™ < E mstr’ e!l? = E 53T < 5 =P,
2ty 2 2
ueN, t=1 =1

and the proof follows by Corollary 3.3 and Lemma 3.4.

4 Approximating the Integral

The interpolation method is based on the following simple observation.
Lemma4.1 Let p: C — C be a polynomial,

m

PR =) o',

s=0

and B > 1 be a real number such that p(z) # 0 provided |z| < B. Let us choose a
branch of f(z) = In p(z) for |z| < B and let

SIOWY
@ = o+ P

s=1

be the Taylor polynomial of degree k of f computed at z = 0.
(1) We have

L) —

m
= GoEE -

(2) We have f(0) = In p(0), while the numbers f“)(0) satisfy the system of linear
equations

s—1

PO =) (s_, 1)pU)(())f(S—f)(O) for s=1,....k
; J
Jj=0

with a k X k invertible triangular matrix of coefficients.

Proof See, for example, [6, Sect. 2.2]. O
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As follows from part (1) of Lemma 4.1, if 8 > 1 is fixed in advance, to estimate the
value of f (1) within additive error 0 < € < 1 (in which case we say that we estimate
the value of p(1) = e/ (D within relative error €), it suffices to compute the numbers
£90) fors =0,...,k withk = O(Inm — In€), where the implied constant in the
“0” notation depends only on B. As follows from part (2), the numbers f©*)(0) in
turn can be computed from the coefficients ¢; = p®)(0)/s! fors =0, ..., k in O (k%)
time by solving a triangular system of linear equations with an invertible matrix of
coefficients (the diagonal entries are p(0) #= 0).

A similar to Lemma 4.1 result holds if p(z) # 0 in an arbitrary, fixed in advance,
connected open set U C C such that {0, 1} C U, see [6, Sect. 2.2] (in Lemma 4.1, the
neighborhood U is the disc of radius f).

4.1 Computing the Integrals

Let us fix a constant

0<y <y,
where y is the constant of Theorem 1.2 (so one can choose y' = 0.15). Let
q1s --.,qm: R" — R be quadratic forms, defined by their matrices Q1, ..., O, asin
(1.1.1), such that each form depends on not more than r variables among x1, ..., X,

and each form has common variables with not more than » other forms. Suppose that
the bound (1.3.1) holds. We define a univariate polynomial p: C — C by

1

p() = @

[z zanpe R .
Hence deg p < m and by Theorem 1.2 we have

p(z) #0 provided |z| < B where B = % > 1.
In view of Lemma 4.1, to approximate

1
p(l) = W%l;{n(l +q1(x))---(1 —i—q,,,(x))e_”xl‘z/2 dx 4.2.1)

within relative error 0 < € < 1, it suffices to compute p(0) = 1 and p®(0) for
s = O(Inm — In €), where the implied constant in the “O" notation is absolute.

One way to proceed is to notice that

1 a2
P9 (0) = s! Z W/R i, () - i, () e IP/2 gy

1<ii<..<ig<m
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and compute each of the (’;l) integrals in (nm) ) time using the algorithm of Sect. 2.4.
Another possibility is to notice that from Corollary 3.3, we have

p(s)(O) = s! Z trace(Qk”.-. le]) trace(ijln- ijx)
= g! > o ’
K11y Kts) )y 5 5
(kjlw-‘,ijj)
St tsj=s

where the sum is taken over all unordered collections of pairwise disjoint ordered tuples
k11, oo kg, (ks e ij_,.)ofdistinctindicesk,-j fromtheset{l, ..., m}, with
the total number s of chosen indices. A crude upper bound for the number of such
collections is (2m)*: writing all the indices k;; as a row, we have at most 2m choices
for each index k;;, including the choice on whether the index remains in the current
tuple or starts a new one. Given that s = O (Inm — In €) and that computing the traces
of the products of n x n matrices can be done in (n5)?(! time, we obtain an algorithm
approximating the integral in quasi-polynomial n @), OUnm=ne) time
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