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ABSTRACT. We prove a Morse index theorem for action functionals on paths that
are allowed to reflect at a hypersurface (either in the interior or at the boundary of
a manifold). Both fixed and periodic boundary conditions are treated.

1. INTRODUCTION

The classical Morse index theorem [10] on a smooth Riemannian manifold (M, g)
says that at a geodesic «a(t), t € [0, 7], the index of the second variation of the energy
functional with fixed endpoints equals the total number (with multiplicity) of points on
a conjugate to «(0). Indeed, Morse’s celebrated book [10] treats a number of variations
on this theme, allowing for different boundary conditions, such as periodicity, which
entail interesting corrections to the count of conjugate points; in the periodic case,
Morse refers to the additional term as the “order of concavity.”

Here we are concerned with a generalization of these classical results, where we also
allow reflections. We simultaneously treat two cases: either M is a manifold with
boundary Y = OM, or Y is an embedded interior hypersurface of M. The paths under
consideration are required to undergo reflection at Y in the case Y = M, or permitted
to undergo either reflection or transmission in the case of an interior hypersurface.

We are moreover concerned here not with the usual setting of Riemannian geometry
most common in the literature, but rather with the more general case of a mechanical
system: rather than just using an energy functional given by the Riemannian metric,
we employ a Lagrangian L € C>*(T M)

1

L(x,v) = 59@'(%)@% — V(z),

and associated action

Here V(z) is a real valued function that is not required to be globally smooth: our
hypotheses are that V' is smooth up to Y but in the interior hypersurface case is merely
required to have matched values and first derivatives across the two sides. (The choice
to work in this generality stems from our intended applications, described below.)
The main results of this paper are a Morse index theorem for the functional J, both
for trajectories with fixed boundary points and for the problem of periodic trajectories;
these are stated in Theorems and below. We also prove an addition formula

(Theorem below) that computes the difference of the Morse index (with fixed
1
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endpoint conditions) of a concatenation of two paths and the sum of the Morse indices
of the individual paths; the result is expressed as the index of the Hessian of the sum
of the action functions along the two paths.

Our interest in this problem was stimulated by the aim of proving a Gutzwiller trace
formula that would relate the asymptotics of the trace of the Schrodinger propagator
e~ GATV)/h 4 the behavior of closed classical trajectories [5]. Typically in such trace
formulae, one obtains a Maslov factor, a power of ¢ that is the Morse index of the
variational problem for closed trajectories. For instance, in the Riemannian geometric
case related to the Duistermaat—Guillemin trace formula [3], this variational charac-
terization of the Maslov factor was established in [2]. In mechanical systems with a
non-smooth potential V', singular across Y as described above, it turns out that in
addition to ordinary periodic physical trajectories, there are contributions to the trace
asymptotics from periodic trajectories that are reflected at Y as well as those transmit-
ted across Y [4]. We were dismayed that we could not find any existing account of the
Morse index theorem for the periodic variational problem with reflected mechanical
trajectories; since this problem seems a physically natural and important one, we have
attempted to fill this gap in the literature here.

A simple invocation of the usual proof of the index theorem mutatis mutandis does
not suffice to deal with the case of reflected paths. To begin with, the spaces of allowable
paths and variations must be rather carefully set up: we must enforce compatibility
conditions at the reflection times (as well as at times of transmission across Y'), and
this of course affects the space of allowable variation vector fields. The Jacobi fields,
in turn, must satisfy interesting geometric compatibility conditions at the moment of
reflection (involving the second fundamental form of the hypersurface), and much of
our work here has been to tell the story of reflected Jacobi fields; the final proof of the
index theorem is straightforward once the tools to deal with the Jacobi fields are in
place.

Some results in this direction do appear in the existing literature, but not in the
generality that we seek here. In particular, there are a number of treatments describ-
ing Jacobi fields for reflected geodesics by considering the first variation of a family of
broken trajectories reflecting at the boundary according to Snell’s law [7, 12, [13] 6, []].
However, we have not been able to find analysis of the second variation, nor a proof
of the index theorem (neither for periodic nor fixed boundary conditions). It has also
proved impossible to find an account of the reflection conditions in the presence of a
potential. Additionally, Morse’s “order of concavity” arising in the periodic variational
problem moreover makes a somewhat obscure appearance in [10], and is not easily
suited to physical interpretation in the mechanical context; the version here is not one
we have seen in the literature. The addition formula of Theorem [5.7] is an essential
ingredient in analyzing the Maslov factor in stationary phase expansions when com-
posing the Schrodinger propagator with itself. We have been unable to find a version of
this in the existing literature even in the classical setting with smooth coefficients; we
thus include it here as a classical dynamics theorem of potentially independent interest.
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This paper is thus intended to provide a thorough and, we hope, readable account of
the generalization of the classic theory of Jacobi fields and Morse indices to the general
setting of mechanical systems with reflections.

Structure of the paper. We first work with paths with reflections off the hypersur-
face/boundary. In Section [2| we consider permissible path spaces and variation vector
fields in our variations. In Section [3} we define the action of a path and consider the
first variation of the action. In Section |4} we consider the second variation of the action
and the corresponding Jacobi fields. In Section [5, we prove the Morse index theorem
for both fixed endpoint paths and closed reflected paths, along with the Morse index
addition formula.

Acknowledgments. JW received partial support from NSF grant DMS-2054424.

2. PATH SPACE OF REFLECTED TRAJECTORIES

Consider a smooth Riemannian manifold with boundary (M, g) and a compact em-
bedded hypersurface Y, possibly disconnected. We assume that M C Y. Near
any point on Y, we may choose local Fermi coordinates (z!,...,2") so that locally
Y = {z! = 0}; thus 2! is the signed distance to Y (or, near points where Y coincides
with OM, simply the distance) and locally the metric is of the form

g = (dz')* + Z hij(z)dx'da’

i,j=2
For W € Ty M we adopt the notation
W =W, + Wyt

to denote the splitting of W into normal and tangent components, using the metric,
i.e., if W => WJ0,; in Fermi coordinates, then

W =W, Wr=) W,
j=2

We will occasionally use the subscript 1 to denote the 2! component of curves or vector
fields; in particular, then, with a choice of an oriented unit normal to Y, e.g. N = 01
in Fermi normal coordinates, we write

WJ_ - WlN

Throughout this paper we assume that V' € C*(M\Y;R) N C'(M) and that V is C*
smooth up to Y, separately from each side if Y is locally an interior hypersurface. As
noted above, the allowed discontinuities of second or higher derivatives of V' across Y
are not especially interesting in the context of the geometric considerations here, and
are included for the sake of future applications to Schrodinger operators (for which the
derivative discontinuities of V' reflect energy).
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We will consider the variation problem for the action associated to the Lagrangian
L € C>*(TM) given by

L(z,v) = %gij(x)vivj — V(x).

Implicitly, then, we are dealing with the Hamiltonian dynamics for the Hamiltonian
function on T*M given by Legendre transform:

L (@)EE +V(x).

2.1. Path spaces and variations. Fix a time T'; this will be left implicit in our nota-
tion for path spaces. In what follows we will use the notation e(¢+) for lim, o e(t & ¢€),
with e denoting a function, vector field, etc., depending on t.

Our path space is defined as follows:

Definition 2.1. Let 0 =Ty <T1 < -+ < Ty < Tpy1 =T, with {T; : 1 <i<m} =
RUK a partition into a set of reflection times R and a set of kink times KC. A reflected
path with reflection times R and kink times K is a continuous map « : [0,T] — M
such that

(1) If a(t) € OM then there exists i such thatt =T, € R.

(2) For each 0 < i < m, « restricted to [T}, T;11] is smooth (i.e., smooth in the
interior with derivatives extending to the boundary of each subinterval).

(3) If T; € R, then o(T;) € Y, and if x* is a defining function for Y and I; > Tj is
a sufficiently small open interval then the sign of ' o « is constant on L;\{T;}.

(4) If T; € R, then (x' o ) (T;£) # 0, i.e., « is not tangent to Y at T; from either
direction.

More generally, a piecewise smooth path o equipped with a set R of reflection times is
said to be a reflected path if there exist some choice of kink times IC such that the above
definition applies.

Remark 2.2.

e We allow a(t) € Y even if t ¢ R; the importance of the reflection times arises
in the requirement that the paths do intersect Y transversely at the reflection
times and stay on the same side of Y before and after these times, and in the
following definition of allowed variations, which will ensure that physical paths
must be reflected rather than allowing transmission across Y at times in R.
The specification of the reflection times is part of the data of the path; the kink
times, by contrast, are not.

e The kink times K should be thought of times, outside of R, where « is allowed
to fail to be smooth; such a set of times is in general not unique. Indeed, if «
is a reflected path with reflection and kink times R and K, and K’ is any finite
set with £ C K" C [0, T]\R, then « is a reflected path with reflection and kink
times R and K’ as well. Note that a always admits a minimal kink time set,
namely

Konin = {t € (0,T)\R : a is not C* at t},
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and any other set of kink times C satisfies L D IC,.;. As we see below, we will
sometimes introduce additional kink times, where « is in fact smooth, in order
to consider variations which develop kinks at those times.

Let a be a reflected path from «(0) = p to a(T) = p/, with reflection times R and
kink times K as in the definition above, so that RUK = {T1,...,T,.}.

Definition 2.3. A wvariation of a(t) is a map a(t,e) from [0,T] x (—e€g,€) to M,
together with a family of smooth functions 0 < Ti(e) < -+ < T@(e) < T, divided into
a family of reflected time functions R and kink time functions K with T;(e) € R <=
T; € R, such that
(1) a(t,0) = a(t) fort € 0,T) and T;(0) =T; fori=1,...,m.
(2) For any fized €, a(-,€) is a reflected path as defined in Definition with
reflection times {T;(¢) : T; € R} and kink times {T;(¢) : T; € K}.
(3) a(t,€) is smooth, up to the boundary, on each set of the form
{(t,e) : Ti(e) <t <Tit1(e),e € (—ep,€0)}, 0<i<m
(where we interpret To(e) =0 and T,,41(e) =T).

A two-parameter variation is defined analogously, with € € (—eg, €o) replaced by (d,¢€) €

(—d0,d0) X (—¢€o, €0)-

Remark 2.4. Note that we allow the kink times to vary in €, which is not the standard
prescription e.g. in [9]. This is useful owing to the non-smoothness of physical paths
at times of transmission across Y, which may vary in families.

Throughout this paper, we shall consider the following three families of paths (with
possibly multiple reflections)

(1) the space of reflected paths QQ(M): see Definition
(2) the space of reflected paths with fized endpoints p,p':

Qo(M;p,p') = {a € QUM) : a(0) =p, a(T) =p'}

(3) the space of periodic reflected paths where the endpoints are not fixed but need
to be equal, i.e.,

Qper(M) = {a € QM) : a(0) = a(T)}.

Note that we do not require the derivative to match for ¢t = 0,7, but this
is consistent with our convention that elements of (M) are only piecewise
smooth; the endpoint «(0) thus plays no distinguished role, as there may or
may not be a derivative discontinuity there.

Then we have
Qo(M;p,p) C Qper(M) C QM) and Qo(M;p,p') C QM).

For notational convenience, we introduce notation for jumps and averages of vector
fields along « at reflections and kinks. Recall that for Z any vector field along a and
t € 10,77, we let

Z(t+) ;== lim Z(t £e);

e—0t
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sometimes we denote this Z= if the time of evaluation ¢ is understood. We additionally
set
AZ(t) = Z(t+) — Z(t—) and Z(t) = L(Z(t+) + Z(t-)).

We now anticipate the outcome of our analysis of first variations by defining reflected
physical paths; the relevance of this definition is demonstrated by Lemma [3.2] In the
following definition (and henceforth) we denote the covariant derivative along a path
by

Dt = Vd.

Definition 2.5. We say that a reflected path a(t), t € I = [0,T] is a reflected physical
path if the following conditions hold:

(1) a € Q(M)

(2) Dy +VV(a(t) =0 on IN{Ty,..., T}

(3) For all Ty € R, &, (T;) =0 and Aar (1) = 0.

(4) For all T; € K, Aa(T};) = 0.
In addition, if a(t) also satisfies endpoint conditions a(0) = a(T) and &(0) = &(T), it
15 called a periodic reflected physical path.

Remark 2.6. Since o and ¢ are continuous at points in K and since « solves a second
order ODE with smooth coefficients away from Y, a reflected physical path « is in fact
smooth at interior kinks. Since V2V is allowed to be discontinuous at Y, however,
third derivatives of o may be discontinuous at kinks in Y, i.e., at times 7 € K with
a(T;) € Y. Nonetheless, a will be C? at such kinks, and hence for a reflected physical
path «, the reflective times R can be characterized as the times where « is continuous,
but not C2.

We now show that, given a reflected physical path, we can perturb the initial position
and velocity to uniquely produce another reflected physical path which reflects at
similar times.

Lemma 2.7. Let a(t) be a reflected physical path, with initial position and velocity
(a(0),&(0)) € TM. For sufficiently small € > 0, there ezists a neighborhood V. of
((0),&(0)) in TM with the property that for all (x,v) € V., there exists a unique
reflected physical path o, such that (o ,(0), ¢, (0)) = (x,v), oy, has reflection times
Rew with |Reo| = |R|, and, if R ={Ty < --- < T,} and Ry, = {1\ < --- < T,.}, we
have |T; — Tj| < € fori=1,...,r.

Proof. The idea is that since a reflected physical path solves a second-order ODE
classically up to reflection times, it is uniquely specified, up until the reflection time,
by its initial position and velocity; at reflection times the path experiences a jump in
its velocity uniquely specified by the reflection condition in Definition [2.5] which
uniquely specifies the path until the next reflection, and so on. We make this idea
rigorous below.

Suppose for convenience that R consists of a single time T}, i.e. a reflects just once;
let ! be a boundary defining function of Y near a(T}). Let € > 0 be sufficiently small,
so that there exists a neighborhood W of (a(71),&(171—)) € TM\TY satisfying the
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following technical assumption: if 3 is a C2([0, 2¢]) solution to D,((t) + VV (B(t)) = 0
in (0, 2¢), with 3(0) € Y and (8(0), 5(0)) or (8(0),Q5(0)) is in W, where Q : Ty M —
Ty M is the reflection across Y, then sgn (z! o 8)/(¢) is constant on (0,2¢). (That is,
reflected physical paths starting on Y with initial velocity in W or Q(W) will always
move away from the boundary and will not return in time 2¢.) Such a neighborhood
exists for e sufficiently small by the non-tangency assumption of a at reflected times.

Given (z,v) near («(0),&(0)), we construct a nearby reflected physical path o, as
follows: we note that if (x,v) is sufficiently close to («(0),&(0)) (or any vector if M is
complete), then there exists a unique C? solution on [0, 7] + €] to

Dia(t) + VV(a(t) =0in (0, Ty +¢), (a(0),a(0)) = (x,v).

Note that such a solution, if it intersects Y, does not reflect off Y. Moreover, if (z,v)
is sufficiently close to («(0), &@(0)), then the corresponding path & intersects Y at some
time in [T} — €, T} + €; let T} denote the first such time. Finally, for (z,v) sufficiently
close to (a(0),&(0)), we can also arrange for (&(7),&(T1—)) € W. We let V be a
neighborhood of («(0), &(0)) such that its elements satisfy all of the conditions above.

Then, for (x,v) € V, we construct o, as follows. For t € [0, T], we set v, (t) = a(t)
as above. For t € [T}, T, we let o, be the unique C?([T},T]) solution to

Diiyo(t) + VV () = 010 (T1,T),  (Qwn(Th), Gan(T14)) = (A(T1), Qa(T1—)).

Then, by construction, o, is a reflected physical path, with one reflection at T
satisfying |T1 — T| < € (note that dx,v(fl—) = &(Tl—) e W C TM\TY guarantees
the non-tangency condition). This shows the existence for (z,v) € V.

For uniqueness, we note that if 3., is another reflected physical path satisfying
(Bew(0), Ba0(0)) = (2,v) with exactly one reflection time 7y satisfying | — T3] < e,
then 3., is C? on [0, 7], and in particular it must agree with a,, up to time T; — e,
after which it continues to agree with a,, until o, hits Y, i.e. at time Tl. The only
way [,, does not agree with a, , after that is if 3, , transmits through Y instead of
reflecting across Y, i.e. B,.(Ti+) equals d, (T —) instead of its reflection. However,
by the technical assumption made above, this would force 3, , to not intersect ¥ again
in (’f LT+ 2¢], and in particular it will not reflect at a time within € of 7;. This forces
Bz to reflect at Ty, and since there are no other reflections, this means Brw is a C?
solution on [T}, T] whose value and derivative agrees with those of a,, at T}, forcing
By = gy ON [TI, T] as well. This gives uniqueness as well.

The case for multiple reflections is similar, by performing the above technical con-
structions in a neighborhood of each reflection time.

O

Given a variation a(t, €) along a family of reflected paths, we can consider the tangent
vector field

oo
Z(t) = a ‘EZO

along «(t). Note that the e derivative is only well-defined on [0, 7]\(R U K); however
the one-sided limits Z(T;+£) exist for all 7; € R UK. We use this notion to define
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corresponding tangent spaces T,Q2(M), T, (M;p,p'), and T, (M). These spaces
are characterized by our enforcement of the continuity conditions at the boundary, as
follows.

Lemma 2.8. Let a(t,e) € Q(M) be a family of reflected paths with reflection time
functions R and kink time functions KC, and let RUK = {T;(e) : 1 <i < m}. Then,
for each 1 <i < m, the variation vector field Z = Oa/Je satisfies the jump condition

(1) T;(0)(Ti—) + Z(T;—) = T (0)(Ti+) + Z(Ti+).
If in addition we have T; € R, then we have the additional condition that
2) T/(0) & (Ti=) + Z.(Ti=) = T/(0) & (Ti+) + Zu(Ti4) = 0.

In particular, if o is C! at T}, then Z(T;—) = Z(T;+), i.e. at such times we may view
Z as being well-defined and continuous at 7T;.

Proof. For each ¢ we have the continuity equation
a(T;(e)—, €) = a(T;(e)+,€).

Differentiating in € and evaluating at e = 0 yields . If, in addition, T; € R, then as
usual letting a4 (t) denote the signed distance from the boundary (first component in
Fermi coordinates), for all e,

ar(Ti(e)£,e) =0

(since the path is in the boundary at time T;(¢)). Differentiating in € and evaluating
at € = 0 yields . O

Lemma 2.9. Let a € Q(M) be a reflected path with reflections and kinks at R and K,
respectively, with RUK = {T; : 1 <i < m}. Let Z be a vector field along o defined
on [0, TI\(RUK) such that Z| (1, 1,,,) extends smoothly to [T;, T;11] for all 0 < i < m,
and that for some py, ..., m € R,

(3) pid(Ti=) + 2(Ti=) = wa(Tit+) + Z(Ti+)
and
(4) pice (Ti—) + Z1(Ti—) = o (Li+) + Z1(Ti+) =0 if T € R.

Then there is a variation «(t,€) € QM) of a with Z = 0a/O€|c—o and with T} (0) = w;.
Remark 2.10. can be rewritten as
AZ(T) = —pbS(Ts).

Moreover, at reflection times T; € R, the two conditions and can be rephrased
as coupled jump conditions on the tangential and normal components, via

Z (Ti%) = — o (Tix), AZ1(T;) = —p Dot (T5).

Finally, given the corresponding endpoint conditions, we may obtain variations «(t, €) €

Qo(M;p,p') or Que (M) from conditions and as in the lemma.
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Proof. We construct such a variation explicitly. The idea is that we consider some
variation whose derivative is Z, and then correct for reflection/kink conditions.

For each T; € R U K, choose a neighborhood I; in ¢ such that I; N (R UK) = {T;},
and «(I;) is contained in an open set trivializable by local coordinates, where if T; € R,
then the local coordinates are Fermi coordinates oriented so that a; > 0 for t € I;. Let
I =Ul;. Fort e [0, T)\I, we define

a(te) = expa(t)(eZ(t)),

where exp is the exponential map with respect to some Riemannian metric (e.g. the
metric g on M), smoothly extended across the boundary in the case where Y = 0M
locally. Note that this is well-defined and smooth on ([0, T]\I) x (—€, €o) for sufficiently
small ¢y > 0. Moreover,

Jda
e —|e=0(t) = Z(t) on [0,T\1.

For t € I;, 1 < i < m, we define a via local coordinates (z,...,2") (which are local

Fermi coordinates if 7; € R), i.e. we define the values of a;(t,€) = z7 o a(t,€) for
1 <j <n. Write a= = |1, , 1) and a* = (1, 1,,,), define Z* similarly, and extend
o, Z% smoothly in a neighborhood of T;. Set T;(¢) = T; + ep; so that T/(0) = p;, and
for t € I;, let

o) P2 ) 7 6l) 1< T
™ (exPyrn (27 (1))); + 17 (€)p(t) ¢ = Ti(e)
where ¢(t) € C°(I;) is identically equal to 1 in a small neighborhood of T;. The
vector-valued functions 7% (¢) are defined depending on whether T; € R or T; € K: if
T, € R, set
11 (€) = =(expa- (1) (€2 (T
ri(€) = —(eXPyrt (1)) (€Z+(Tz(€))))
77 (€) = (exXP (1,0 (€27 (Ti(€)))); — (eXPy(1y(e) (€2 (Ti(€)))); for j > 2.
If T; € K, set r(¢) =0 and

1 (€) = (exPy- (10 (€27 (Ti(€))))j — (eXPat (1,0 (€27 (Ti(e)))); for 1 < j <.

We first verify that this construction produces paths a(-, €) which are reflected paths
for e sufficiently small and that the construction makes sense in the case Y = oM, i.e.,
that the constructed family of paths stays in M rather than passing into an extension
across the boundary. By construction, «(-,¢€) is continuous on I; and is smooth on
I\{T;(e)}. Furthermore, if T; € R, then taking supp ¢ sufficiently small, nonnegativity
of a; and nontangency allow us to ensure

.
—~
™
~—
~—
~—
\_/

r; (€)= 0for j > 2,

sgn o'zf =21 on suppep.
Then taking € > 0 sufficiently small ensures that the same holds for the varied path,
ie.,
sgnai(t,e) =41  on supp .
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For small ¢ it is also the case that a; # 0 for ¢t € I;\ supp ¢. Since af"(Tj(¢),€) = 0 by

construction, this shows that af remains nonnegative for ¢t € I;, and vanishes only at
t = Ti(e). In particular, then, the family of paths remains in M even when Y = oM
locally. Finally, we have

&t (Ti(e), €) = a5 (Ty(€)) + eZi (Ti(e)) + ri ()9 (Ti(€)) + O(e?),
and this is nonzero for e sufficiently small since 65 (7;) # 0 and ri(e) — 0 as € — 0.
Hence, a(t, €) intersects Y transversely at ¢t = T;(€). Thus, a(t, €) is a family of reflected
paths.
Finally, need to check that the first derivative of « is in fact Z. We clearly have

92|y = Z on [0,T]\I, while on I; we have

%ﬂ _{Zﬁ%ﬂfﬂmwﬂteh¢<ﬂ

de ="

Thus it suffices to show that (r*)'(0) = 0. If T; € R, we have
(r1)'(0) = =(wdy (To) + Zi (Tp)) = 0,
with the last equality following from , while for 7 > 2, by we have
(r;)'(0) =0, (r)(0) = (w(a; (To) — &) (Tv)) + (Z; (To) — Z] (Tp))) = 0.

It follows that (r*)'(0) = 0, as desired. Similar calculations show that (r*)'(0) = 0 in
the case that T; € IC as well. O

Be ZH) + () (0)p(t) tel,t>T

Remark 2.11. An analogous statement and proof holds for constructing two-parameter
family of variations with admissible pairs of variation vector fields Z and W (say
satisfying and with u;, v;), by defining Tj(e,0) = T; + eu; + ov;, a(t,e,0) =
exPy ) (€Z(t) + W (t)) away from reflections and kinks, and correcting analogously
near the reflections/kinks. We omit the proof for brevity.

Corollary 2.12. For any choice of V; € Tor,)M such that V; € Ty )Y when T; € R,
there exists a variation o(t,€) € QM) such that $%|.—o is continuous for all t, with
oo
De
Moreover, such a variation can be chosen so that the corresponding reflection times
T;(e) satisfy T}(0) = 0.

Proof. Let Z be any smooth vector field with Z(7T;) = V;. Then Z satisfies (3) and
with all u; equal to 0. U

|e:0(,-ri) - ‘/z

Corollary 2.13. Let pq,...,pun be any collection of numbers. Then there exists a
variation o(t,€) € Q(M) where the corresponding reflection times T;(€) satisfy T} (0) =
M -
Proof. Let Z be smooth on [0, T]\(R U K) with limits at 7; € R determined by
Z(Ti—) = = (Ti—),  Z7(Ti—) arbitrary,
Z(T34) = Z(T) — pul6(Th) — 6(T-),
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and with limits at 7; € K determined by
Z(Ti-) abitrary,  Z(Ti+) = Z(Ti=) — pu(@(Ti+) — a(Ti—)).
Then Z satisfies and with the prescribed values of ;. OJ

Corollary 2.14. Let a(t) be a reflected physical path. Then a piecewise smooth vector
field Z along « is a variation vector field if and only if:

e 7 is smooth on [0,T]\(RUK),
o At reflection times T; € R, we have
ANZ7(T;) =0, Z(T;)=0
(i.e. NZ, resp. Z, is normal, resp. tangent, to the hypersurface).
o At kink times T; € IC, we have
AZ(T) =0
(i.e. Z is continuous at kink times).

Proof. This follows by rewriting the conditions in Lemmas [2.8 and 2.9 using that in a
reflected physical path we have the conditions &, (7;) = 0 and Aa+(T;) =0if T, € R
and AG(T}) = 0if T; € K. 0

Let « be a reflected path, with reflection times R. By Remark 2.2 o admits a
minimal kink time set /C,;. Let V(a) denote the set of vector fields along . By

Lemmas [2.8 and we may identify the tangent spaces to our various path spaces as
follows:

ToUM) ={W € V() : 3K D Ky s.t. W is smooth on [0, T]\(R U K)
satisfying jump conditions and at RUK},
ToQ(M;p,p') ={W € T,Q(M) : W(0) =W(T) =0}
ToQper(M) ={W € T,Q(M) : W(0) = W(T)}.
If «v is a periodic reflected path with a(0) = «(T") = p, then
To2(M;p,p) C ToQper(M) C TL,Q(M),
while if «v is a (reflected) path from p to p’ (with p not necessarily equal to p’) then
Toll(M; p,p) C ToQUM).

Remark 2.15. Note that the definition of T,Q(M) allows for freedom in the choice of
IC: in addition to points on « that fail to be C*°, which by definition occur at times in
Kmin UR, we may always add “fictitious” extra kink points (i.e. K\/Cpnin) where we do
not enforce continuity of derivatives of variation vector fields; note at those points that
« is smooth, and hence the jump condition at those points reduces to the condition of
continuity. Consequently an authentic kink is allowed to develop in the varied paths
at such points.

Moreover, the space T,Q(M) (and hence T, (M; p,p') and T,Q,e(M)) is in fact a
vector space. Indeed, given Z;, Zy € T,Q(M) with kink times IC; and Ky, we may view
both of them as having kink times at Ky U Ky by adding “fictitious” kink points, and
hence it is clear that Z; + Z, satisfies the jump conditions (3 and (4] at RU (K1 UKCy).
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3. ACTIONS ALONG PATHS AND FIRST VARIATIONS

In the following sections, we shall consider the action functional on a family of
reflected paths {a(-,€) : € € (—€g,€0)} T Qo(M;p,p'). The action functional is given
by

Jatdl = [ Flatt o - Viatt. o)t
m o rTiva(e)
=Y [ k9 - Viat oyt
i=0 Y Ti(e)

where as usual we take Ty(e) = 0 and T, 41(e) = T

(5)

3.1. First variations. The following lemma gives the derivative of the actions ({5)).

Lemma 3.1. The derivative = J[a(-,€)] is given by

(6) —/0T<Dto'c+VV(a) 0y >dt+z< )Z_Z‘(T(e) e)>.

Proof. For each term in the sum in the second line of equation , we differentiate in
€ to obtain

d Tita1(e) 1 ) Tit1(e) O da
il 214 _ — v D2\
de (/TZ(E) ) |Oé(t, E)|g V(a(tv E)) dt /j\—‘l(e) <Od, t Oe > <VV<OK) e > dt

#1200 (G0 O = Via(Tia(,0) ) - T (G000 - Via(Ti(ee)).

where the integral term follows using the metric compatibility and the torsion-free
property of the Levi-Civita connection (the latter yields %d = Dt%—f:); note that we
can evaluate « at T;(¢) since « is continuous. We can then use the metric compatibility
of V to integrate by parts, yielding

Tita(e) O 8a>
a,Di— ) — ( VV(«a dt
/TZ.@ (05 ) = (Vi 5
Tiga(e) oo Oa
_ Do da )
/Ti(e) < o+ VV(a), e > dt + [< ry >]

Adding the terms together, noting that the boundary terms involving V' cancel, T{(¢) =
0 =1T),,1(0), and that %_f: vanishes at ¢t = 0,7 by assumption of fixed endpoints, we
obtain

1+1(€)_

Ti(e)+

d

; (Il o)) = m/OT <Dtd +VV(a), g—i‘> dt

S (gmon e eo ({3)))

t=T;(e)
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We now rewrite each term in the second line of . Fix 1 <i < m, and for convenience,

let &t and %—‘:i denote the values of each quantity at Tj(e)+. Using the algebraic
identity (a,b) — (c,d) = 1(a+¢,b—d) + +(a — ¢, b+ d), we have

()5 (o)
- %<<a+ +d7), (aa—_‘aa—» * %<<d+ ) (86_ ! 88_»

Furthermore, from Lemma we have

oa~ oat O

(8) T()a +¥—T()a —i—w AE__Ti(E)AO“
Thus
8a / -~ . 1 / 212
G050 ) = ~T(O(@, Bd) = —5THOA(AL)
and hence
. Oda\'\ Oa da\ 1., 12 . da
o a({a2)) = (522 4 (6. 7) = Lrastan (207
Substituting equation @D into equation yields @, as desired. 0

3.2. Critical points of first variations. We prove the following lemma in this sub-
section:

Lemma 3.2. For any variation a(t,e) € Qo(M;p,p ’) wzth a(t,0) = at), a(t) is a
critical point of J]a(-,€)], in the sense that < ‘ = 0 holds, if and only if
a(t) is a reflected physical path.

Proof. Suppose that £|  (J[a(-,€)]) = 0 for all variations in Qo(M; p, p') with a(t,0) =
e=0

a(t). We first consider variations where Z = %—‘g|5:0 vanishes at all times of reflection
and kinks ¢ = T;(0) € RUK, with the corresponding time functions satisfying 7} (0) = 0;
such variations are possible by Corollary Then all of the boundary terms in

vanish, and we obtain

A UM@@Dz—A(D@@+VV@@LﬂOMt

de le=0

We note that we can arrange for Z(t) to be any arbitrary smooth vector-valued function
which vanishes at t =0,¢t =T, and all t =T; € RUK, and such vector fields are dense
in L?. Tt follows that «(t) must satisfy

(10) Di(t) + VV(a(t)) = 0 on [0, TI\(R UK),
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i.e. condition (2) in Definition [2.5] Hence, for a path a(t) where J(a(-, €)) is stationary
at e =0, @ reduces to

(11) 0:%620@[@(-,6) Z( N&(T3), Z(Ty))

for all variations a(t,€) € Qo(M;p,p’) with a(t,0) = a(t).

We then consider variations a(t, €) such that Z(7;) = 0 and 77(0) = 0 for all reflection
times T; € R, but Z does not necessarily vanish at the kink times. For such variations,
equation becomes

d
0=%

€le=0

TGl = Y (~Aa(T), Z(Ty)).

T, el

By Corollary [2.12] we may take Z to be continuous, with arbitrary values at T; € K.
Thus A&(T;) = 0 for all T; € K, which is condition in Definition [2.5] It follows
that, for any variation, equation further reduces to

(12) 0= 2] (ot = 3 (~86(T), Z(T)).
Each term in the above sum can be rewritte; as
< AO& >—< AC%T )ZT >+< AOJJ_T)ZJ_>
= (~86r(T), Zr(T)) — STHO A6 e,

since Z, (T;) = —T/(0)&(T;) by equation (2)). Hence equation can be rewritten as

. — 1 .
(13 0= 3 ((Aar(E) Zr(E)) + 3TOA(ARIr ).
TieR
We now consider variations where 77(0) = 0 for 7; € R, in which case by Corollary
- 2| each Z+(T}) can be chosen to be any arbitrary vector tangent to Y. Applying
Equation (13)) with Z+(7;) attaining arbitrary tangent values, it follows that
Nar(T;) =0

for all ¢, which is part of condition in Definition . Finally, now reduces to
(14)

d

O_de

(Jat o) =~ ;TZ( VA e=7, = —3 Z TH0)(|a L (Ti) [g—1és (Ti-)]g)

e=0

(the last equality following since A(|af2) = A(|ar |2 + |0ﬂ’§) = A(|aL]?) since we now
know that Ad+ = 0). By Corollary [2.13] we can find variations with arbitrary values
of T/(0), from which we conclude that

L (Tit)lg — lan(Ti—)l; =0

for each 4. Finally, since af > 0 with o (T}) = 0, it follows that +&i (7;) > 0. For
the above condition to hold, it must be the case that & (7T}) + a1 (T;) = 0, which
corresponds to the remaining part of condition in Definition [2.5] Therefore, we
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conclude that if J(a(-,€)) is stationary for any variation «(t,€) with «a(t,0) = a(t),
then a(t) must be a reflected physical path.

Conversely, suppose a(t) = a(t,0) is a reflected physical path. Then the integral
term in @ vanishes by condition in Definition while the boundary terms over
T; € K vanish by condition (4). By condition (3), at 7; € R, A&(T;) is normal to
the boundary, while by (), Z.(T;) = —T/(0)&.(T;) = 0 by condition (3); hence the

pairing vanishes for each T;. This gives %‘ (Jla(-,€)]) = 0, as desired. O
e=0

4. THE HESSIAN OF THE ACTION AT A REFLECTED PHYSICAL PATH

4.1. Second variations of reflected physical paths. Now we take «a(t,¢,d) €
Qo(M, p,p') to be a two-parameter variation with fixed endpoints of a reflected physical
path a(t). Let

Oca(t,e,0) = Z(t,€,0), Osa(t,e,0) =W (t,e€,0)
J.a(t,0,0) = Z, Osa(t,0,0) =W

so that (using our jump and average notation from above), the first variation @ now
reads

%(J[a(.’€,5)]) = — /OT (Diae + VV (), Z(t,€,0)) dt

(15) "
+ Z (—D&(Ti(e,6),€,0), Z(Ti(€,6),€,0)).

Under the hypothesis that a(t) = «(t,0,0) is a reflected physical path, we will now
apply /0§ to the various terms in and evaluate at 6 = 0 to find the second
variation.

We now examine the second variation %(J [a(-, €,0)])|e=0,6=0. We split
o2
1 1
9eds (J[Oé(, S 5)])|€:0,5:0 = Jo + ‘]8

where J!, respectively Jj, denote the § derivative (evaluated at 0) falling on the integral
term in the first line of (the “interior” term) and the derivative falling on the second
line (“boundary” term).

Differentiating the integral term and evaluating at e = 0, = 0 yields

T
(16) J = / (Ds Dy + (V2V)W, Z) dt;
0

note that there are no boundary terms arising from differentiating 7T;(e, §) since the
integrand £+ VV (a) equals zero by assumption of a being a reflected physical path.
(We recall that by assumption V2V may have no worse than jump discontinuities across
Y, so by our assumption that ¢ is transverse to Y, we may legitimately differentiate
inside the integral by the Dominated Convergence Theorem.) We now note that

da

DsDiov = DyDsiv + R(a
[ tOZ t6a+ (a785

)& = D;W + R(c, W)
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Hence this integral term becomes the standard interior Jacobi equation term
T
(17) J! = —/ (D;W + R(&,W)é+ (V2V)W, Z) dt.
0

Now we consider the boundary term Jj. Noting that Js(e, e) = Vy, (e, @), and that
the covariant derivative may be brought inside the inner product by compatibility of
the connection, we see that each term in the sum differentiates to

0 : _
55 ((-04(Ti(€.0),¢,6). Z(Ti(e.8). €. 0)))
= (=0 T;AD 6, Z) + (= AV w6, Z) + (=D, 5T, D Z) + {— L6, Vi Z);

~-
I II IIT v

(18)

here, for brevity, we have omitted the evaluation of each term at (T;(e, d),€,d). Since
a satisfies D, = —VV both before and after T;, with VV' continuous, the term I is
zero, and we focus on II, ITI, IV. We split into the cases where T; € K and T; € R.

If T; € I, then Aa = 0, i.e. the terms III, IV both vanish. Hence, for T; € K, we
get

0 - — _
= ((~Da(Ti(e,9), €,0), Z(Ti(e,9), ,9))) ‘ = {AVWa, D)y = (~ADW (L), Z(T)),
where we rewrite Vyy& = D;W using the vanishing of the torsion.

We now focus on T; € R. Fixing this 7; for the moment, we will employ the more
concise notation

_l’_

Q= Ue[Ty(e,8),Tiv1(€,0)]
19) ) [te17:(e0) Tus (e5)]
O = alieri_y (e.8)Ti(e8)
for the successive smooth segments of a. We will further abbreviate by writing simply
&% for the evaluation of this time derivative at time T;#. Recalling that by definition

of reflected physical paths, we have Ad = —2d, we rewrite the remaining terms as
(20) <—Avvwa, ZZ+\<2@L 8iﬂDtZZ+§2d1,yWZZ.
11 1T v
Let
(21) c(0,€) == a®(Ti(e,6),6,6) €Y

(with choice of £ irrelevant) be the point at which « reflects. Note that as a conse-
quence, dsc € TY . Recall that the second fundamental form is defined by

I(X,Y)=—(Y,VxN)N = (VxY,N)N

(with the second equality obtained using compatibility of the connection and vanishing
of its torsion). For later use we also introduce the shape operator S, given by

(22) IL(V, W) = (S(V), W)N.
Lemma 4.1. The averaged normal components satisfy the following relation:

(23)  OsTiD:Z, + VW, = 0;T;0.T;(VV) L — 0.T,D;W | + 11(05¢, 0. Tyt + Z).
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Proof. We recall that
o (Ty(e,0),¢6,6) € Y for all €, 0.

Differentiating in ¢ yields

(24) (&F0sT; + W*,N) = 0.

Further differentiating in € then gives (omitting a + on all terms)
(D Z0sT; + Dyad T,05T; + a0%T; + V ;W + DWO.T;, N)
+ (0s5¢, VZzN + 0T, D;N) = 0.

(Here we have used Vz& = D,Z by the vanishing of the torsion.) We now take the
average of this equation over #+ and recall that D;& = —VV, while (&, N) = 0 to
obtain

(DyZ0sT; — VVOT,05T; + VW + DIWO.T;, N) + (05¢, VN + 9.T;,D,N) = 0.
Now recalling the definition of the second fundamental form we rewrite our identity as
(D, Z0sT; — VVO.T,05T; + NV ;W + DWO.T;, N) — (L(0s¢, Z + 0. Tier), N) = 0,
as desired. O

Since VW = Vy Z we may now substitute (23) into , using it to replace the
terms III and IV with terms involving the LHS of (23)) and get

(—ADW, Z) + (26, 05 T,0.T,VV — 0T, DW +11(9s¢, Z + O Ticer) ).
Since a®(T'(¢,0),¢,6) =0
(25) (aF05T; + W=, N) = (a=0.T; + Z*=,N) = 0.

Substituting in the above yields for boundary terms in the second variation.
(=ADW,Z) + (2W [, (Z] )6 )VV ) +2(Z, DWV) + (2¢7,11(9s¢, Z + O.Ticer)).
Now use (25)) to eliminate 0.7} in favor of the variation vector field Z (and recall the

definition (22)) of the shape operator), to find that this sum equals
(=ADW, Z)+2(D;W, Z )+ (2W,(Z] [a[)VV ) +201(S(05¢), Z) — 211(85¢, 6r) Z7 -
Summarizing the above discussion, we obtain:
Theorem 4.2. Let a(t,e,d) € Qo(M;p,p') be a two parameter variation of a reflected
physical path o(t) with variational vector field J.a(t,0,0) = Z, 0sa(t,0,0) = W €
ToQ0(M,p,p'). Then the second variation C,,‘286(J[04(~; €,0)]) is given by
(26)
T
- / (DIW + R(a,W)a + (V2V)W, Z) dt + Y
0

T;eER

+ (2W,(Z[a7)VV) 4 261 (S(05¢), Z) — 211(0s¢, &7 ) Z ) Z (ADW(T), Z(T;))

€=0,6=0

( —(ADW, Z) + 2(D;W, Z7)
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where

W, .
(27) Jsc = —,—J_Oé-r + W+.

g

As written here, the second variation is manifestly linear in Z. It is also sym-

metric in Z and W owing to its definition as a second derivative. As every element
in T,Q0(M, p,p’) arises from differentiating a variation (cf. Lemma [2.9)), we obtain a
quadratic form on the tangent space:

Definition 4.3. For o € Qo(M,p,p’), we define a symmetric bilinear quadratic form
(28> J//('v ) : TaQO(Mapap/) X TaQO(Mvpap/) — R

using equation .

4.2. Reflected Jacobi fields for reflected physical trajectories. The result of
Theorem now motivates the following definition (the essential point being Propo-

sition 4.7| below).

Definition 4.4. A vector field W € T,Q(M) along a reflected physical path o(t) with
reflection and kink times at R and IC, respectively, is called a reflected Jacobi field uf
it satisfies the Jacobi equation

(29) D?W + R(a, W)a + (VAV)W =0

on [0, TI\(RUK), as well as the reflection conditions

(30) AD W+ = 2a; S(05¢),

(31) DW= (W[ /a1)(VV) 1 +1(85c, i)
att =T; € R, where

(32) Osc = _Z/_de + W+,

and the kink conditions

(33) ADW =0

att=1T, € K.

Note that a reflected Jacobi field is determined completely by its initial conditions
W(0), D,W(0) (and depends smoothly on them). Indeed, for T; € RUK, the values of
W (T;—) and D,W (T;—) uniquely determine the values of W (T;+) (via the requirement
W e T,Q(M)) and D,W (T;+) (via the reflection/kink conditions above). As with
reflected physical paths, passing over Y at points where & is transverse to Y creates
no difficulties with solvability or with smooth dependence on initial data. At internal
kinks, note that Jacobi fields must be smooth.

Remark 4.5. Note that, in the definition, we do not require that a reflected Jacobi field
vanish at endpoints. We allow the case in which no reflections occur, in which case the
definition coincides with the usual definition of Jacobi fields.

Let p = a(a) and ¢ = a(b) (a # b) be two points on a reflected physical path «(t).
In particular, we are allowing p,q € Y or p = q.
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Definition 4.6. The points p and q are conjugate along «(t) if there exists a non-
vanishing reflected Jacobi field W along a(t) such that W(a) = W(b) = 0. The mul-
tiplicity of p and q as conjugate points is equal to the dimension of the vector space
consisting of all such reflected Jacobi fields.

Recall that the null space of the second variation J” : T,,Qq X T,,€2g — R is the vector
space consisting of those W € T, such that J”(W, Z) = 0 for all reflected variation
vector field Z € T,€. The nullity v of J" is equal to the dimension of this null space.
We say J” is degenerate if v > 0. We have the following Proposition

Proposition 4.7. A vector field W € T,Qq belongs to the null space of J" if and only
if W is a reflected Jacobi field. Therefore J" is degenerate if and only if the end points
p and q are conjugate along a(t). The nullity of J" is equal to the multiplicity of p and
q as conjugate points.

Proof. If W is a reflected Jacobi field and vanishes at p and ¢, comparing equation ([26)
with Definition [2.5] it is easy to see that J” (W, Z) vanishes for all Z € T,$y.

Assume now W € T,Q, belongs to the null space of J”. Let Z; be any smooth
vector field vanishing at all T; € R U K; note that Z; € T,y by Corollary Then
in computing J”(W, Z1) we see that all boundary terms vanish, leaving

T
0=J"(W,Z)) =~ / (D}W + R(c,, W) + (V*V)W, Zy) dt.
0

Applying this to arbitrary Z; vanishing on R U K, it follows that W satisfies DZW +
R(a, W)a+ (V2V)W =0 on [0, T]\(RUK), i.e. W satisfies condition ([29).
Next, we take a smooth Z5 which vanishes on R, but not necessarily on K. For such

Zy, we have

0=J"(W,2Z) =~ Y _(ADW(T;), Zo(Ty))

T;ek

since all boundary terms at T; € R vanish, and the integral term vanishes since we
already have . By Corollary m we can take Z, to take on arbitrary values at
T; € K. Thus we obtain AD,W (T;) = 0 for all T; € K. Finally, we consider Z3 which
do not vanish at T; € R. Specifically we take Z3 to vanish at ¢t = 0 and ¢t = T and
satisfy

Zs 1 (Tik) = ADW(T) — 267 (T3) S(05c) ()
and

Zs, 1 (Ti%) = £ (DW (T3) + (WL(T) /a1 (T))(VV) L((T3)) + 11(Osc, a7 )(T3))

when T; € R. Note that Z3 € T,Q(M) by Corollary. since AZ3(T;), resp. Z3(T;),
is normal, resp. tangent, to Y at a(T;). Then

m

0=J"(W,Zs) = =Y _ (|ADWr — 265 S(050) 1}
i=1
+[DW | + (WL /a7 )(VV) L +11(8s¢, a1z |I5) |
which yields condition (30]) and . Therefore, W must be reflected Jacobi field by
Definition 4.4l O
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4.3. Reflected Jacobi fields as variation of physical paths. Let a(t,€) € Q(M)
be a l-parameter variation of a(t) in the sense that a(t,0) = «(t), not necessarily
keeping the endpoints fixed, and such that each «(-,€) is a reflected physical path for
any fixed € € (—ep, €y). In fact, such variation is given by a family of reflected physical
path.

Proposition 4.8. If a(t,€) € Q(M) is variation of a reflected physical path as above,
then the corresponding variation vector field W (t) = 92(¢,0) € T,Q(M) is a reflected
Jacobi field along a(t).

Remark 4.9. Note that this result (and hence the reflection conditions for Jacobi fields)
was previously known in the Riemannian geometry case V' = 0—see [7, Theorem 3.13],
[12, Equation (2)], [13] Lemma 16], [6l Lemma 12], etc.

Proof. The idea to derive the conditions for reflected Jacobi fields is to take the condi-
tions for a reflected physical path (cf. Definition and differentiate.

For the condition on the interior points, note that as reflected physical paths in
the interior point satisfying D;& + VV («(t,0)) = 0, we have
Ox

)d + V3V (a(t, 5))%,

O
00
where the RHS of the above equation is indeed if we evaluate at 6 = 0.

For the conditions at the reflection times T; € R, write a®(¢,d) as the
restriction of «(t,0) to t > T;(6) or t < T;(6), extended smoothly to a neighborhood of
T;(6). Note that we have the reflection conditions

& (T3(0),0) + &1 (T3(0),0) =0, a7 (T;(0),0) — & (T(0),0) =0,

since a(+,0) is a reflected physical path for each §. Differentiating in ¢ gives
(0sTiD; + Dy ) &y + (&TiDS + D) éf =0,
(0sT:D; + Dy ) a7 — (9sT:Df + D) af =0,

(34) 0 = Ds(Dyix + VV (a(t,8))) = Dy Dsév + R(cx

where D* denotes taking the covariant derivative along a*, and all terms are evaluated
at t = T;(0), 6 = 0. Recalling the notation c(§) = a*(T;(4),d) (in which case c¢(d) € Y
and O;c € TY , with 0sc = 0;T;6F + 85“—;), we have
(OT:DE + DE) a* = (9,TiDF + D) ((a*, N)N)

— ((94T.DF + DF) &, N) + (6, (3T.DF + D) NY) N
(35) + (&*, N) (0T, Df + Dy ) N

= (((&sT;Di + Dy) ™, N) + (&, Vy,eN)) N + &y Vo, N

= ((sT;Df + Dy ) &*,N) N —11(&=, 95¢) — & S(Osc).
Since

Dia* +VV(a®) =0,

it follows that
(36) (0;T;Dff + D) a* = Dfa* — 9sT,VV = W — 9;T,VV.
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Thus, combining and yields
(0T, DF + DF) at = <Wi — 8T,VV, N> N — TI(6%, 85¢) — 6 S(5c)
= Wi - 0;Ty(VV) . —T1(aE, 05¢) — & S(sc).

Averaging the above equation over +, and using that > o'zf = (, yields

: — : |14 .
0=> (0T:Df + Df) &t = W, = 0sTy(VV) L +11(drr, Osc) = —d—f(VV)L—i—H(aT, dsc),
+

thus giving . Moreover,
(0sT;Df + Dy) &7 = (05T, D + Dy) & — (9sT;D; + D) 6
— W — TV — (Wf — 9T (V). — I1(6%, 85¢) — aF S(&;c))
so we have
0= A ((0sT:Df + DE) 6%) = AW — AW, + Adf S(95¢)

since 0sT;VV and a7 are the same across the jump. Note that AW — AW, = AW,
Hence we have

A(W+) = —A&E S(9sc) = 2a7 S(9s¢),

thus giving (31)).
Finally, (33) follows similarly by differentiating the condition A&(7;(d),0) = 0 in §
whenever T} € K. O

Proposition 4.10. Fvery reflected Jacobi field along a reflected physical path o -
[0,T] — M may be obtained by a variation through reflected physical paths.

Proof. Let W be a reflected Jacobi field along a. Let «(t,€) be a family of reflected
physical paths with a(t,0) = a(t), d.a(0,0) = W(0), Did.a(0,0) = W(0). Then
Z := 0o €|~ is a reflected Jacobi field satisfying the same initial conditions as W,
hence W = Z. 0

We record the following proposition which will be useful later.

Proposition 4.11. If p,p’ € M are non-conjugate along a reflected physical path
a(t) with a(0) = p,a(T) = p', then for any pair of vectors (Vo, V) € T,M x T,y M,
there exists a unique reflected Jacobi field W (t) along a(t) such that W(0) = Vi and

Proof. Recall that a reflected Jacobi field along « exists and is unique given its initial
data. Now given V, Z € T,,(0yM, let Wy, z(t) denote the Jacobi field with

Wy.2(0) =V, DWyz(0) =2,

note that this depends bilinearly on (V, 7). Consider the map ® : T, )M — Ty M
defined by

@(Z) = W07z(T).



22 JARED WUNSCH, MENGXUAN YANG, AND YUZHOU ZOU

This linear map is injective since a(0) and «a(7") are non-conjugate, hence is an iso-
morphism. Now given Vj and Vp, let

Zy = 0 (Vi — Wy, o(T)).
Then Wy, z,(T) = Vr as desired. O

By Lemma given a reflected physical path «(t), there is a neighborhood of
(a(0),&(0)) € TM such that for (z,v) in this neighborhood, there exists a unique
reflected physical path, with initial location and velocity (z,v), and with reflection
times close to that of . Let o, (t) denote this path.

Proposition 4.12. Ifp,p’ € M are non-conjugate along a reflected physical path o(t)
with «(0) = p, «(T) =/, then the map

U = (z,0) = (x,0,,(T))

is a local diffeomorphism from a neighborhood of (p,&(0)) in T'M to a neighborhood of
(p,p') in M x M.

Proof. The derivative of WU is invertible by Proposition 4.11, hence the result follows
from the Inverse Function Theorem. 0

Given z and y in the range of the local diffeomorphism defined by Proposition [4.12]
we let o, (t) denote the resulting reflected physical path from z to y.

5. THE INDEX THEOREM

We are ready to prove the Morse index theorems in this context. These are theorems
which relate the index of J”, on certain path spaces, with geometric quantities such
as the number of conjugate points along the path. We will prove such theorems in
the context of fixed boundary conditions, concatenation of two paths, and periodic
boundary condition; additional setup is needed in the last case.

We recall that given a quadratic form @ on a (possibly infinite-dimensional) vector
space V, its inder ind(Q) is the maximum dimension of a subspace on which @ is
negative definite. An important fact which we will frequently use in this section is the
following lemma':

'If V is finite dimensional, this lemma follows by diagonalizing Q on V; and Vs with appropriate
choices of inner product on V and bases on Vi, Vs; this is is a special case of the Haynsworth inertia
additivity formula; see [11] for a reference. We were unable to find a proof in the literature in the
case that V is not finite-dimensional; however, the result follows from the finite-dimensional case, as
follows: if W is a finite-dimensional subspace of V' on which @ is negative definite, and Wy, W5 are
subspaces of V7, V5 on which @ is negative definite with maximal dimension, consider

V=W+Wi+Wy Vi=m(W)+Wi, Vo=m(W)+W,

where 71,72 are the projections from V' onto Vi, V2. Then ind Q| = ind Q|y, +ind Q|y, since Vs
finite dimensional. Moreover

dim(W) <ind Q|y = ind(Qly,) +ind(Qly,) = ind(Qlv;) + ind(Qlv5),

where the last equality follows since f/l, ‘72 already contain a maximal-dimensional subspace of V7, V5
where @ is negative definite. This shows ind(Q) is finite and is at most ind(Q|v,) + ind(Q|v,); the
other inequality ind(Q) > ind(Q|v, ) + ind(Q|v,) is obvious.
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Lemma 5.1. If Q) is a quadratic form on a vector space V, and V =V} @& Vy, where
the direct sum s orthogonal with respect to @), then

ind(Q) = ind(Q|v;) + nd(Qlv,),
assuming ind(Q|v, ), ind(Qlv,) < 0.

5.1. The Morse index theorem for fixed endpoints. We follow Milnor’s treatment
[9] with minor modifications. The main theorem is:

Theorem 5.2 (Morse Index Theorem with fixed endpoints).
ind(J"| 1. 00(Mipp)) = number of conjugate points along a with respect to p

Before proving the theorem, we begin with a lemma insuring that sufficiently short
(reflected) paths are locally action-minimizing,.

Lemma 5.3. Fix a reflected physical path a(t), t € [0,T]. Fore >0, let

Ve ={Z € T,Q0(M;p,p") : for allt € [0,T], there exists t' € [0,T]
with [t' — t| < e such that Z(t') =0} .

For € > 0 sufficiently small, J" is positive definite on V..

Proof. By equation (26), we have J"(Z,Z) = I(Z,Z) + B(Z, Z) with
T
1(Z,7) = —/ (D}Z + R(&, Z)a+ (V?V)Z,Z) dt,
0

and B(Z,Z) the “boundary terms” aside from the integral. Integrating by parts on
each interval of the form [T}, T;,4] yields

T n
12.2)= [ (D2.Di2) - (R@6. 2)i + (VV)Z,Z)dt + 3 B(DZ.2)) (T
0 i=1
note that we can also write
N((DiZ, Z)) (Ti) = (ADZ(Ty), Z(Ty)) + (D Z(T;), AZ(Ty)).
For T; € K, we have AZ(T;) = 0 since « is a reflected physical path. Hence,

Xn: A((D,2,2))(T)) = Y ((ADZ,Z) + (DiZ,NZ))

=1 T,eR

+Y(anz7)| .
T; TZZGI:C T;

It follows that

JNZ,7) = /T (DyZ,D,Z) — (R(&, Z)&+ (V?V)Z,Z) dt + B(Z, Z)



24 JARED WUNSCH, MENGXUAN YANG, AND YUZHOU ZOU

where
B(2,2)=B(2,2)+ Y ((ADZZ) + (DiZ.AZ)) | + Y (ADZ.Z)|
T,eR ' Tek ¢
= 3" (220, D.2) +(DiZ, AZ) + (227,21 J61)VV) + (267, 1(0ee, Z + Tlérr))) |
=Y ((221,(Z7/&))VV) + (247, 1(0cc, Z + Tlévr)))
T;€R i

since AZ = —2Z7 . Recalling that 0.T; and J.c are determined by the values of Z at
the reflection points via

NZ = =0T; AN, O.c= Z7+ 0.T;ar,
it follow there exists a constant C' independent of Z such that

B(Z.2) < C Z.7).
|\B(Z,2)| < rﬁ‘gh )

Since there also exists C' such that
(R(a, 2)é + (V2V)Z, Z)| < CZ, Z),

it follows that
J(Z) 2 IDiZ\ 2201y — (C + C T Z|[ 7o o1y

where ||W{| oo, = [[|W(t)|gllro,r7)- The claim is that this quantity is non-negative
(and strictly positive if Z # 0) if € is sufficiently small. To verify this, we first take
€ < min (T;41 —T;), i.e. € to be smaller than the width of any subinterval on which Z

i=0,...,m
is smooth, in which case every t € [0, T satisfies the property that there exists ¢’ < ¢,
with ¢t — ¢ < €, such that Z(t') = 0 and Z|y is smooth. Then the Fundamental
Theorem of Calculus holds on [t/ ¢], and we can write

(2(0).20) = (2(0). 2 + [

t/

t t

2DZ(s), Z(s)) ds — / 2D Z(s), Z(s)) ds.
t/
It then follows that

(Z(t), Z(t))] = <2 DiZ| 2 qo.rp 1 Z || L2 i)

/t/ 2D Z(s), Z(s)) ds

< 262Dy Z] |2 0.1 12 2200 7
1
< 2e||De Z)| 22 0.0 + §||Z||%oo([o,:r]),
from which taking supremums and absorbing 3| Z ”%oo([o,:r]) into the LHS yields

12012 0.1y < 4€l Do Z|720.17)-

Thus,
J'"(Z) = (1 = 4(C + C'T)e) | D2 2017
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with 1 —4(C + C'T)e > 0 for e sufficiently small. Moreover, for such small ¢, we have
J"(Z) = 0 only if D;Z = 0, which when combined with Z equaling 0 at some times
would happen only when Z = 0. 0

We are now ready to prove Theorem [5.2}

Proof of Theorem[5.2. We follow the classic treatment of [9, §15] in the standard set-
ting, mainly noting where our setting of reflected trajectories (and mechanical rather
than geometric Lagrangian function) requires changes.

Fix times 0 =ty < t; < -+ <t < T such that (for simplicity) a(t;) € M\Y for
all j and sufficiently closely spaced that each pair ¢;,¢;.; can play the role of ¢,¢' in
Lemma 5.3 above.

Now let

(37) TaQ(t07 s atk) - TaQO(M;pap/)

denote the subspace of “piecewise reflected Jacobi fields,” i.e. vector fields W along
a such that on each interval [t;_4,%;], W is a reflected Jacobi field and such that
W(0) = W(T) = 0. Let 7" denote the space of W € T, Qo (M; p,p’) vanishing at ¢; for
all j =0,...,k.

By the same reasoning as in [9], we now find that

TaQO(M;p7p/> = TaQ(t07 s 7tk) 5% T,7

that the sum is orthogonal with respect to the quadratic form J”, and that on 7" the
form J” is positive definite. (The first assertion follows from Theorem [1.2} the latter
assertion is where Lemma is essential.)

Thus, the index of J” is the same as the index of its restriction to T, (to,. .., ).
As in [9], we now set A(7) to be the value of the index J” at « restricted to t € [0, 7;
this is nondecreasing and zero for sufficiently small 7 (using Lemma by the same
reasoning on employed in [9].

Note that we may identify To,€(to, . . . , tg) with To,)®- - -®To,). The quadratic form
J" on T, to, . .., t) restricted to the time interval [0, 7] varies continuously in 7 even
when 7 equals T} for some 7, since the boundary terms in the second variation J” (W, W)
given by vanish when W is a Jacobi field. On any subspace of T,{(tg,...,t;) on
which the index form is negative definite, it remains negative definite on that space
under small variations of 7; since A(7) is nondecreasing, then, we have A(1 —¢) = A(7)
whenever € > 0 is sufficiently small.

We claim further that if a(7) is conjugate to «(0) with multiplicity v then for e > 0
sufficiently small,

AT +€) = A7) +v;
this will suffice to establish the theorem. The fact that A(7 4+ €) < A(7) + v proceeds
just as in [9], as it depends just on the continuity of the index form. It thus suffices to
establish the reverse inequality.

If a(T) ¢ Y, then we also obtain A(7 + €) > \(7) + v as in Milnor; we thus make a
few remarks on the case a(7) € Y. In this case, let Wy, ..., Wy, denote the reflected
piecewise Jacobi fields vanishing at the endpoints ¢ = 0 and ¢ = 7 (i.e., elements
of T,Q(tg,...,tx)) on which J” is negative definite. Let @1,...,Q, be independent
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reflected Jacobi fields vanishing at the endpoints ¢ = 0 and t = 7. Pick Xj to be
variation vector fields along a between times 0 and 7 + € vanishing at the endpoints
t=0and t =T+ € so that

(DQi(m=), X;(T=)), = dij.
Extend the @); and W; by zero on the interval [7, 7 + €] (i.e. subsequent to reflection).
We note that just as in the interior case, considering the second variation on [0, 7 + €|
we obtain
J(Qi W) =0
and
J"(Qi, X;) = 20;;.
Here we crucially use the fact that the second variation form (26]) in the case where
a(t) € Y with Q;(a(1)) = 0, Q; a reflected Jacobi field, and @Q; = 0 for t > 7 yields

J"(Qi, X;) = (DyQi(T—=), X;(1-)),.

The rest of the proof proceeds as usual: for ¢ sufficiently small, the quadratic form J”
is negative definite on the span of

Wi, ..., Wi, Q) —cXq,...c7Q, — X,
O

5.2. The Morse Index Theorem for composition of paths. We also consider the
Morse Index Theorem for the composition of paths: that is, given two reflected physical
paths ag : [0, Ty] — M and oy : [0,T7] — M, with ay(0) = po, an(To) = p1 = a;1(0),
and «ay(T7) = pe, we consider the composite path « : [0,7] — M, where T = Ty + 11,
given by

a(t) . Oéo(t) 0 S t S T()
Clat =Ty Ty <t<T’

Note that if ap and «; are reflected physical paths, and p; € Y, then « is a reflected
physical path iff

(38) ao(Ty) = a1(0).

The relation (38) will be standing assumption for the remainder of this section. (Alter-

natively, we could have started with a reflected physical path a, with Ty € (0,7") and

Ty = T—Tj, such that (7)) € Y, and considered ag = afjo,r,) and aq = a(- + To)|jo,1y])-
We can then consider the tangent space to «; given by

Taiﬁo(M;Pi,pi+1; Ti);

here, we explicitly incorporate the time 7; into the notation. Note that T¢,Q0(M; po, p1; To)
can be identified with a subspace of T, Q0 (M; pg, p2; T'), the tangent space of the com-
posite path, by identifying Z € T,,Q0(M;po,p1;To) with the vector field on «(t)

(t € [0,7T]) equaling Z for 0 < t < Tj and 0 otherwise; such a vector field is indeed in
the tangent space since Z(Ty) = 0. We can similarly identify T,,Qq(M;p1, p2;T1) C
ToQ0(M; po, po; T'), after shifting t by Ty. Note that J” is invariant under these identi-
fications.
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For (z,y) sufficiently close to (po,p1), there exists a unique reflected physical path
Q0. (With time Tp) close to ag by Proposition [4.12] Define the action Sp(z,y) by
So(@,y) = J]awog.y)-
Define S (x,y) similarly, with respect to a.
Recalling the notation of , let T,9(0,To,T) C ToQ0(M;po,pa; T) consist of
continuous vector fields W vanishing at the endpoints ¢ = 0,7 such that Wz, and
W (-+To)|j0,r,) are reflected Jacobi fields, allowing for a possible derivative discontinuity

at t = Ty. With this space of Jacobi fields defined, we have the following decomposition
of TaQO(M;p0>p2; T)

Lemma 5.4. Suppose «; does not have a conjugate point at t =T; for1=0,1. Then
ToS20(M;po, pa; T') = ToyQ0(M; po, p1; To) © To, Q0 (M; pr1, p2; Ty) © Taf2(0, 1o, T),
with the direct sum orthogonal with respect to J".

Proof. Note for Z € T,Q0(M; po, p2; T) that there is a unique reflected Jacobi field W)
on [0, Ty along ap with Wy (0) = 0 and Wy (1) = Z(T5) by Proposition since we
assume no conjugate points on «q at ¢t = Ty. Similarly, there is a unique Jacobi field
Wy on [0,T7] along ay with W(0) = Z (1) and Wi(T7) = 0. Now set

<t <T
W(t): Wo(t) O_t_ 07
Wit—Ty)) Ty<t<T

Zo(t) = Z(t) — Wo(t) for 0 <t< T(), and Zl<t) = Z(t) — Wl(t — T()) for T() <t< T
(extending both Z, and Z; by zero to [0,7]). Then Z; € T,,Q0(M;p;, pis1;T;) for
i =01 W e T,20,7y,T), and Z = Zy + Z; + W. Moreover, Z, and Z; are
orthogonal due to being zero on [Ty, T'] and [0, Ty], respectively, while W is orthogonal
to both Zy and Z; by Theorem [4.2] O

Using Lemma [5.1] the following addition formula of indices is a direct corollary:

Corollary 5.5. We have
ind (" |7, 00 (Mipo.poiT)) = ind(J”|Taoﬂo(M;JDo,p1;To)) + ind(‘]”|Tcx1QO(Mml:inTl))
+ ind(J" | ru0(0.1,1))-

We can in fact identify the last term in the above sum, using the action functions
So and Si:
Lemma 5.6. We have
(39) ind(J"|r,001,7)) = ind(Hess |,—p, [So(po, y) + S1(y, p2)]).

Proof. Note that

So(po,y) + S1(y, p2) = J[apo,y7p2]v
where apgyp, : [0,7] = M is a path such that ap, |07 15 a reflected physical path
from po to y near ap, and oy, p, (- + 10) |07 is a reflected physical path from y to p,
near «;. In particular, for any w € T, M, let

y=uyle) =p1 +ew
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in Riemannian normal coordinates at p;. Then O |c—o[0tpg,yp,] = W where W]z, and
W (- + To)|j0,1y) are Jacobi fields, with W(T;) = w. Hence,

92 |e=0[So(po, y(€)) + S1(y(€), p2)] = 2| emo [py o) = J" (W, W).

The left-hand side also equals Hess |,—,, [So(po,y) + S1(y, p2)](w, w). Thus, identifying
T,0(0, Ty, T) = T, M, via W — W (Tp), with

(W, W) = Hess |, [So(po, y) + S1(y, p2) (W (To), W(T)),
thus giving . 0

Putting together Corollary [5.5] and Lemma [5.6] yields the following relation among
the indices on «g, a1, and a:

Theorem 5.7 (Morse Index Theorem for composition of paths). Suppose «; does not
have a conjugate point att ="'T; for i =0,1. Then

ind(J//|TaQO(M;p0,p2;T)) = ind(J”|TaOQO(M;PO,p1§T0)) + ind(‘]”|Tcx1QO(Mml:inTl))
+ ind(Hess |y—p, [So(po, v) + S1(y, p2)])-

5.3. Periodic paths. In order to discuss the Morse index theorem for periodic tra-
jectories, we will need to discuss variations and Jacobi fields for periodic trajectories.
We do so in this section before proceeding to the main theorem in the final section.

As we can freely choose a starting point for a periodic reflected physical path, we
can without loss of generality let «(t) denote a periodic reflected physical path with
a(0) = o(T) ¢ Y, and let a(t,€,d) be a two-parameter family of periodic reflected
paths with a(t,0,0) = a(t). Denoting R and K the reflection and kink times of «, it
will be convenient to consider Ky := K U {0}, i.e. to consider ¢ = 0 as an additional
kink time, owing to the possibility of « or its variations being C° but not C* at t = 0
(equivalently ¢ = T') when viewed as a periodic path. Correspondingly, for a vector
field Z along o, we write

— 1
NZ(0):=Z(0)—Z(T), Z(0):= §(Z(0) + Z(T)).
As we do not have vanishing of the endpoints at ¢ = 0,7 for variational vector field
Z(t,e,0) € ToQper(M), in contrast to equation (15), we obtain the first variation

formula

%(J[a(.76’5)]) = — /OT (Dyav + VV (), Z(t,€,0)) dt
(40)

+ Z <—Ad(Ti<€, J), €, 5)77(ﬂ(6, d), €, §)>7

where we use the convention that Ty = 0 is independent of €, . The proof is similar to
the proof for fixed endpoints, noting in this case that integration by parts does produce
boundary terms at ¢ = 0 and ¢ = T’; those boundary terms can be manipulated into
the desired form in the same way as the terms at the other T;.
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The second variation J” := gjé{s «—0, in contrast to equation (|2 , is given by
6=0
(41)
T
J'"(W,Z) = / (D;W + R(c,, W)a+ (VPVI)W, Z) dt + Z (— (ADW,Z) +2(DW, Z7)
TieR
+ QW (Z] [a)VV ) 4 261 (S(05¢), Z) — 211(0s¢, &er) Z ) > {ADW(T), Z(Ty)).
T; T;€Ko

Remark 5.8. J"(W, Z) is a quadratic form on the space T, e (M).
Note that a(t) is a periodic reflected physical path (cf. Definition . Let
J(a) ={W € T,QQM) : W is a reflected Jacobi field along oo},
i.e. the space of reflected Jacobi fields with no boundary conditions at 0, T'. Let

Jeo(a) = {W € ToQper (M) + W is a reflected Jacobi field along a1y}
={WeJ(a): W()=W(T)}.

This is a finite-dimensional vector space. (In general the vector fields in Jgo are
continuous but not C' at the endpoint «(0) = «(T), hence the C° notation.) Note
that if p is not conjugate to itself along «, i.e. there does not exist a nonzero W € J(«)

with W(0) =0 = W(T), then
(42) J(a) =T,(M)x T,(M) : W~ (W(0), W(T))

is an isomorphism (since both spaces have dimension 2n), and hence for any w € T,,(M),
there exists a unique W € Jeo(a) with W(0) = w = W(T). This then gives the
following;:

Lemma 5.9. Suppose p is not conjugate to itself along a. Then
Taner(M> - jC’O (Oé) S TaQO(M;p7 p),
where the direct sum is orthogonal with respect to J".

Proof. Given any V € T,Q,(M), by the above isomorphism, its value V, uniquely
determines a closed reflected Jacobi field W € Jco(«). There exists a unique variational
vector field Z € T,Q0(M;p,p) such that V = Z + W. The orthogonality condition
J'W,Z) =0 is true as W € Jeo(a) kills all terms in equation (41) except the term
(ADW (0), Z(0)), which is killed by Z € T,Q(M;p, p). O

Consequently we obtain:

Corollary 5.10. The index of J"” on periodic paths is given by

lnd(J ’Ta pﬁT )) = ind(J//‘j00(a)) + ind(J//|TaQO(M§p7p))'
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5.4. The Morse index Theorem for periodic paths. Note that Corollary
express the index of J” on periodic paths as the sum of the index J” on fixed paths
ToQ0(M; p, p), which by Theorem equals the number of conjugate points along the
path, and the index of J” on Jco(«). It suffices to identify this latter quantity.

Fix a periodic reflected physical path o with period 7', and fix p = «(0). Assume
that p is not conjugate to itself along . Then given any x,y in a small neighborhood
of p, recall from Proposition that there exists a unique reflected physical path
a4 (t) close to a with

g (0) = 7,y (T) = y.
We then as usual define the action

S(x,y) = Jag,).

Lemma 5.11.
ind(J”|jco(a)) = ind(Hess |,—,[S(x, x)])

Proof. Let a,,(t) be defined as above; employing Riemann normal coordinates near p
to make sense of the following expressions, consider

B(t,e) == Qptew,ptew (t),
a physical reflected path from p + ew to itself. Then

W = E/B(ta €)|6:0
is a reflected Jacobi field in Jeo () by Proposition with W (0) = W(T') = w. Hence
Hess |, [S (2, 2)](w, w) = 0|0 J[B(t, €)] = J" (W, W),

and the indices of these forms thus coincide (since the map W +— W(0) is an isomor-
phism of Jco(a) and T,M). O

Combining Corollary Theorem [5.2] and Lemma [5.11], we obtain
Theorem 5.12 (Morse Index Theorem for periodic paths).
ind(.J" = ind(Hess |,—,[S(z, z
(43) (S| 7a2per 1)) (Hess [o—p[S (2, 7)])

+ number of conjugate points along o with respect to p.

Note that while the sum is an invariant of «, each of the two terms on the right-
hand-side of may individually depend on the choice of p along « [1, Section IV.BJ.
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