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Abstract. We are concerned with interior and global gradient estimates for solutions to a class

of singular quasilinear elliptic equations with measure data, whose prototype is given by the p-

Laplace equation ��puD�with p 2 .1;2/. The cases when p 2 .2� 1
n ; 2/ and p 2 . 3n�2

2n�1 ; 2� 1
n �

were studied in Duzaar and Mingione [J. Funct. Anal. 259 (2010), 379–418] and Nguyen and Phuc

[J. Funct. Anal. 278 (2020), art. 108391] respectively. In this paper, we improve the results of

Nguyen and Phuc and address the open case when p 2 .1; 3n�2
2n�1 �. Interior and global modulus of

continuity estimates of the gradients of solutions are also established.

Keywords. p-Laplace type equations, gradient estimates, measure data, Dini continuity

1. Introduction

In this paper, we consider the quasilinear elliptic equation with measure data

�div.A.x;ru// D � (1.1)

in a domain� � R
n, where n � 2. Here � is a locally finite signed Radon measure in�,

namely, j�j.BR.x/\�/<1 for any open ballBR.x/�R
n. By setting j�j.Rn n�/D0,

we will always assume that � is defined in the whole space R
n. The vector field A D

.A1; : : : ; An/ W � � R
n ! R

n is assumed to satisfy the following growth, ellipticity, and

continuity conditions: there exist constants � � 1, s � 0, and p > 1 such that

jA.x; �/j � �.s2 C j�j2/.p�1/=2; jD�A.x; �/j � �.s2 C j�j2/.p�2/=2; (1.2)

hD�A.x; �/�; �i � ��1.s2 C j�j2/.p�2/=2j�j2; (1.3)
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and

jA.x; �/ � A.x0; �/j � �!.jx � x0j/.s2 C j�j2/.p�1/=2 (1.4)

for all x;x0 2� and every .�;�/ 2 R
n � R

n n ¹.0;0/º, and ! W Œ0;1/! Œ0;1� is a concave

nondecreasing function satisfying

lim
r!0C

!.r/ D !.0/ D 0

and the Dini condition
ˆ 1

0

!.r/
dr

r
< 1: (1.5)

A typical model equation is given by the (possibly nondegenerate) p-Laplace equation

with measure data and s � 0:

�div
�

a.x/.jruj2 C s2/.p�2/=2ru
�

D � in�; (1.6)

where a.�/ is a Dini continuous function in �, satisfying

0 < ��1 � a.x/ � � (1.7)

and

ja.x/ � a.x0/j � �!.jx � x0j/ (1.8)

for all x; x0 2 �.

By a (weak) solution to (1.1), we mean a function u 2 W
1;p

loc .�/ such that the distri-

butional relation
ˆ

�

hA.x;ru/;D'i dx D

ˆ

�

' d�

holds whenever ' 2 C1
0 .�/ has compact support in �. We denote

BR D BR.0/; �R.x/ D � \ BR.x/:

The gradient estimates for the superquadratic case when p � 2 have been well studied

in the literature; see [8,10,13,19,20]. However, the corresponding results for the singular

case when p 2 .1; 2/ are far from complete.

In this paper, we are only concerned with the singular case when p 2 .1; 2/.

For singular quasilinear equations, the case when p 2 .2 � 1
n
; 2/ was considered in

the pioneering work [9], in which the authors proved that under conditions (1.2)–(1.5), if

u 2 C 1.�/ solves (1.1), then

jru.x/j � C ŒIR
1 .j�j/.x/�

1
p�1 C C

 

BR.x/

.jru.y/j C s/ dy

for every ball BR.x/ � � with R 2 .0; 1�, where C D C.n; p; �; !/. Here
ffl

E
stands for

the integral average over a measurable set E, and

IR
1 .j�j/.x/ WD

ˆ R

0

j�j.Bt .x//

tn�1

dt

t
(1.9)
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is the truncated first-order Riesz potential. Later, the case when p 2 . 3n�2
2n�1

; 2 � 1
n
� was

treated in [22], where the authors obtained a pointwise gradient bound involving the Wolff

potential under stronger assumptions on A and !. Namely, under the conditions (1.2)–

(1.4) and further assuming that

jD�A.x; �/ �D�A.x; �/j

� �.s2 C j�j2/.p�2/=2.s2 C j�j2/.p�2/=2.s2 C j�j2 C j�j2/.2�p�˛0/=2j� � �j˛0 (1.10)

and
ˆ 1

0

!.r/

dr

r
< 1

for some ˛0 2 .0; 2 � p/ and 
 2 . n
2n�1

; n.p�1/
n�1

/ � .0; 1/, if u 2 C 1.�/ is a solution to

(1.1), then

jru.x/j � C ŒPR

 .j�j/.x/�

1

.p�1/ C C

�
 

BR.x/

.jru.y/j C s/
 dy

�1=


;

where C D C.n; p; �; ˛0; !; 
/ and

PR

 .j�j/.x/ WD

ˆ R

0

�

j�j.Bt .x//

tn�1

�

dt

t

is a truncated nonlinear Wolff potential. We recall that in general, the truncated Wolff

potential is defined as

WR
ˇ;p.j�j/.x/ WD

ˆ R

0

�

j�j.Bt .x//

tn�ˇp

�
1

p�1 dt

t
; ˇ 2 .0; n=p�: (1.11)

Our first main result is stated as follows.

Theorem 1.1 (Interior pointwise gradient estimate). Let p 2 . 3n�2
2n�1

; 2/ and suppose that

u 2 W
1;p

loc .�/ is a solution to (1.1). Then under the assumptions (1.2)–(1.5), there exists

a constant C D C.n; p; �; !/ such that the estimate

jru.x/j � C ŒIR
1 .j�j/.x/�

1
p�1 C C

�
 

BR.x/

.jru.y/j C s/2�p dy

�
1

2�p

(1.12)

holds for any Lebesgue point x of the vector-valued function ru and any R 2 .0; 1� with

BR.x/ � �.

Remark 1.2. Our pointwise bound in Theorem 1.1 using the Riesz potential IR
1 .j�j/ is

an improvement of the bound in [22, Theorem 1.1] which contains the Wolff potential

PR

 .j�j/, since

IR
1 .j�j/ � CP2R


 .j�j/1=
 8
 < 1:

The conditions on ! and A in Theorem 1.1 are also weaker. In particular, (1.10) is not

assumed.
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For the more singular case when p 2 .1; 3n�2
2n�1

�, which has been open, we obtain the

following Lipschitz estimate.

Theorem 1.3 (Interior Lipschitz estimate). Let p 2 .1; 2/ and suppose that u 2W
1;p

loc .�/

is a solution to (1.1). Then under the assumptions (1.2)–(1.5), there exists a constant

C D C.n; p; �; !/ such that the estimate

krukL1.BR=2.x// �CkIR
1 .j�j/k

1
p�1

L1.BR.x//
CCR� n

2�p





jruj C s






L2�p.BR.x//
(1.13)

holds for any R 2 .0; 1� with BR.x/ � �.

We also obtain a modulus of continuity estimate of ru in Theorem 4.3, which directly

implies the following sufficient condition for the continuity of ru.

Theorem 1.4 (Gradient continuity via Riesz potential). Let p 2 .1; 2/ and u 2 W
1;p

loc .�/

be a solution to (1.1). Assume that (1.2)–(1.5) are satisfied and the functions

x 7! IR
1 .j�j/.x/ converge locally uniformly to zero in � as R ! 0: (1.14)

Then ru is continuous in �.

Recall the Lorentz space Ln;1 is the collection of measurable functions f such that
ˆ 1

0

j¹x W jf .x/j � tºj1=n dt < 1:

Theorem 1.4 has the following corollary.

Corollary 1.5 (Gradient continuity via Lorentz spaces). Let p 2 .1; 2/ and u 2W
1;p

loc .�/

be a solution to (1.1). Assume that (1.2)–(1.5) are satisfied and

� 2 Ln;1 locally in �: (1.15)

Then ru is continuous in �.

We remark that the Lorentz-space result above was proved in [14] for a p-Laplacian

system similar to (1.6) when p 2 .1;1/.

A further, actually immediate, corollary of Theorem 1.4 concerns measures with cer-

tain density properties.

Corollary 1.6 (Gradient continuity via density). Let p 2 .1; 2/ and u 2 W
1;p

loc .�/ be a

solution to (1.1). Assume that (1.2)–(1.5) are satisfied and � satisfies

j�j.B�.x// � C�n�1h.�/ (1.16)

for every ball B�.x/ �� �, where C is a positive constant and h W Œ0;1/ ! Œ0;1/ is a

function satisfying the Dini condition

ˆ R

0

h.r/
dr

r
< 1 for some R > 0: (1.17)

Then ru is continuous in �.
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We remark that Theorem 1.4 and Corollaries 1.5 and 1.6 above are indeed the sub-

quadratic (p 2 .1; 2/) counterparts of [13, Theorem 1.5 and Corollaries 1.6, 1.7]. See also

[8, Theorems 1, 3, and 4] and [20, Theorems 5.5 and 5.6]. We refer the reader to [8,13,20]

for a discussion of the borderline nature of the assumptions in these results.

Another interesting consequence of Theorem 4.3 is the following gradient Hölder

continuity result.

Corollary 1.7 (Gradient Hölder continuity via density). Let p 2 .1; 2/ and u 2W
1;p

loc .�/

be a solution to (1.1). Then under the assumptions (1.2)–(1.5), there exists a constant

˛ 2 .0; 1/, depending only on n, p, and �, such that if !.r/ � Crˇ whenever r > 0 and

j�j.B�.x//�C�n�1Cˇ wheneverB�.x/���, for some constantsC > 0 and ˇ 2 .0;˛/,

then u 2 C
1;ˇ
loc .�/.

Remark 1.8. We should stress that the constant ˛ in Corollary 1.7 is the natural Hölder

exponent of the gradients of solutions to corresponding homogeneous equations with

x-independent nonlinearities (cf. Lemma 2.2). Therefore, our result in Corollary 1.7 pro-

vides the best possible Hölder exponent for the gradient of the solution. The previous

corollary is an improvement of the gradient Hölder regularity result by Lieberman [18,

Theorem 5.3], who proved u 2 C
1;ˇ1

loc for some ˇ1 D ˇ1.n; p; �; ˇ/ 2 .0; 1/ under the

same assumptions.

We also obtain up-to-boundary gradient estimates for the p-Laplace equations with

measure data in domains with C 1;Dini boundaries.

Definition 1.9. Let � be a domain in R
n. We say that � has C 1;Dini boundary if there

exists a constant R0 2 .0; 1� and a nondecreasing function !0 W Œ0; 1� ! Œ0; 1� satisfying

the Dini condition
ˆ 1

0

!0.r/
dr

r
< 1;

such that the following holds: for any x0 D .x01; x
0
0/ 2 @�, there exists a C 1;Dini function

(i.e., C 1 function whose first derivatives are uniformly Dini continuous) � W R
n�1 ! R

and a coordinate system depending on x0 such that

sup
jx0

1
�x0

2
j�r

jrx0�.x0
1/ � rx0�.x0

2/j � !0.r/; 8r 2 .0; R0/;

and in the new coordinate system, we have

jrx0�.x0
0/j D 0; �R0

.x0/ D ¹x 2 BR0
.x0/ W x1 > �.x

0/º:

Our global pointwise gradient estimate and Lipschitz estimate are stated as follows.

Theorem 1.10 (Boundary pointwise gradient estimate). Let p 2 . 3n�2
2n�1

; 2/ and suppose

that u2W
1;p

0 .�/ is a solution to (1.6) with Dirichlet boundary data uD 0 on @�. Assum-

ing that (1.5), (1.7), and (1.8) are satisfied and � has a C 1;Dini boundary characterized
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by R0 and !0 as in Definition 1.9, there exists a constant C D C.n;p; �;!;R0; !0/ such

that the estimate

jru.x/j � C ŒIR
1 .j�j/.x/�

1
p�1 C C

�
 

�R.x/

.jru.y/j C s/2�p dy

�
1

2�p

(1.18)

holds for any Lebesgue point x 2� of the vector-valued function ru and for allR 2 .0;1�.

Moreover, if u 2 C 1.x�/, then (1.18) holds for any x 2 x�.

Theorem 1.11 (Boundary Lipschitz estimate). Let p 2 .1; 2/ and suppose that u 2

W
1;p

0 .�/ is a solution to (1.6) with Dirichlet boundary data u D 0 on @�. Assuming

that (1.5), (1.7), and (1.8) are satisfied and � has a C 1;Dini boundary characterized by

R0 and !0 as in Definition 1.9, there exists a constant C D C.n; p; �; !; R0; !0/ such

that the estimate

krukL1.�R=2.x// � CkIR
1 .j�j/k

1
p�1

L1.�R.x//
C CR� n

2�p





jruj C s






L2�p.�R.x//
(1.19)

holds for any x 2 x� and R 2 .0; 1�.

As a corollary, we also obtain the global Lipschitz estimate when � is bounded.

Corollary 1.12. Let � � R
n be a bounded domain. Under the assumptions of Theorem

1.11, there exists a constant C D C.n; p; �; !;R0; !0; diam.�// such that

krukL1.�/ � CkI1
1.j�j/k

1
p�1

L1.�/
C Cs:

A global modulus of continuity estimate is established in Theorem 5.10 under the

assumptions of Theorem 1.11. One may also deduce corresponding up-to-boundary gra-

dient continuity results from Theorem 5.10 similar to Theorem 1.4 and Corollaries 1.5–1.7

from Theorem 4.3.

Let us give a brief description of the proofs. We first apply an iteration argument to

get an L
0 -mean oscillation estimate of the gradients of solutions to the homogeneous

equation with x-independent nonlinearities

�div.A0.rv// D 0

in Section 2, where 
0 2 .0;1/. Our proofs of the interior gradient estimates are then based

on a comparison estimate between the original solution u of (1.1) and the solution to the

homogeneous equation �div.A.x;rw// D 0 in a ball BR with the boundary condition

u D w on @BR. The outcome is the inequality

�
 

BR

jru � rwj
0 dx

�1=
0

� C

�

j�j.BR/

Rn�1

�
1

p�1

C C
j�j.BR/

Rn�1

 

BR

.jruj C s/2�p dx; (1.20)
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which holds for some constant 
0 2 .0; 1/. The details can be found in Lemma 3.2. For

the case when p 2 . 3n�2
2n�1

; 2/, we can choose 
0 D 2 � p, the same integral exponent

as on the right-hand side. We then borrow an idea in [6] by estimating the L
0 -mean

oscillation to adapt the iteration scheme used, for instance, in [9]. However, for the case

when p 2 .1; 3n�2
2n�1

�, we are only able to prove the comparison estimate (1.20) for some


0 < 2 � p and that is the reason why we only obtain Lipschitz estimates instead of

pointwise gradient estimates in this case.

For the gradient estimates up to the boundary, we use the technique of flattening the

boundary and generalize the interior oscillation estimates to half-balls. We adapt an idea

in [2] to establish the global L
0 -mean oscillation estimates by a delicate combination of

the interior estimates and the estimates near a flat boundary. To this end, we also apply

an odd extension argument to derive an L
0 -mean oscillation estimate on half-balls for

homogeneous equations with x-independent nonlinearities. This argument only works for

equations in diagonalized form, such as the p-Laplace equation, so the global estimates

for general equations remain open. As a partial result in this direction, we refer the reader

to [22] for a weighted pointwise boundary estimate under the condition that @� is suf-

ficiently flat in the sense of Reifenberg. We also refer the reader to [1, 16] for boundary

regularity results for quasilinear equations with sufficiently regular right-hand side.

The rest of the paper is organized as follows. In the next section, we derive an L
0 -

mean oscillation estimate of solutions to the homogeneous equation with x-independent

nonlinearities. In Section 3, we give the proof of Theorem 1.1. Section 4 is devoted to

the Lipschitz estimate and the interior modulus of continuity estimate of the gradient of

solutions as well as some corollaries. Finally, in Section 5 we consider the corresponding

boundary estimates.

2. An oscillation estimate

This section is devoted to the proof of the following interior oscillation estimate for solu-

tions to the homogeneous equation

�div.A0.rv// D 0 in �; (2.1)

where A0 D A0.�/ is a vector field independent of x satisfying conditions (1.2) and (1.3)

for some s � 0, � � 1, and p > 1. In this section, we denote the integral average over

BR.x/ by .�/BR.x/.

Theorem 2.1. Let v 2 W
1;p

loc .�/ be a solution to (2.1) and 
0 2 .0; 1/. Then there exist

constants ˛ 2 .0; 1/ depending on n, p, and �, and C > 1 depending on n, p, �, and 
0,

such that for every BR.x0/ � � and � 2 .0; R/, we have

inf
q2Rn

�
 

B�.x0/

jrv � qj
0

�1=
0

� C

�

�

R

�˛

inf
q2Rn

�
 

BR.x0/

jrv � qj
0

�1=
0

: (2.2)
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To prove the above theorem, we first recall a classical oscillation estimate. Estimates

of this type, with different exponents involved, were developed in [4, 9, 17].

Lemma 2.2. Let v 2 W
1;p

loc .�/ be a solution to (2.1). There exist constants C > 1

and ˛ 2 .0; 1/, depending only on n, p, and �, such that v 2 C
1;˛
loc .�/ and for every

BR.x0/ � � and r 2 .0; R/, we have

 

Br .x0/

jrv � .rv/Br .x0/j
p dx � C

�

r

R

�˛p  

BR.x0/

jrv � .rv/BR.x0/j
p dx:

The lemma above directly implies the following corollary.

Corollary 2.3. Under the conditions of Lemma 2.2, there exist constants C > 1 and

˛ 2 .0; 1/, depending only on n, p, and �, such that for every BR.x0/ � �, we have

R˛Œrv�C ˛.BR=2.x0// � C

�
 

BR.x0/

jrv � .rv/BR.x0/j
p

�1=p

; (2.3)

and for any r 2 ŒR=2;R/,

Œrv�C ˛.Br .x0// � C
Rn=pC1�˛

.R � r/n=pC1

�
 

BR.x0/

jrv � .rv/BR.x0/j
p

�1=p

: (2.4)

Proof. Without loss of generality, we assume x0 D 0. For any x 2 BR=2 and r � R=2,

by Lemma 2.2 we have

 

Br .x/

jrv � .rv/Br .x/j
p � C

�

r

R

�˛p  

BR=2.x/

jrv � .rv/BR=2.x/j
p

� C

�

r

R

�˛p  

BR

jrv � .rv/BR
jp:

By Campanato’s characterization of Hölder continuous functions, we obtain (2.3).

Now for any r > R=2 and z 2 Br , using (2.3) and the triangle inequality, we have

Œrv�C ˛.B.R�r/=2.z// � C.R � r/�˛

�
 

BR�r .z/

jrv � .rv/BR�r .z/j
p

�1=p

� C
Rn=p

.R � r/n=pC˛

�
 

BR

jrv � .rv/BR
jp

�1=p

: (2.5)

Thus for any x; y 2 Br , let

N D min

²

m 2 Z W m >
2jx � yj

R � r

³

:

We can divide the line segment connecting x and y into N equal segments using

x1; : : : ; xN �1, x0 D x, and xN D y, so that

jxk � xkC1j D
jx � yj

N
<
R � r

2
:
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Then by the triangle inequality and (2.5), we have

jrv.x/ � rv.y/j �

N �1
X

kD0

jrv.xk/ � rv.xkC1/j

� C

N �1
X

kD0

Rn=p

.R � r/n=pC˛

�
ˆ

BR

jrv � .rv/BR
jp

�1=pˇ

ˇ

ˇ

ˇ

x � y

N

ˇ

ˇ

ˇ

ˇ

˛

� CN 1�˛ Rn=p

.R � r/n=pC˛

�
ˆ

BR

jrv � .rv/BR
jp

�1=p

jx � yj˛

� C

�

R

R � r

�1�˛
Rn=p

.R � r/n=pC˛

�
ˆ

BR

jrv � .rv/BR
jp

�1=p

jx � yj˛;

which directly implies (2.4).

Now we are ready to give the proof of Theorem 2.1.

Proof of Theorem 2.1. As before, without loss of generality, we assume x0 D 0. Clearly

for any B� D B�.0/ � �, there exists q� D .q
.1/
� ; : : : ; q

.n/
� / 2 R

n such that

�
 

B�

jrv � q�j
0

�1=
0

D inf
q2Rn

�
 

B�

jrv � qj
0

�1=
0

:

Also, it is easily seen that

q.i/
� 2 Range.DivjB�

/: (2.6)

We claim that there exists a constant C , depending only on n, p, �, and 
0, such that

krv � q�=2kL1.B�=2/ � C

�
 

B�

jrv � q�j
0

�1=
0

(2.7)

for any B�.x0/ � �.

We prove the claim by using Corollary 2.3 and iteration.

For any R=2 < r < R � dist.x0; @�/, using (2.4) and the triangle inequality, we get

krv � qrkL1.Br / � r˛Œrv�C ˛.Br /

� C
Rn=pC1

.R � r/n=pC1

�
 

BR

jrv � .rv/BR
jp

�1=p

� C
Rn=pC1

.R � r/n=pC1

�
 

BR

jrv � qRjp
�1=p

� C
Rn=pC1

.R � r/n=pC1
krv � qRk

p�
0
p

L1.BR/

�
 

BR

jrv � qRj
0

�1=p

� "krv � qRkL1.BR/ C C"

�

Rn=pC1

.R � r/n=pC1

�p=
0
�
 

BR

jrv � qRj
0

�1=
0

;
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where we have used Young’s inequality with exponents p=
0 and p=.p � 
0/ in the last

line.

Now taking rk D .1 � 2�k/�, r D rk , and R D rkC1, we have

krv � qrk
kL1.Brk

/

� "krv � qrkC1
kL1.BrkC1

/ C C"2
kˇ

�
 

BrkC1

jrv � qrkC1
j
0

�1=
0

� "krv � qrkC1
kL1.BrkC1

/ C C"2
kˇCn=
0

�
 

B�

jrv � q�j
0

�1=
0

;

where ˇ D .nC p/=
0. Taking "D 3�ˇ , multiplying both sides by "k and summing in k,

we get

1
X

kD1

"kkrv � qrk
kL1.Brk

/ �

1
X

kD1

"kC1krv � qrkC1
kL1.BrkC1

/

C C

�
 

B�

jrv � q�j
0

�1=
0

;

where the summations are finite and C D C.n; p; �; 
0/. By subtracting

1
X

kD2

"kkrv � qrk
kL1.Brk

/

from both sides of the above inequality, we obtain (2.7). The claim is proved.

Now we are ready to prove (2.2). If r � R=4, by (2.3), (2.6), and (2.7) we get

�
 

Br

jrv � qr j
0

�1=
0

� Cr˛Œrv�C ˛.BR=4/

� C

�

r

R

�˛�
 

BR=2

jrv � .rv/BR=2
jp

�1=p

� C

�

r

R

�˛�
 

BR=2

jrv � qR=2jp
�1=p

� C

�

r

R

�˛

krv � qR=2kL1.BR=2/ � C

�

r

R

�˛�
 

BR

jrv � qRj
0

�1=
0

:

If r > R=4, we have

�
 

Br

jrv � qr j
0

�1=
0

�

�
 

Br

jrv � qRj
0

�1=
0

� C

�

r

R

�˛�
 

BR

jrv � qRj
0

�1=
0

:

The theorem is proved.
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3. Interior pointwise gradient estimates

In order to prove the interior pointwise gradient estimates, we follow the outline of argu-

ments given in [22] while replacing their oscillation estimates with our new oscillation

estimate in Section 2. We also borrow an idea from [6] by estimating the L
0 -mean oscil-

lations of solutions, where 
0 2 .0; 1/.

Let u 2 W
1;p

loc .�/ be a solution to (1.1) and B2r .x0/ �� �. We consider the unique

solution w 2 uCW
1;p

0 .B2r .x0// to the equation

´

�div.A.x;rw// D 0 inB2r .x0/;

w D u on @B2r .x0/:
(3.1)

We first recall an interior reverse Hölder inequality [11, Theorem 6.7]. See also [22,

Lemma 3.1].

Lemma 3.1. Let w be a solution to (3.1). There exists a constant �1 > p depending only

on n, p, and � such that for any t > 0, the estimate

�
 

B�=2.y/

.jrwj C s/�1 dx

�1=�1

� C

�
 

B�.y/

.jrwj C s/t dx

�1=t

(3.2)

holds for all B�.y/ � B2r .x0/, where C D C.n; p; �; t/ > 0.

We also have the following comparison result, which generalizes and refines similar

results in [9, 21, 23].

Lemma 3.2. Let w be a solution to (3.1) and assume that p 2 .1; 2/. Then for any


0 2 .0; 2 � p� when p 2 . 3n�2
2n�1

; 2/, or 
0 2 .0; .p�1/n
n�1

/ when p 2 .1; 3n�2
2n�1

�, one has

�
 

B2r .x0/

jru � rwj
0 dx

�1=
0

� C

�

j�j.B2r .x0//

rn�1

�
1

p�1

C C
j�j.B2r .x0//

rn�1

 

B2r .x0/

.jruj C s/2�p dx;

where C is a constant depending only on n, p, �, and 
0.

Proof. The case when p 2 .1; 3n�2
2n�1

� and s D 0 was proved in [23, Lemma 2.1] and their

proof also works for p 2 .1; 3n�2
2n�1

� and s > 0. Therefore, we focus on the case when

p 2 . 3n�2
2n�1

; 2/ and s � 0. By scaling invariance (see [9, Remark 4.1] for example), we

may assume that B2r .x0/ D B2 and j�j.B2/ D 1. For k > 0, using

'1 D T2k.u � w/ WD max
®

min ¹u � w; 2kº;�2k
¯

as a test function in (1.1) and (3.1) and recalling (1.3), we have
ˆ

B2\¹ju�wj<2kº

gs.u;w/ � Ck with gs.u;w/ D
jr.u � w/j2

.jrwj C jruj C s/2�p
: (3.3)
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By the triangle inequality, we have

jr.u � w/j D gs.u;w/1=2.jrwj C jruj C s/
2�p

2

� gs.u;w/1=2.jr.u � w/j C 2jruj C s/
2�p

2

� Cgs.u;w/1=2jr.u � w/j
2�p

2 C Cgs.u;w/1=2.jruj C s/
2�p

2 :

Using Young’s inequality with exponents 2
p

and 2
2�p

, we obtain

jr.u � w/j � Cgs.u;w/1=p C Cgs.u;w/1=2.jruj C s/
2�p

2 : (3.4)

Now we set

Ek D B2 \ ¹k < ju � wj < 2kº and Fk D B2 \ ¹ju � wj > kº:

Using the Sobolev inequality, Hölder’s inequality, and (3.4), we obtain

kj¹x W ju.x/ � w.x/j > 2kº \ B2j
n�1

n

� C

�
ˆ

B2

jT2k.u � w/ � Tk.u � w/j
n

n�1

�
n�1

n

� C

ˆ

Ek

jr.u � w/j

� C

ˆ

Ek

�

gs.u;w/1=p C gs.u;w/1=2.jruj C s/
2�p

2

�

� C jEkj
p�1

p

�
ˆ

Ek

gs.u;w/

�1=p

C C

�
ˆ

Ek

gs.u;w/

�1=2�
ˆ

Ek

.jruj C s/2�p

�1=2

:

(3.5)

From (3.3) and (3.5), we get

k1=2jF2kj
n�1

n � Ck�1=2C1=pjFkj
p�1

p C CQ
2�p

2

1 ;

where Q1 WD




jruj C s






L2�p.B2/
. Therefore, by taking the sup over k 2 .0;1/, we

obtain

ku � wk
1=2

L
n

2.n�1/
;1

.B2/
� Cku � wk

1=p�1=2

L
2�p

2.p�1/
;1

.B2/

C CQ
2�p

2

1 :

Since 3n�2
2n�1

< p < 2, we have

n

2.n � 1/
>

2 � p

2.p � 1/
;

which implies

ku � wk
1=2

L
n

2.n�1/
;1

.B2/
� Cku � wk

1=p�1=2

L
n

2.n�1/
;1

.B2/
C CQ

2�p
2

1 :
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Thus, by Young’s inequality, we obtain

ku � wk
L

n
2.n�1/

;1
.B2/

� C C CQ
2�p

2

1 : (3.6)

Let k; l > 0 and q D n
2.n�1/

. By the Chebyshev inequality and (3.3), we have

j¹x W gs.u;w/ > lº \ B2j

� j¹x W ju � wj > kº \ B2j C j¹x W ju � wj � k; gs.u;w/ > lº \ B2j

� Ck�qku � wk
q

Lq;1.B2/
C
1

l

ˆ

B2\¹xW ju�wj�kº

gs.u;w/ dx

� Ck�qku � wk
q

Lq;1.B2/
C Ck=l:

By choosing

k D Œlku � wk
q

Lq;1.B2/
�

1
1Cq ;

we get

l
q

1Cq j¹x W gs.u;w/ > lº \ B2j � Cku � wk
q

1Cq

Lq;1.B2/
:

Therefore, by taking the sup over l 2 .0;1/, we obtain

kgs.u;w/k
L

q
1Cq

;1
.B2/

� Cku � wkLq;1.B2/: (3.7)

Let 
0 2 .0; 2� p�. By (3.4) and Hölder’s inequality with exponents 2=p and 2=.2� p/,

we get

ˆ

B2

jr.u � w/j
0 � C

ˆ

B2

�

gs.u;w/
0=p C gs.u;w/
0=2.jruj C s/
0.2�p/=2
�

� C

�
ˆ

B2

gs.u;w/
0=p

�

C C

�
ˆ

B2

gs.u;w/
0=p

�p=2�
ˆ

B2

.jruj C s/
0

�
2�p

2

� Ckgs.u;w/k

0=p

L
q

1Cq
;1

.B2/
C Ckgs.u;w/k


0=2

L
q

1Cq
;1

.B2/
Q


0.2�p/=2
1 : (3.8)

In the last inequality, we have used the fact that


0

p
<

q

1C q
; 
0 � 2 � p:

Combining (3.6)–(3.8), we have
ˆ

B2

jr.u � w/j
0 � C C CQ

0.2�p/
1 ;

which implies the desired result.

We now let v 2 w CW
1;p

0 .Br .x0// be the unique solution to

´

�div.A.x0;rv// D 0 in Br .x0/;

v D w on @Br .x0/:
(3.9)
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By testing (3.1) and (3.9) with v �w, we obtain an estimate for the difference rv � rw:

 

Br .x0/

jrv � rwjp dx � C!.r/p
 

Br .x0/

.jrwj C s/p dx: (3.10)

A detailed proof of this result can be found in [9, (4.35)]. Thus by (3.2) and Hölder’s

inequality, we get

 

Br .x0/

jrv � rwj
0 dx � C!.r/
0

 

B2r .x0/

.jrwj C s/
0 dx: (3.11)

For a ball B�.x/��� and a function f 2W
1;p

loc .�/, there exists qx;�.f / 2 R
n such

that
�
 

B�.x/

jrf � qx;�.f /j

0

�1=
0

D inf
q2Rn

�
 

B�.x/

jrf � qj
0

�1=
0

:

We denote qx;� D qx;�.u/ and

�.x; �/ D inf
q2Rn

�
 

B�.x/

jru � qj
0

�1=
0

:

Since

jqx;� � ru.x/j
0 � jqx;� � ru.z/j
0 C jru.z/ � ru.x/j
0 ;

by taking the average over z 2 B�.x/ and then taking the 
0-th root, we obtain

jqx;� � ru.x/j � C�.x; �/C C

�
 

B�.x/

jru.z/ � ru.x/j
0 dz

�1=
0

:

Therefore, from the definition of � and the fact that 0 < 
0 < 1, we obtain

lim
�!0

qx;� D ru.x/ (3.12)

for any Lebesgue point x 2 � of the vector-valued function ru.

Proposition 3.3. Suppose that u 2W
1;p

loc .�/ is a solution to (1.1). Then for any " 2 .0; 1/

and B2r .x0/ �� �, we have

�.x0; "r/ � C"˛�.x0; r/C C"

�

j�j.B2r .x0//

rn�1

�
1

p�1

C C"

j�j.B2r .x0//

rn�1

 

B2r .x0/

.jruj C s/2�p

C C"!.r/

�
 

B2r .x0/

.jruj C s/2�p

�
1

2�p

; (3.13)

where ˛ 2 .0; 1/ is the constant in Theorem 2.1, 
0 is the same constant as in Lemma 3.2,

C" is a constant depending on ", n, p, �, and 
0, and C is a constant depending on

n, p, �, and 
0.
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Proof. By Theorem 2.1 and the definition of qx;�.�/, we have

�
 

B"r .x0/

jru � qx0;"r .u/j

0

�1=
0

�

�
 

B"r .x0/

jru � qx0;"r .v/j

0

�1=
0

� C

�
 

B"r .x0/

jrv � qx0;"r .v/j

0

�1=
0

C C

�
 

B"r .x0/

jru � rvj
0

�1=
0

� C"˛

�
 

Br .x0/

jrv � qx0;r .v/j

0

�1=
0

C C"�n=
0

�
 

Br .x0/

jru � rvj
0

�1=
0

� C"˛

�
 

Br .x0/

jrv � qx0;r .u/j

0

�1=
0

C C"�n=
0

�
 

Br .x0/

jru � rvj
0

�1=
0

� C"˛

�
 

Br .x0/

jru � qx0;r .u/j

0

�1=
0

C C"�n=
0

�
 

Br .x0/

jru � rvj
0

�1=
0

:

(3.14)

Moreover, by (3.11) and the fact that j!.r/j � 1, one has

 

Br .x0/

jru � rvj
0 �

 

Br .x0/

jru � rwj
0 C

 

Br .x0/

jrw � rvj
0

� C

 

B2r .x0/

jru � rwj
0 C C!.r/
0

 

B2r .x0/

.jrwj C s/
0

� C

 

B2r .x0/

jru � rwj
0 C C!.r/
0

 

B2r .x0/

.jruj C s/
0 : (3.15)

Thus from (3.14) and (3.15), we have

�.x0; "r/ � C"˛�.x0; r/C C"

�
 

B2r .x0/

jru � rwj
0

�1=
0

C C"!.r/

�
 

B2r .x0/

.jruj C s/
0

�1=
0

: (3.16)

Now we can apply Lemma 3.2 to bound the second term on the right-hand side of (3.16)

to conclude the proof.

Now we are ready to prove Theorem 1.1.

Proof of Theorem 1.1. We prove the theorem at a Lebesgue point x D x0 of the vector-

valued function ru, assuming that BR.x0/ � �. Since p 2 . 3n�2
2n�1

; 2/, we choose


0 D 2� p in Lemma 3.2. Choose " D ".n; p; �; ˛/ 2 .0; 1=4/ so small that C"˛ � 1=4,

where C is the constant in (3.13).

For an integer j � 0, set rj D "jR, Bj D B2rj
.x0/, and

Tj D

�
 

Bj

.jruj C s/2�p dx

�
1

2�p

; �j D �.x0; rj /; qj D qx0;rj
:
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Applying (3.13) yields

�j C1 �
1

4
�j C C

�

j�j.Bj /

rn�1
j

�
1

p�1

C C
j�j.Bj /

rn�1
j

T
2�p

j C C!.rj /Tj :

Let j0 and m be positive integers to be specified later such that j0 � m. Summing the

above inequality over j D j0; j0 C 1; : : : ; m, we obtain

mC1
X

j Dj0

�j � C�j0
C C

m
X

j Dj0

�

j�j.Bj /

rn�1
j

�
1

p�1

C C

m
X

j Dj0

j�j.Bj /

rn�1
j

T
2�p

j C C

m
X

j Dj0

!.rj /Tj : (3.17)

Since

jqj C1 � qj j
0 � jqj C1 � ru.x/j
0 C jru.x/ � qj j
0 ;

by taking the average over x 2 Brj C1
.x0/ and then taking the 
0-th root we obtain

jqj C1 � qj j � C�j C C�j C1:

Then, by iterating, we get

jqmC1 � qj0
j � C

mC1
X

j Dj0

�j ;

which together with (3.17) implies

jqmC1j C

mC1
X

j Dj0

�j � C�j0
C jqj0

j C C

m
X

j Dj0

�

j�j.Bj /

rn�1
j

�
1

p�1

C C

m
X

j Dj0

j�j.Bj /

rn�1
j

T
2�p

j C C

m
X

j Dj0

!.rj /Tj : (3.18)

By the definition of �j0
, we have

�j0
� C

�
 

Bj0

jruj
0 dx

�1=
0

� CTj0
:

Since

jqj0
j
0 � jru.x/ � qj0

j
0 C jru.x/j
0 ;

by taking the average over x 2 Brj0
.x0/ and taking the 
0-th root we obtain

jqj0
j � C�j0

C C

�
 

Bj0

jruj
0 dx

�1=
0

� CTj0
:
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Therefore, (3.18) implies that

jqmC1j C

mC1
X

j Dj0

�j � CTj0
C C

m
X

j Dj0

�

j�j.Bj /

rn�1
j

�
1

p�1

C C

m
X

j Dj0

j�j.Bj /

rn�1
j

T
2�p

j C C

m
X

j Dj0

!.rj /Tj : (3.19)

By (1.5) and the comparison principle for Riemann integrals, there exists j0 D j0.n; p;

"; C; !/ > 1 so large that

41=
0.2"/�n=
0C

1
X

j Dj0

!.rj / �
1

10
; (3.20)

where C is the constant in (3.19).

Note that by the comparison principle for Riemann integrals,

m
X

j Dj0

j�j.Bj /

rn�1
j

� C

ˆ 2rj0�1

0

j�j.B�.x0//

�n�1

d�

�
; (3.21)

and since p < 2 we also have

m
X

j Dj0

�

j�j.Bj /

rn�1
j

�
1

p�1

� C

�
ˆ 2rj0�1

0

j�j.B�.x0//

�n�1

d�

�

�
1

p�1

: (3.22)

To prove (1.12) at x D x0, it is sufficient to show that

jru.x0/j � CTj0
C C

�
ˆ 2rj0�1

0

j�j.B�.x0//

�n�1

d�

�

�
1

p�1

: (3.23)

To this end, we consider the following possibilities.

Case 1: If jru.x0/j � Tj0
, then (3.23) easily follows.

Case 2: If Tj < jru.x0/j for all j0 � j � j1, and jru.x0/j � Tj1C1, then since 
0 D

2 � p < 1, we have

jru.x0/j �

�
 

Bj1C1

.jruj C s/
0 dx

�1=
0

� 21=
0

�
 

Bj1C1

jruj
0 dx

�1=
0

C 21=
0s

� 21=
0.2"/�n=
0

�
 

Brj1
.x0/

jruj
0 dx

�1=
0

C 21=
0s

� 41=
0.2"/�n=
0.�j1
C jqj1

j/C 21=
0s; (3.24)
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where the last inequality follows from the definitions of �j1
and qj1

. Now applying (3.19)

with m D j1 � 1 and using (3.21) and (3.22), from (3.24) we get

jru.x0/j � C 0Tj0
C C 00

�
ˆ 2rj0�1

0

j�j.B�.x0//

�n�1

d�

�

�
1

p�1

C C 00

ˆ 2rj0�1

0

j�j.B�.x0//

�n�1

d�

�
� jru.x0/j

2�p

C C 0

m
X

j Dj0

!.rj /jru.x0/j C 21=
0s;

where C 0 D 41=
0.2"/�n=
0C , C is the constant in (3.19), and C 00 is a constant depending

on n, p, and �. Hence using (3.20) and Young’s inequality, we find

jru.x0/j � CTj0
C C

�
ˆ 2rj0�1

0

j�j.B�.x0//

�n�1

d�

�

�
1

p�1

C
1

5
jru.x0/j C Cs:

This implies (3.23) as desired.

Case 3: If Tj < jru.x0/j for any j � j0, then from (3.19), (3.21), and (3.22) we have,

for any m > j0,

jqmC1j � CTj0
C C

�
ˆ 2rj0�1

0

j�j.B�.x0//

�n�1

d�

�

�
1

p�1

C C

ˆ 2rj0�1

0

j�j.B�.x0//

�n�1

d�

�
� jru.x0/j

2�p C C

m
X

j Dj0

!.rj /jru.x0/j

� CTj0
C C

�
ˆ 2rj0�1

0

j�j.B�.x0//

�n�1

d�

�

�
1

p�1

C C

ˆ 2rj0�1

0

j�j.B�.x0//

�n�1

d�

�
� jru.x0/j

2�p C
1

10
jru.x0/j:

Here we have used (3.20) in the last inequality. Letting m ! 1 and using (3.12), we get

jru.x0/j � CTj0
C C

�
ˆ 2rj0�1

0

j�j.B�.x0//

�n�1

d�

�

�
1

p�1

C C

ˆ 2rj0�1

0

j�j.B�.x0//

�n�1

d�

�
� jru.x0/j

2�p C
1

10
jru.x0/j:

Then using Young’s inequality, we deduce (3.23).

4. Interior Lipschitz estimate and modulus of continuity estimate of the gradient

In this section, we give the proof of the Lipschitz estimate in Theorem 1.3 and derive an

interior modulus of continuity estimate of ru under the same conditions. We first adapt
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the argument in [6] to obtain some decay estimates from Proposition 3.3. Let ˛ 2 .0; 1/

be the same constant as in Theorem 2.1, ˛1 2 .0; ˛/, R 2 .0; 1� and BR.x0/ ��. Choose

" D ".n; p; �; 
0; ˛; ˛1/ > 0 sufficiently small such that

C"˛�˛1 < 1 and "˛1 < 1=4;

where C is the constant in (3.13).

Proposition 3.3 implies that for any B2r .x/ �� BR.x0/,

�.x; "r/ � "˛1�.x; r/C C

�

j�j.B2r .x//

rn�1

�
1

p�1

C C
j�j.B2r .x//

rn�1
.krukL1.B2r .x// C s/2�p

C C!.r/.krukL1.B2r .x// C s/: (4.1)

Denote

g.x; r/ D
j�j.Br .x//

rn�1
; h.x; r/ D g.x; r/

1
p�1 : (4.2)

By iteration, from (4.1) we get

�.x; "j r/ � "˛1j�.x; r/C C

j
X

iD1

"˛1.i�1/h.x; 2"j �ir/

C C

j
X

iD1

"˛1.i�1/g.x; 2"j �ir/.krukL1.B2r .x// C s/2�p

C C

j
X

iD1

"˛1.i�1/!."j �ir/.krukL1.B2r .x// C s/

for any B2r .x/ �� BR.x0/ with r 2 .0; R=4/. Thus,

�.x; "j r/ � "˛1j�.x; r/C C Qh.x; 2"j r/C C Qg.x; 2"j r/.krukL1.B2r .x// C s/2�p

C C Q!."j r/.krukL1.B2r .x// C s/; (4.3)

where

Qh.x; t/ WD

1
X

iD1

"˛1i
�

h.x; "�i t /Œ"�i t � R=2�C h.x;R=2/Œ"�i t > R=2�
�

;

Qg.x; t/ WD

1
X

iD1

"˛1i
�

g.x; "�i t /Œ"�i t � R=2�C g.x;R=2/Œ"�i t > R=2�
�

;

Q!.t/ WD

1
X

iD1

"˛1i
�

!."�i t /Œ"�i t � R=2�C !.R=2/Œ"�i t > R=2�
�

:

(4.4)

Here and throughout the paper, we use the Iverson bracket notation, i.e., ŒP � D 1 if P is

true and ŒP � D 0 if P is false. We obtain the following lemma from (4.3).
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Lemma 4.1. Let B2r .x/ �� BR.x0/ � � with r � R=4. There exists a constant C ,

depending only on ", n, p, �, 
0, and ˛1, such that for any � 2 .0; r�, we have

�.x; �/ � C

�

�

r

�˛1

�.x; r/C C Qh.x; 2�/C C Qg.x; 2�/.krukL1.B2r .x// C s/2�p

C C Q!.�/.krukL1.B2r .x// C s/; (4.5)

and
1

X

j D0

�.x; "j�/ � C

�

�

r

�˛1

�.x; r/C C

ˆ �

0

Qh.x; t/

t
dt

C C.krukL1.B2r .x// C s/2�p

ˆ �

0

Qg.x; t/

t
dt

C C.krukL1.B2r .x// C s/

ˆ �

0

Q!.t/

t
dt: (4.6)

To prove Lemma 4.1, we need the following technical lemma.

Lemma 4.2. Let BR.x0/ � �. Then there exist constants c1 and c2, depending on ", n,

p, and ˛1, such that for any fixed x 2 BR.x0/ and any f 2 ¹ Q!; Qg.x; �/; Qh.x; �/º, one has

c1f .t/ � f .s/ � c2f .t/ whenever 0 < "t � s � t .

Proof. We will only give the proof for g since the other cases are similar. For fixed x 2

BR=4.x0/, we set

G.x; r/ WD

´

g.x; r/ if 0 < r � R=2;

g.x;R=2/ if r > R=2;

and observe that by (4.4),

Qg.x; r/ D

1
X

iD1

"˛1iG.x; "�ir/:

Suppose that 0< "t � s � t . It is easy to see from the definitions of g andG thatG.x;s/�

"1�nG.x; t/ and therefore Qg.x;s/� "1�n Qg.x; t/. Also the fact that 0< "s � "t � s implies

that Qg.x; "t/ � "1�n Qg.x; s/. On the other hand,

Qg.x; t/ D "�˛1

1
X

iD1

"˛1.iC1/G.x; "�.iC1/"t/ � "�˛1 Qg.x; "t/:

The lemma is proved.

Now we are ready to prove Lemma 4.1.

Proof of Lemma 4.1. We first prove (i). For given � 2 .0; r�, let j be the integer such that

"j C1 < �=r � "j . Then by (4.3) with "�j� in place of r , we get
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�.x; �/ � "˛1j�.x; "�j�/C C Qh.x; 2�/C C Qg.x; 2�/.krukL1.B
2"�j �

.x// C s/2�p

C C Q!.�/.krukL1.B
2"�j �

.x// C s/

� C

�

�

r

�˛1

�.x; r/C C Qh.x; 2�/C C Qg.x; 2�/.krukL1.B2r .x// C s/2�p

C C Q!.�/.krukL1.B2r .x// C s/:

Therefore, (i) holds. Now applying (4.5) with "j� in place of � and summing in j , we get

1
X

j D0

�.x; "j�/ � C

�

�

r

�˛1

�.x; r/C C

1
X

j D1

Qh.x; 2"j�/

C C.krukL1.B2r .x// C s/2�p

1
X

j D1

Qg.x; 2"j�/

C C.krukL1.B2r .x// C s/

1
X

j D1

Q!."j�/:

Hence, by using Lemma 4.2 and the comparison principle for Riemann integrals, we can

easily get (4.6). The lemma is proved.

Recall the definition of qx;� from Section 3. Since

jqx;"� � qx;�j
0 � jru.z/ � qx;�j
0 C jru.z/ � qx;"�j
0 ;

by taking the average over z 2 B"�.x/ and then taking the 
0-th root we obtain

jqx;"� � qx;�j � C�.x; "�/C C�.x; �/:

Then, by iterating, we get

jqx;"j � � qx;�j � C

j
X

iD0

�.x; "i�/:

Therefore, by using (3.12), we obtain

jru.x/ � qx;�j � C

1
X

j D0

�.x; "j�/ (4.7)

for any Lebesgue point x 2 � of the vector-valued function ru.

Now we are ready to prove the interior Lipschitz estimate.

Proof of Theorem 1.3. We prove the theorem around a given point x D x0 assuming that

BR.x0/ � � with R 2 .0; 1� and

kIR
1 .j�j/kL1.BR.x0// < 1: (4.8)

We first derive an a priori estimate for the case when u 2 C 1 and then use approximation

to prove the general case.
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Step 1: The case when u 2 C 1.BR.x0//. Using (4.6) with � D r and (4.7), we obtain

jru.x/ � qx;�j � C�.x; �/C C

ˆ �

0

Qh.x; t/

t
dt

C C.krukL1.B2�.x// C s/2�p

ˆ �

0

Qg.x; t/

t
dt

C C.krukL1.B2�.x// C s/

ˆ �

0

Q!.t/

t
dt

for any B2�.x/ �� BR.x0/ with � 2 .0; R=4�.

Note that

jqx;�j � C�.x; �/C C��n=
0krukL
0 .B�.x// � C��n=
0krukL
0 .B�.x//:

Combining the above two inequalities, we have

jru.x/j � C��n=
0krukL
0 .B�.x// C C

ˆ �

0

Qh.x; t/

t
dt

C C.krukL1.B2�.x// C s/2�p

ˆ �

0

Qg.x; t/

t
dt

C C.krukL1.B2�.x// C s/

ˆ �

0

Q!.t/

t
dt: (4.9)

Note that Q! also satisfies the Dini condition (1.5); see [5, Lemma 1]. Thus we can take

�0 D �0.n; p; �; !; ˛1; 
0; R/ 2 .0; R=4� sufficiently small such that

C

ˆ �0

0

Q!.t/

t
dt � 3�1�n=
0 ;

where C is the constant in (4.9). Then for any B2�.x/ �� BR.x0/ with 0 < � � �0, by

(4.9) and Young’s inequality, we have

jru.x/j � C��n=
0krukL
0 .B�.x// C C

ˆ �

0

Qh.x; t/

t
dt

C C

�
ˆ �

0

Qg.x; t/

t
dt

�
1

p�1

C 3�n=
0.krukL1.B2�.x// C s/: (4.10)

For k � 1, we denote �k D .1� 2�k/R. Since �kC1 � �k D 2�k�1R, we have B2�.x/ �

B�kC1
.x0/ for any x 2 B�k

.x0/ and � D 2�k�2R. We take k0 sufficiently large such that

2�k0�2 � �0. Then by (4.10) with � D 2�k�2R we have, for any k � k0,

krukL1.B�k
.x0// C s

� 3�n=
0.krukL1.B�kC1
.x0// C s/C C

�

2kC2

R

�n=
0

krukL
0 .B�kC1
.x0//

C C sup
x2B�k

.x0/

ˆ R=2

0

Qh.x; t/

t
dt C C sup

x2B�k
.x0/

�
ˆ R=2

0

Qg.x; t/

t
dt

�
1

p�1

C s:
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Multiplying the above inequality by 3�nk=
0 , and summing the terms with respect to

k D k0; k0 C 1; : : : ; we obtain

1
X

kDk0

3�nk=
0.krukL1.B�k
.x0// C s/

�

1
X

kDk0C1

3�nk=
0.krukL1.B�k
.x0// C s/C CR�n=
0.krukL
0 .BR.x0// C s/

C C sup
x2BR.x0/

ˆ R=2

0

Qh.x; t/

t
dt C C sup

x2BR.x0/

�
ˆ R=2

0

Qg.x; t/

t
dt

�
1

p�1

C Cs;

where each summation is finite. By subtracting

1
X

kDk0C1

3�nk=
0.krukL1.B�k
.x0// C s/

from both sides of the above inequality, we get the following L1-estimate for ru:

krukL1.BR=2.x0// C s � CR�n=
0krukL
0 .BR.x0//

C C sup
x2BR.x0/

ˆ R=2

0

Qh.x; t/

t
dt

C C sup
x2BR.x0/

�
ˆ R=2

0

Qg.x; t/

t
dt

�
1

p�1

C Cs: (4.11)

We can simplify the terms in (4.11) to get

krukL1.BR=2.x0//

� CkIR
1 .j�j/k

1
p�1

L1.BR.x0//
C CR� n

2�p





jruj C s






L2�p.BR.x0//
: (4.12)

Indeed, by the definition of Qg in (4.4), we have

ˆ R=2

0

Qg.x; t/

t
dt D

1
X

iD1

"˛1i

ˆ R=2

0

g.x; "�i t /

t
Œ"�i t � R=2� dt

C

1
X

iD1

"˛1i

ˆ R=2

0

g.x;R=2/

t
Œ"�i t > R=2� dt:

The first term above is equal to

1
X

iD1

"˛1i

ˆ "i R=2

0

g.x; "�i t /

t
dt D

1
X

iD1

"˛1i

ˆ R=2

0

g.x; t/

t
dt

� C IR
1 .j�j/.x/:
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The second term is equal to

1
X

iD1

"˛1i ln."�i /g.x;R=2/ � Cg.x;R=2/ � C IR
1 .j�j/.x/:

Therefore,
ˆ R=2

0

Qg.x; t/

t
dt � C IR

1 .j�j/.x/: (4.13)

We can similarly get

ˆ R=2

0

Qh.x; t/

t
dt D

1
X

iD1

"˛1i

ˆ R=2

0

h.x; t/

t
dt C

1
X

iD1

"˛1i ln."�i /h.x;R=2/

� C

�
ˆ R

0

g.x; t/

t
dt

�
1

p�1

C C
�

IR
1 .j�j/.x/

�
1

p�1 � C
�

IR
1 .j�j/.x/

�
1

p�1 : (4.14)

Recalling the fact that 
0 � 2 � p (cf. Lemma 3.2), using (4.13), (4.14), and Hölder’s

inequality, from (4.11) we obtain (4.12).

Step 2: The general case. We take r1 2 .0;R/, r2 D .RC r1/=2, and a sequence ¹'kº of

standard mollifiers such that for any positive integer k,

'k 2 C1
0 .B1=k.0//; 'k � 0; and

 

B1=k.0/

'k D 1:

Then we mollify � and A by setting

�k.x/ D .� � 'k/.x/; Ak.x; �/ D .A.�; �/ � 'k/.x/; x 2 Br2
.x0/:

We note thatAk is well defined and satisfies the growth, ellipticity and continuity assump-

tions (1.2)–(1.4) in Br2
.x0/ for k > 1=.R � r2/. By the corollary after [12, Theorem 1],

(4.8) implies � 2 W �1;p0

.Br2
.x0//, where p0 D p=.p � 1/, and therefore

k�k � �kW �1;p0
.Br2

.x0// ! 0: (4.15)

Next we let uk 2 uCW
1;p

0 .Br2
.x0// be the unique solution to

´

�div.Ak.x;ruk// D �k in Br2
.x0/;

uk D u on @Br2
.x0/:

(4.16)

Choosing uk � u as a test function in (4.16), we obtain

ˆ

Br2
.x0/

hA.x;ruk/;ruki dx

D

ˆ

Br2
.x0/

hA.x;ruk/;rui dx C

ˆ

Br2
.x0/

.uk � u/ d�k : (4.17)
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Using the fundamental theorem of calculus, (1.2), (1.3), and Young’s inequality with

exponents p and p=.p � 1/, we have

ˆ

Br2
.x0/

hA.x;ruk/;ruki dx

D

ˆ

Br2
.x0/

�
ˆ 1

0

hD�A.x; truk/ruk ;ruki dt C hA.x; 0/;ruki

�

dx

�

ˆ

Br2
.x0/

�
ˆ 1

0

��1.s2 C jrukj2t2/
p�2

2 jrukj2 dt � �sp�1jrukj

�

dx

� ��1

ˆ

Br2
.x0/

.s2 C jrukj2/
p�2

2 jrukj2 dx �

ˆ

Br2
.x0/

�sp�1jrukj dx

� c.�; p/

ˆ

Br2
.x0/

jrukjp dx � C 0.�; p/

ˆ

Br2
.x0/

sp dx:

On the other hand, using (1.2) and Young’s inequality, we obtain

ˆ

Br2
.x0/

hA.x;ruk/;rui dx C

ˆ

Br2
.x0/

.uk � u/ d�k

� �

ˆ

Br2
.x0/

.s2 C jrukj2/
p�1

2 jruj dx C kuk � uk
W

1;p
0

.Br2
.x0//

k�kkW �1;p0
.Br2

.x0//

� 1
4
c.�; p/

ˆ

Br2
.x0/

.jrukj C s/p dx C C 00.�; p/

ˆ

Br2
.x0/

jrujp dx

C 1
8
c.�; p/kruk � ruk

p

Lp.Br2
.x0//

C C 00.�; p/k�kk
p0

W �1;p0
.Br2

.x0//
:

Therefore, (4.17) implies that

krukk
p

Lp.Br2
.x0//

� C




jruj C s






p

Lp.Br2
.x0//

C Ck�kk
p0

W �1;p0
.Br2

.x0//
; (4.18)

where C is a constant not depending on k.

Now we recall a well-known inequality

c�1.s2 C j�1j2 C j�2j2/
p�2

2 �
jV.�2/ � V.�1/j

2

j�2 � �1j2

� c.s2 C j�1j2 C j�2j2/
p�2

2 ; (4.19)

where c D c.n; p/ > 1 is a positive constant and the mapping V.�/ is defined as

V.�/ D .j�j2 C s2/
p�2

4 �; � 2 R
n:

Combining (1.3) and (4.19) yields

c�1
0 jV.�2/ � V.�1/j

2 � hA.x; �2/ � A.x; �1/; �2 � �1i;
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for some positive constant c0 D c0.n; p; �/. We note that the above inequality also holds

for Ak . Then choosing .uk � u/1Br2
.x0/ as a test function in (1.1) and (4.16), we have

c�1
0

ˆ

Br2
.x0/

jV.ruk/ � V.ru/j2 dx

�

ˆ

Br2
.x0/

hAk.x;ruk/ � Ak.x;ru/;ruk � rui dx

D

ˆ

Br2
.x0/

hA.x;ru/ � Ak.x;ru/;ruk � rui dx C

ˆ

Br2
.x0/

.uk � u/ d.�k � �/

� kA.�;ru/ � Ak.�;ru/kLp=.p�1/.Br2
.x0// � kuk � uk

W
1;p
0

.Br2
.x0//

C kuk � uk
W

1;p
0

.Br2
.x0//

� k�k � �kW �1;p0
.Br2

.x0//:

From the definition of Ak , by using the Minkowski inequality and (1.4), we obtain

kA.�;ru/�Ak.�;ru/kLp=.p�1/.Br2
.x0// � �!.1=k/

�
ˆ

Br2
.x0/

.s2 C jruj2/p=2 dx

�
p�1

p

;

which together with (4.15) and (4.18), yields
ˆ

Br2
.x0/

jV.ruk/ � V.ru/j2 dx ! 0:

By (4.19), we have

jruk � rujp � cjV.ruk/ � V.ru/jp.jrukj2 C jruj2 C s2/p.2�p/=4

and therefore using Hölder’s inequality with exponents 2=p and 2=.2 � p/, we obtain

ˆ

Br2
.x0/

jruk � rujp dx

� c

�
ˆ

Br2
.x0/

jV.ruk/�V.ru/j
2 dx

�p=2�
ˆ

Br2
.x0/

.jrukj2 Cjruj2 Cs2/p=2 dx

�
2�p

2

;

which implies that

ruk ! ru strongly in Lp.Br2
.x0//:

Thus there exists a subsequence ¹kj º such that rukj
! ru almost everywhere

in Br2
.x0/.

Since Ak and �k are smooth in x, by the classical regularity theory (see, for instance,

[3, 24]), we know that uk 2 C
1;˛
loc .Br2

.x0//. Therefore the Lipschitz estimate (4.12) from

Step 1 holds for uk in Br1=2.x0/. Namely,

krukkL1.Br1=2.x0// � CkI
r1

1 .j�kj/k
1

p�1

L1.Br1
.x0//

C Cr
n

2�p

1





jrukj C s






L2�p.Br1
.x0//

:

Note that by direct computation, for any t > 0, it follows that

�k.Bt .x// D

ˆ

Rn

�.Bt .x � y//'k.y/ dy:
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Therefore, for sufficiently large k, by the Fubini–Tonelli theorem we have

kI
r1

1 .j�kj/kL1.Br1
.x0// � kI

r1

1 .j�j/kL1.Br2
.x0//:

Thus by taking k D kj % 1 and then r1 % R, we obtain the Lipschitz estimate (1.13)

around x D x0.

In the rest of the section, we derive an interior modulus of continuity estimate of ru

under the conditions of Theorem 1.3. Recall that we fixed an " 2 .0; 1=4/ sufficiently

small such that

C"˛�˛1 < 1 and "˛1 < 1=4;

where C is the constant in (3.13), ˛ 2 .0; 1/ is the same constant as in Theorem 2.1 and

˛1 2 .0; ˛/. We also took a ball BR.x0/ � � with R 2 .0; 1�. Similar to (4.4), we define

Q!.t/ D

1
X

iD1

"˛1i
�

!."�i t /Œ"�i t � R=2�C !.R=2/Œ"�i t > R=2�
�

;

QI
�
1.j�j/.x/ D

1
X

iD1

"˛1i
�

I
"�i �
1 .j�j/.x/Œ"�i� � R=2�C I

R=2
1 .j�j/.x/Œ"�i� > R=2�

�

;

QW
�

1=p;p
.j�j/.x/

D

1
X

iD1

"˛1i
�

W
"�i �

1=p;p
.j�j/.x/Œ"�i� � R=2�C W

R=2

1=p;p
.j�j/.x/Œ"�i� > R=2�

�

;

(4.20)

where I1 and W1=p;p are the Riesz and Wolff potentials defined in (1.9) and (1.11),

respectively. We note that since 1=.p � 1/ > 1, we have

W
�

1=p;p
.j�j/.x/ � C

�

I
2�
1 .j�j/.x/

�
1

p�1 ; (4.21)

so that QW
�

1=p;p
.j�j/.x/ and QI

�
1.j�j/.x/ are bounded and converge to zero as �! 0 as long

as IR
1 .j�j/.x/ is finite.

Our interior modulus of continuity estimate is stated as follows.

Theorem 4.3. Assume the conditions of Theorem 1.3 and ˛1 2 .0; ˛/, where ˛ is the

constant in Theorem 2.1. Then there exist a constant C D C.n; p; �; ˛1; !/ such that for

any R 2 .0; 1� with BR.x0/ � �, and x; y 2 BR=4.x0/ that are Lebesgue points of the

vector-valued function ru, we have

jru.x/ � ru.y/j

� CM

��

�

R

�˛1

C

ˆ �

0

Q!.t/

t
dt

�

C Ck QW
�

1=p;p
.j�j/kL1.BR=4.x0//

C CM2�pkQI
�
1.j�j/kL1.BR=4.x0//; (4.22)

where � D jx � yj, Q!, QW1=p;p , and QI1 are defined in (4.20), and

M WD R� n
2�p





jruj C s






L2�p.BR.x0//
C kIR

1 .j�j/k
1

p�1

L1.BR.x0//
:



H. Dong, H. Zhu 28

Note that due to (4.21), the term k QW
�

1=p;p
.j�j/kL1.BR=4.x0// in (4.22) can be replaced

with the sup norm of a summation of the truncated Riesz potentials similar to (4.20).

Proof of Theorem 4.3. For any x; y 2 BR=4.x0/ that are Lebesgue points of ru, by the

triangle inequality we have

jru.x/ � ru.y/j
0

� jru.x/ � qx;�j
0 C jqx;� � qy;�j
0 C jru.y/ � qy;�j
0

� 2 sup
y02BR=4.x0/

jru.y0/ � qy0;�j
0 C jru.z/ � qx;�j
0 C jru.z/ � qy;�j
0 :

We set � D jx � yj, take the average over z 2 B.x; �/ \ B.y; �/, and then take the 
0-th

root to get

jru.x/ � ru.y/j � C sup
y02BR=4.x0/

jru.y0/ � qy0;�j C C�.x; �/C C�.y; �/

� C sup
y02BR=4.x0/

1
X

j D0

�.y0; "
j�/C C sup

y02BR=4.x0/

�.y0; �/

� C sup
y02BR=4.x0/

1
X

j D0

�.y0; "
j�/: (4.23)

Here we have used (4.7) in the second inequality.

If � < R=8, by using (4.23), (4.6) with R=8 in place of r , and the fact that

BR=4.y0/ � BR=2.x0/ 8y0 2 BR=4.x0/;

we obtain

jru.x/ � ru.y/j

� C

�

�

R

�˛1

krukL1.BR=2.x0// C C sup
y02BR=4.x0/

ˆ �

0

Qh.y0; t /

t
dt

C C.krukL1.BR=2.x0// C s/2�p sup
y02BR=4.x0/

ˆ �

0

Qg.y0; t /

t
dt

C C.krukL1.BR=2.x0// C s/

ˆ �

0

Q!.t/

t
dt: (4.24)

Clearly, (4.24) still holds when � � R=8.

We can simplify the terms in (4.24) as follows. For any y0 2 BR=4.x0/ and � 2

.0; R=2/, by the definition of Qg in (4.4), we have

ˆ �

0

Qg.y0; t /

t
dt D

1
X

iD1

"˛1i

ˆ �

0

g.y0; "
�i t /

t
Œ"�i t � R=2� dt

C

1
X

iD1

"˛1i

ˆ �

0

g.y0; R=2/

t
Œ"�i t > R=2� dt:
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Recalling the definition of QI1 from (4.20), the first term above is equal to

1
X

iD1

"˛1i

�
ˆ �

0

g.y0; "
�i t /

t
dt Œ"�i� � R=2�C

ˆ "i R=2

0

g.y0; "
�i t /

t
dt Œ"�i� > R=2�

�

D

1
X

iD1

"˛1i

�
ˆ "�i �

0

g.y0; t /

t
dt Œ"�i� � R=2�C

ˆ R=2

0

g.y0; t /

t
dt Œ"�i� > R=2�

�

D

1
X

iD1

"˛1i
�

I
"�i �
1 .j�j/.y0/Œ"

�i� � R=2�C I
R=2
1 .j�j/.y0/Œ"

�i� > R=2�
�

D QI
�
1.j�j/.y0/:

The second term is equal to

1
X

iD1

"˛1i Œ"�i� > R=2� ln.2"�i�=R/g.y0; R=2/:

Let K be the positive integer such that "�K� > R=2 and "�.K�1/� � R=2. Then

1
X

iD1

"˛1i Œ"�i� > R=2� ln.2"�i�=R/

D

1
X

iDK

"˛1i ln.2"�i�=R/

D "˛1K

1
X

iDK

"˛1.i�K/
�

ln.2"�K�=R/C .i �K/ ln."�1/
�

�

�

2�

R

�˛1 1
X

iDK

"˛1.i�K/.i �K C 1/ ln."�1/ � C

�

�

R

�˛1

:

Therefore,
ˆ �

0

Qg.y0; t /

t
dt � QI

�
1.j�j/.y0/C C.�=R/˛1g.y0; R=2/

� QI
�
1.j�j/.y0/C C.�=R/˛1IR

1 .j�j/.y0/: (4.25)

We can similarly get the following estimate:

ˆ �

0

Qh.y0; t /

t
dt �

1
X

iD1

�

"˛1i

ˆ "�i �

0

h.y0; t /
dt

t
Œ"�i� � R=2�

C

ˆ R=2

0

h.y0; t /
dt

t
Œ"�i� > R=2�

�

C C

�

�

R

�˛1

h.y0; R=2/

� QW
�

1=p;p
.j�j/.y0/C C.�=R/˛1.IR

1 .j�j/.y0//
1=.p�1/: (4.26)

Using (1.13), (4.25), and (4.26), from (4.24) we obtain (4.22).
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Proof of Theorem 1.4. Since the set of Lebesgue points of ru is dense in�, it suffices to

show the right-hand side of (4.22) converges to zero when � ! 0. In fact, we have

kQI
�
1.j�j/kL1.BR=4.x0// �

1
X

iD1

"˛1i
�

kI
"�i �
1 .j�j/kL1.BR=4.x0//Œ"

�i� � R=2�

C kI
R=2
1 .j�j/kL1.BR=4.x0//Œ"

�i� > R=2�
�

;

which must converge to 0 by using (1.14) and the dominated convergence theorem. We

can similarly prove the convergence of other terms in (4.22).

Proof of Corollary 1.5. By [8, Lemma 3] with p D 2 and k D 1, the assumption (1.15)

implies (1.14). Therefore Corollary 1.5 follows from Theorem 1.4.

Proof of Corollary 1.6. This is an immediate consequence of Theorem 1.4 since the

assumption (1.14) is verified by (1.16) and (1.17).

Proof of Corollary 1.7. We choose ˛1 2 .ˇ; ˛/ in Theorem 4.3. Then Corollary 1.7 fol-

lows by a direct computation using (4.22).

5. Global gradient estimates for the p-Laplacian equations

This section is devoted to the proof of the global pointwise gradient estimate in Theorem

1.10, the Lipschitz estimate in Theorem 1.11, Corollary 1.12, as well as the derivation of

a global modulus of continuity estimate of ru stated in Theorem 5.10 for the following

(possibly nondegenerate) p-Laplace equation with Dirichlet boundary condition:

´

�div
�

a.x/.jruj2 C s2/
p�2

2 ru
�

D � in �;

u D 0 on @�;
(5.1)

where a.�/ satisfies (1.5), (1.7), and (1.8), and � has a C 1;Dini boundary characterized by

R0 and !0 as in Definition 1.9.

First, we derive a gradient estimate around any point x0 2 @�. Without loss of gener-

ality, we assume that x0 D 0 2 @�. Then we can choose a local coordinate around x0 D 0

and a function � as in Definition 1.9 such that �.00/ D 0. Let

�.y/ D .y1 C �.y0/; y0/ and ƒ.x/ D ��1.x/ D .x1 � �.x0/; x0/:

Note that the determinants of the Jacobian of �.�/ and ƒ.�/ are equal to 1. Since � has

C 1;Dini boundary, from the proof of [2, Lemma 2.2], there exists R1 D R1.!0; R0/ 2

.0; R0/ such that

jrx0�.x0/j � 1=2 if jx0j � R1; (5.2)

�r=2 � �.BC
r / � �2r 8r 2 .0; R1=2�: (5.3)



Gradient estimates for p-Laplace type equations 31

Therefore, there exist constants c1.n/ and c2.n/, depending only on n, such that for any

x 2 x� and 0 < r � R1,

c1.n/r
n � j�r .x/j � c2.n/r

n: (5.4)

Now we use the technique of flattening the boundary. We denote u1.y/ D u.�.y//,

a1.y/ D a.�.y//, and �1.A/ D �.�.A// for any Borel set A � R
n. Then u1 satisfies

´

�divy

�

a1.y/.j.Dƒ/
TDyu1j2 C s2/

p�2
2 Dƒ.Dƒ/TDyu1

�

D �1 in BC
R1=2

;

u1 D 0 on BR1=2 \ @Rn
C:

(5.5)

We set

A1.y; �/ D a1.y/.j.Dƒ/
T �j2 C s2/

p�2
2 Dƒ.Dƒ/T �:

By direct computations with (5.2) in hand, A1 satisfies the following conditions with

!1 D ! C !0 and some constant �1 D �1.n; p; �/:

jA1.y; �/j � �1.s
2 C j�j2/.p�1/=2; jD�A1.y; �/j � �1.s

2 C j�j2/.p�2/=2; (5.6)

hD�A1.y; �/�; �i � ��1
1 .s2 C j�j2/.p�2/=2j�j2; (5.7)

jA1.y; �/ � A1.y0; �/j � �1!1.jy � y0j/.s2 C j�j2/.p�1/=2 (5.8)

for all y; y0 2 BC
R1=2

and .�; �/ 2 R
n � R

n n ¹.0; 0/º.

Suppose that 4r � R1. We now consider the unique solution w 2 u1 CW
1;p

0 .BC
2r / to

the equation
´

�divy.A1.y;ryw// D 0 in BC
2r ;

w D u1 on @BC
2r :

(5.9)

We first derive a boundary version of the reverse Hölder inequality.

Lemma 5.1. Let w be a solution to (5.9). There exists a constant �1 > p, depending only

on n, p, and �, such that for any t > 0, the estimate

�
 

B
C

�=2
.y0/

.jrywj C s/�1 dx

�1=�1

� C

�
 

B
C
� .y0/

.jrywj C s/t dx

�1=t

(5.10)

holds for all BC
� .y0/ � BC

2r , where C D C.n; p; �; t/ > 0.

Proof. For simplicity, we still denote r D ry through this proof. First we prove a Cac-

cioppoli type inequality in half-balls. Suppose that y0 2B2r \ @Rn
C andB2�.y0/��B2r .

Let � be a nonnegative smooth function satisfying � D 1 in B�.y0/, jr�j � 2��1, and

� D 0 outside B2�.y0/. Using �pw as a test function in (5.9), we get

0D

ˆ

B
C

2r

hA1.y;rw/;�
prwidyCp

ˆ

B
C

2r

hA1.y;rw/;�
p�1wr�idy DW IC II: (5.11)
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Using the fundamental theorem of calculus, (5.6), (5.7), and Young’s inequality with

exponents p and p=.p � 1/, we have

I D

ˆ

B
C

2r

�p

�
ˆ 1

0

hD�A1.y; trw/rw;rwi dt C A1.y; 0/rw

�

dy

�

ˆ

B
C

2r

�p

�
ˆ 1

0

��1
1 .s2 C jrwj2t2/

p�2
2 jrwj2 dt � �1s

p�1jrwj

�

dy

� c.�1; p/

ˆ

B
C

2r

�pjrwjp dy � C 0.�1; p/

ˆ

B
C

2r

�psp dy:

On the other hand, using (5.6) and Young’s inequality, we have

jIIj � p�1

ˆ

B
C

2�
.y0/

.s2 C jrwj2/
p�1

2 �p�1jwr�j dy

�
1

2
c.�1; p/

ˆ

B
C

2r

�p.s2 C jrwj2/p=2 dy C C 00.�1; p/

ˆ

B
C

2�
.y0/

jwr�jp dy

�
1

2
c.�1; p/

ˆ

B
C

2r

�p.sp C jrwjp/ dy C C 00.�1; p/

ˆ

B
C

2�
.y0/

jwr�jp dy:

Therefore, (5.11) implies the following Caccioppoli type inequality:

ˆ

B
C
� .y0/

jrwjp dx � C�nsp C C��p

ˆ

B
C

2�
.y0/

jwjp dx: (5.12)

Since w D u D 0 on B2r \ @Rn
C, by the Sobolev–Poincaré inequality,

�
ˆ

B
C

2�
.y0/

jwjp dx

�1=p

� C�1Cn=p�n=q

�
ˆ

B
C

2�
.y0/

jrwjq dx

�1=q

(5.13)

for any q such that max
®

1; np
nCp

¯

� q < p. Thus by combining (5.12) and (5.13), we have

�
 

B
C
� .y0/

.jrwj C s/p dx

�1=p

� C

�
 

B
C

2�
.y0/

.jrwj C s/q dx

�1=q

:

Similarly, the interior version

�
 

B�.y0/

.jrwj C s/p dx

�1=p

� C

�
 

B2�.y0/

.jrwj C s/q dx

�1=q

holds for all B2�.y0/�� BC
2r . Therefore, by a standard covering argument and Gehring’s

lemma, we get (5.10).

We also have a boundary comparison result analogous to Lemma 3.2 by following

almost the same proof.
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Lemma 5.2. Let w be a solution to (5.9) and assume that p 2 .1; 2/. Then for any 
0 2

.0; 2 � p� when p 2 . 3n�2
2n�1

; 2/ and 
0 2 .0; .p�1/n
n�1

/ when p 2 .1; 3n�2
2n�1

�, we have

�
 

B
C

2r

jryu1 � rywj
0 dx

�1=
0

� C

�

j�1j.BC
2r /

rn�1

�
1

p�1

C C
j�1j.BC

2r /

rn�1

 

B
C

2r

.jryu1j C s/2�p dx;

where C is a constant depending only on n, p, �, and 
0.

We now let v 2 w CW
1;p

0 .BC
r / be the unique solution to

´

�divy.A1.0;ryv// D 0 in BC
r ;

v D w on @BC
r :

(5.14)

We also have an estimate for the difference rv � rw analogous to (3.10) by following

almost the same proof as that of [9, (4.35)]:

 

B
C
r

jryv � rywjp dx � C!0.r/
p

 

B
C
r

.jrywj C s/p dx:

Thus by (5.10) and Hölder’s inequality, we get

 

B
C
r

jryv � rywj
0 dx � C!0.r/

0

 

B
C

2r

.jrywj C s/
0 dx:

Next we prove an oscillation estimate for v.

Lemma 5.3. Let v be a solution to (5.14). There exists a constant C > 1, depending only

on n, p, �, and 
0, such that for any half-ball BC
� � BC

R � BC
r , we have

inf
�2R

�
 

B
C
�

.jDy1
v � � j
0 C jDy0vj
0/

�1=
0

� C

�

�

R

�˛

inf
�2R

�
 

B
C

R

.jDy1
v � � j
0 C jDy0vj
0/

�1=
0

; (5.15)

where ˛ 2 .0; 1/ is the same constant as in Theorem 2.1.

Proof. Let Nv be an odd extension of v in Br , namely,

Nv.y/ D

´

v.y/ if y1 � 0;

�v.�y1; y
0/ if y1 < 0:

Then since

A1.0; �/ D a1.0/.j�j
2 C s2/

p�2
2 �;
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Nv 2 W 1;p.Br / is a solution to the equation

�divy

�

a1.0/.jry Nvj2 C s2/
p�2

2 ry Nv
�

D 0 inBr :

Thus we can apply Theorem 2.1 to Nv to get

inf
q2Rn

�
 

B�

jry Nv � qj
0

�1=
0

� C

�

�

R

�˛

inf
q2Rn

�
 

BR

jry Nv � qj
0

�1=
0

:

Since Nv is an odd function in y1, by the triangle inequality there exists �� 2 R such that

�
 

B
C
�

.jDy1
v � ��j
0 C jDy0vj
0/

�1=
0

� C inf
q2Rn

�
 

B�

jry Nv � qj
0

�1=
0

:

By the triangle inequality again, it is easily seen that

inf
q2Rn

�
 

BR

jry Nv � qj
0

�1=
0

� C inf
�2R

�
 

B
C

R

.jDy1
v � � j
0 C jDy0vj
0/

�1=
0

:

Then (5.15) is a direct consequence of the three inequalities above.

Lemma 5.4. Suppose that u1 2W 1;p.BC
R1
/ is a solution to (5.5). Then for any " 2 .0; 1/

and r 2 .0; R1=4�, we have

inf
�2R

�
 

B
C
"r

.jDy1
u1 � � j
0 C jDy0u1j
0/

�1=
0

� C"˛ inf
�2R

�
 

B
C
r

.jDy1
u1 � � j
0 C jDy0u1j
0/

�1=
0

C C"

�

j�1j.BC
2r /

rn�1

�
1

p�1

C C"!1.r/

�
 

B
C

2r

.jryu1j C s/2�p

�
1

2�p

C C"

j�1j.BC
2r /

rn�1

 

B
C

2r

.jryu1j C s/2�p; (5.16)

where ˛ and 
0 are the same constants as in Proposition 3.3, C" is a constant depending

on ", n, p, �, and 
0, and C is a constant depending on n, p, �, and 
0.

Proof. By using Lemmas 5.1, 5.2, and 5.3, the proof is almost identical to that of Propo-

sition 3.3, so we omit it.

We now define

 .x0; r/ D inf
�2R

�
 

�r .x0/

.jD1u � � j
0 C jDx0uj
0/

�1=
0

:
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Let " 2 .0; 1/ and r 2 .0;R1=4�. By using change of variables, (5.3), (5.4), and the triangle

inequality, we have

inf
�2R

�
 

B
C
"r

.jDy1
u1 � � j
0 C jDy0u1j
0/

�1=
0

D inf
�2R

�
 

�.B
C
"r /

.jD1u � � j
0 C jD1uDx0�CDx0uj
0/

�1=
0

� C inf
�2R

�
 

�"r=2

.jD1u � � j
0 C jDx0uj
0/

�1=
0

� C 0

�
 

�"r=2

jD1uDx0�j
0

�1=
0

� C .0; "r=2/ � C 0!1."r=2/

�
 

�"r=2

jruj
0

�1=
0

; (5.17)

where C and C 0 are positive constants depending only on n and 
0. Similarly,

inf
�2R

�
 

B
C
r

.jDy1
u1 � � j
0 C jDy0u1j
0/

�1=
0

D inf
�2R

�
 

�.B
C
r /

.jD1u � � j
0 C jD1uDx0�CDx0uj
0/

�1=
0

� C 00 inf
�2R

�
 

�2r

.jD1u � � j
0 C jDx0uj
0/

�1=
0

C C 00

�
 

�2r

jD1uDx0�j
0

�1=
0

� C 00 .0; 2r/C C 00!1.2r/

�
 

�2r

jruj
0

�1=
0

; (5.18)

where C 00 is a positive constant depending only on n and 
0. Therefore, by using (5.17),

(5.18), (5.2), and (5.4), (5.16) implies that

 .0; "r=2/ � C"˛ .0; 2r/C C"

�

j�j.�4r /

rn�1

�
1

p�1

C C"!1.2r/

�
 

�4r

.jruj C s/2�p

�
1

2�p

C C"

j�j.�4r /

rn�1

 

�4r

.jruj C s/2�p:

By replacing "=4 and 2r with " and r respectively, we obtain

Corollary 5.5. Suppose that u 2 W
1;p

0 .�/ is a solution to (5.1) and x0 2 @�. Then for

" 2 .0; 1=4/, r � R1=2, and ˛, C , C" as above, we have

 .x0; "r/ � C"˛ .x0; r/C C"

�

j�j.�2r .x0//

rn�1

�
1

p�1

C C"!1.r/

�
 

�2r .x0/

.jruj C s/2�p

�
1

2�p

C C"

j�j.�2r .x0//

rn�1

 

�2r .x0/

.jruj C s/2�p:

(5.19)
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As in Section 3, for any x 2 x�, we define

�.x; �/ D inf
q2Rn

�
 

��.x/

jru � qj
0

�1=
0

and choose qx;r 2 R
n such that

�
 

�r .x/

jru � qx;r j
0

�1=
0

D inf
q2Rn

�
 

�r .x/

jru � qj
0

�1=
0

: (5.20)

We remark that our definition of � is invariant under any orthogonal change of coordinates

as in Definition 1.9 and that (3.12) still holds for any Lebesgue point x 2 � of the vector-

valued function ru from the same argument as in Section 3. Moreover, if we assume

u 2 C 1.x�/, then (3.12) actually holds for any x 2 x�.

5.1. Global pointwise gradient estimates

To prove the pointwise gradient estimate for p 2 . 3n�2
2n�1

; 2/, we choose 
0 D 2 � p and

"D ".n;p;�;˛/ 2 .0;1=4/ sufficiently small such that C"˛ � 1=4 for both constants C in

(3.13) and (5.19). Fix x0 2 @� and R � R1=2. For j � 0, set rj D "jR,�j D�2rj
.x0/,

Tj D

�
 

�j

.jruj C s/2�p dx

�
1

2�p

; �j D �.x0; rj /; and  j D  .x0; rj /:

Applying (5.19) yields

 j C1 �
1

4
 j C C

�

j�j.�j /

rn�1
j

�
1

p�1

C C
j�j.�j /

rn�1
j

T
2�p

j C C!1.rj /Tj :

Let j0 and m be positive integers such that j0 � m. Summing the above inequality over

j 2 ¹j0; j0 C 1; : : : ; mº and noting that �j �  j � CTj , we obtain

mC1
X

j Dj0

�j �

mC1
X

j Dj0

 j � CTj0
C C

m
X

j Dj0

�

j�j.�j /

rn�1
j

�
1

p�1

C C

m
X

j Dj0

j�j.�j /

rn�1
j

T
2�p

j C C

m
X

j Dj0

!1.rj /Tj (5.21)

for any x0 2 @� and R � R1=2.

On the other hand, according to (3.17),

mC1
X

j Dj0

�j � C�j0
C C

m
X

j Dj0

�

j�j.�j /

rn�1
j

�
1

p�1

C C

m
X

j Dj0

j�j.�j /

rn�1
j

T
2�p

j C C

m
X

j Dj0

!.rj /Tj (5.22)

for any x0 2 � and R > 0 such that rj0
D "j0R < dist.x0; @�/=2.
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We now define

�0
j D �8rj

.x0/; Zj D

�
 

�0
j

.jruj C s/2�p dx

�
1

2�p

:

Then we can obtain the following lemma.

Lemma 5.6. Suppose that u 2 W
1;p

0 .�/ is a solution to (5.1), x0 2 x�, and R � R1=6.

Then
mC1
X

j Dj0

�j � CZj0
C C

m
X

j Dj0

�

j�j.�0
j /

rn�1
j

�
1

p�1

C C

m
X

j Dj0

j�j.�0
j /

rn�1
j

Z
2�p
j C C

mC1
X

j Dj0

!1.rj /Zj ; (5.23)

where C is a constant depending only on n, p, �, and 
0.

Proof. First when x0 2 @�, since �j � �0
j , we have Tj � CZj . Thus (5.21) directly

implies (5.23). It remains to prove the lemma for x0 2 �. Since (5.22) holds when rj0
<

dist.x0; @�/=2, we only need to show that (5.23) holds when rj0
� dist.x0; @�/=2. Now

assume rj1
� dist.x0; @�/=2 and rj1C1 < dist.x0; @�/=2. By (5.22), we have

mC1
X

j Dj1C1

�j � C�j1C1 C C

m
X

j Dj1C1

�

j�j.�j /

rn�1
j

�
1

p�1

C C

m
X

j Dj1C1

j�j.�j /

rn�1
j

T
2�p

j C C

m
X

j Dj1C1

!.rj /Tj : (5.24)

By (5.4), we also have

�j1C1 �

�
 

�rj1C1
.x0/

jru � qx0;rj1
j
0

�1=
0

� C�j1
: (5.25)

Now for any j 2 ¹j0; j0 C 1; : : : ; j1º, rj � dist.x0; @�/=2. Choose y0 2 @� such that

d WD dist.x0; @�/ D jy0 � x0j, so that �rj
.x0/ � �3rj

.y0/ and �6rj
.y0/ � �8rj

.x0/.

Thus by using (5.21) at y0 2 @�, we have

j1
X

j Dj0

�j � C

j1
X

j Dj0

�.y0; 3rj /

� CYj0
CC

j1
X

j Dj0

�

j�j.�6rj
.y0//

rn�1
j

�
1

p�1

CC

j1
X

j Dj0

j�j.�6rj
.y0//

rn�1
j

Y
2�p

j CC

j1C1
X

j Dj0

!1.3rj /Yj

� CZj0
CC

j1
X

j Dj0

�

j�j.�0
j /

rn�1
j

�
1

p�1

CC

j1
X

j Dj0

j�j.�0
j /

rn�1
j

Z
2�p
j CC

j1C1
X

j Dj0

!1.rj /Zj ; (5.26)
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where

Yj WD

�
 

�6rj
.y0/

.jruj C s/2�p dx

�
1

2�p

:

Recall that !1 D ! C !0. Combining (5.24)–(5.26), we obtain (5.23).

Proof of Theorem 1.10. With (5.23) in place of (3.17), we can easily get the global point-

wise gradient estimate (1.18) using the same ideas as in the proof of Theorem 1.1.

5.2. Global Lipschitz estimates and modulus of continuity estimates of the gradient

Let x0 2 x� and 0 < R � R1. For any fixed ˛1 2 .0; ˛/, let ˛2 D .˛1 C ˛/=2, and choose

"D ".n;p;�; 
0; ˛;˛1/ 2 .0; 1=4/ sufficiently small such that "˛2 < 1=4 and C"˛�˛2 < 1

for both constants C in (3.13) and (5.19). Next we define

g1.x; r/ D
j�j.Br .x/ \ BR=2.x0//

rn�1
; h1.x; r/ D g1.x; r/

1
p�1 ;

!�
1 .r/ D !1.r/Œr � R=2�C !1.R=2/Œr > R=2�;

and

Og1.x; t/ D

1
X

iD1

"˛2ig1.x; "
�i t /; Mg1.x; t/ D

1
X

iD1

"˛1ig1.x; "
�i t /;

Oh1.x; t/ D

1
X

iD1

"˛2ih1.x; "
�i t /; Mh1.x; t/ D

1
X

iD1

"˛1ih1.x; "
�i t /;

O!1.t/ D

1
X

iD1

"˛2i!�
1 ."

�i t /; M!1.t/ D

1
X

iD1

"˛1i!�
1 ."

�i t /;

Indeed, we have

M!1.t/ D

1
X

iD1

"˛1i
�

!1."
�i t /Œ"�i t � R=2�C !1.R=2/Œ"

�i t > R=2�
�

DW Q!1.t/;

Mg1.x; t/ �

1
X

iD1

"˛1i
�

g.x; "�i t /Œ"�i t � R=2�C g.x0; R=2/Œ"
�i t > R=2�

�

;

Mh1.x; t/ �

1
X

iD1

"˛1i
�

h.x; "�i t /Œ"�i t � R=2�C h.x0; R=2/Œ"
�i t > R=2�

�

;

(5.27)

where the functions g and h are defined in (4.2).

Using the same iteration technique as in Lemma 4.1, we can deduce from (5.19) that

 .x; �/ � C

�

�

r

�˛2

 .x; r/C C Oh1.x; 2�/

C C Og1.x; 2�/.krukL1.�2r .x// C s/2�p

C C O!1.�/.krukL1.�2r .x// C s/ (5.28)

for any x 2 @�, B2r .x/ � BR=2.x0/, and 0 < � � r .
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Similarly, from (4.1) and the fact that ! � !1, we have

�.x; �/ � C

�

�

r

�˛2

�.x; r/C C Oh1.x; 2�/

C C Og1.x; 2�/.krukL1.�2r .x// C s/2�p

C C O!1.�/.krukL1.�2r .x// C s/ (5.29)

for any B2r .x/ �� �, B2r .x/ � BR=2.x0/, and 0 < � � r .

By combining (5.28) and (5.29), we will show the following estimates.

Lemma 5.7. Let x 2 x� and B2r .x/ � BR=2.x0/. There exists a constant C , depending

only on ", n, p, �, 
0, and ˛1, such that, for any 0 < � � r � R1, we have

�.x; �/ � C

�

�

r

�˛2

r�n=
0krukL
0 .�r .x// C C Mh1.x; �/

C C Mg1.x; �/.krukL1.�2r .x// C s/2�p

C C M!1.�/.krukL1.�2r .x// C s/; (5.30)

and

1
X

j D0

�.x; "j�/ � C

�

�

r

�˛2

r�n=
0krukL
0 .�r .x// C C

ˆ �

0

Mh1.x; t/

t
dt

C C.krukL1.�2r .x// C s/2�p

ˆ �

0

Mg1.x; t/

t
dt

C C.krukL1.�2r .x// C s/

ˆ �

0

M!1.t/

t
dt: (5.31)

To prove Lemma 5.7, we also need the following technical lemma.

Lemma 5.8. Let x; y 2 x� and p 2 .1; 2/. Then for g1; h1; Og1; Oh1; Mg1; Mh1; O!1; M!1 defined

as above, we have the following:

(i) There exist constants C1; C2 > 0, depending on ", n, p, ˛ and ˛1, such that for any

fixed x 2 x�, and any f 2 ¹ Og1.x; �/; Oh1.x; �/; O!1; Mg1.x; �/; Mh1.x; �/; M!1º, we have

C1f .t/ � f .s/ � C2f .t/ whenever 0 < "t � s � t:

(ii) There exists a constant C > 0, depending on ", n, p, ˛ and ˛1, such that for any

0 < "r � � � r with ��.x/ � �r .y/, and any F 2 ¹ Og1; Oh1; Mg1; Mh1º, we have

F.x; �/ � CF.y; r/:

(iii) For any 0 < � � r , there exists a constant C > 0, depending on ", n, p, ˛ and ˛1,

such that

�

�

r

�˛2

O!1.r/ � C M!1.�/;
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�

�

r

�˛2

Og1.x; r/ � C Mg1.x; �/;

�

�

r

�˛2

Oh1.x; r/ � C Mh1.x; �/:

Proof. We will only give the proof for g since the other cases are similar. Noting that

g1.x; s/ � "1�ng1.x; t/; g1.x; "t/ � "1�ng1.x; s/

whenever "t � s � t and Og1.x; t/� "�˛2 Og1.x; "t/, assertion (i) follows. Assertion (ii) fol-

lows similarly by observing that�"�i �.x/��"�i r .y/when i � 0 since��.x/��r .y/.

It remains to prove assertion (iii). Since 0 < � � r , there exists an integer j � 0 such that

"�j� � r < "�j �1�. Therefore, by part (i),
�

�

r

�˛2

Og1.x; r/ � C"˛2j Og1.x; "
�j�/

� C

1
X

j D0

1
X

iD1

"˛2.iCj /g1.x; "
�i�j�/

D C

1
X

kD1

k"˛2kg1.x; "
�k�/ � C Mg1.x; �/;

where we have used the fact that k"˛2k � C"˛1k in the last inequality, since ˛1 < ˛2.

Now we are ready to prove Lemma 5.7.

Proof of Lemma 5.7. Without loss of generality, we may assume x D 0. Note that if

r=16� �� r , then (5.30) follows from the definition of �. Hence we only need to consider

the case when 0 < � < r=16. We consider the following three cases:

r=4 � dist.0; @�/; dist.0; @�/ � 4�; 4� < dist.0; @�/ < r=4:

Case 1: r=4 � dist.0; @�/. Set r1 D r=16. Since B4r1
� �, from (5.29) we have

�.0; �/ � C

�

�

r1

�˛2

�.0; r1/C C Oh1.0; 2�/

C C Og1.0; 2�/.krukL1.�2r1
/ C s/2�p C C O!1.�/.krukL1.�2r1

/ C s/:

Thus we can easily get (5.30) from Lemma 5.8 and the fact that

�.0; r1/ � Cr�n=
0krukL
0 .�r /:

Case 2: dist.0;@�/� 4�. Choose y0 2 @� such that dist.0;@�/D jy0j. ThenB10�.y0/�

B14� � Br , and from (5.28) we have

�.0; �/ � C .y0; 5�/

� C

�

�

r

�˛2

 .y0; r=2/C C Oh1.y0; 10�/

C C Og1.y0; 10�/.krukL1.�r .y0// C s/2�p C C O!1.5�/.krukL1.�r .y0// C s/:
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Thus from the fact that �r .y0/ � �2r , �r=2.y0/ � �r , and �10�.y0/ � �14�, we get

(5.30) by using Lemma 5.8.

Case 3: 4� < dist.0; @�/ < r=4. Set r1 D dist.0; @�/=4 > �. Using (5.29), we obtain

�.0; �/ � C

�

�

r1

�˛2

�.0; r1/C C Oh1.0; 2�/

C C Og1.0; 2�/.krukL1.�2r1
/ C s/2�p C C O!1.�/.krukL1.�2r1

/ C s/:

On the other hand, choose y0 2 @� such that dist.0; @�/ D jy0j. Then Br1
� B5r1

.y0/;

Br .y0/ � B2r and from (5.28) we have

�.0; r1/ � C .y0; 5r1/

� C

�

r1

r

�˛2

 .y0; r=2/C C Oh1.y0; 10r1/

C C Og1.y0; 10r1/.krukL1.�r .y0// C s/2�p C C O!1.5r1/.krukL1.�r .y0// C s/:

Noting that �r .y0/ � �2r , �r=2.y0/ � �r , and �10r1
.y0/ � �14r1

, we get (5.30) by

combining the last two estimates and applying Lemma 5.8.

Finally, replacing � with "j� and summing in j , we get (5.31) by using Lemma 5.8

and the comparison principle of Riemann integrals.

Remark 5.9. We emphasize that Lemma 5.7 has a local nature. Indeed, it can be seen

from the proof that we only need the Dirichlet boundary condition u D 0 on @� \

BR=2.x0/ and C 1;Dini regularity of @� \ BR=2.x0/ for these estimates to hold. There-

fore, our Lipschitz estimates and modulus of continuity estimates, which will be deduced

from Lemma 5.7, also have a local nature.

Recall the definition of qx;r from (5.20) and keep (5.4) in mind. By following almost

the same proof of (4.7), we find that for any Lebesgue point x 2 � of the vector-valued

function ru and � 2 .0; R1�,

jru.x/ � qx;�j � C

1
X

j D0

�.x; "j�/; (5.32)

where C is a constant depending only on n and 
0.

Proof of Theorem 1.11. We will prove a boundary Lipschitz estimate

krukL1.�R=16.x0// � CkIR
1 .j�j/k

1
p�1

L1.�R.x0//
C CR� n

2�p





jruj C s






L2�p.�R.x0//

(5.33)

for any x0 2 @� and R � R1, assuming that

kIR
1 .j�j/kL1.BR.x0// < 1: (5.34)

Then (1.19) follows by a standard covering argument using (1.13) and (5.33). The proof

of (5.33) is similar to that of Theorem 1.3 so we will only focus on the differences.
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Step 1: The case when u 2 C 1.�R=2.x0//. With (5.31) in place of (4.6), using the same

iteration technique as in the proof of Theorem 1.3, we get the following estimate:

krukL1.�R=4.x0// C s � CR�n=
0krukL
0 .�R=2.x0//

C C sup
x2�R=2.x0/

ˆ R=2

0

Mh1.x; t/

t
dt C C sup

x2�R=2.x0/

�
ˆ R=2

0

Mg1.x; t/

t
dt

�
1

p�1

C Cs:

(5.35)

Using (5.27) and direct computations, we have

ˆ R=2

0

Mg1.x; t/

t
dt � C IR

1 .j�j/.x/C C
j�j.BR=2.x0//

Rn�1
;

ˆ R=2

0

Qh1.x; t/

t
dt � C.IR

1 .j�j/.x//
1

p�1 C C

�

j�j.BR=2.x0//

Rn�1

�
1

p�1

:

Therefore, from (5.35) and the fact that 
0 � 2 � p (cf. Lemma 5.2), we obtain

krukL1.�R=4.x0// � CkIR
1 .j�j/k

1
p�1

L1.�R.x0//
C CR� n

2�p





jruj C s






L2�p.�R.x0//
:

(5.36)

Step 2: The general case. We use an approximation argument with the aid of the regular-

ized distance introduced by Lieberman [15]. Here we refer to a modified version in [7].

Let d.�/ be the regularized distance defined in [7, Lemma 5.1] ( .�/ in that paper) and

�k D ¹x 2 � W d.x/ > 1=kº. Then from [7, Lemma 5.1], we know that�k has a smooth

boundary and the C 1;Dini-properties of @�k are the same as those of @� up to some con-

stant independent of k. We take a sequence ¹'kº of standard mollifiers and mollify � and

a by setting

�k.x/ D .� � 'k/.x/; x 2 �I ak.x/ D .a � 'k/.x/; x 2 �k :

We know that � 2 W �1;p0

.�R.x0// and therefore

k�k � �kW �1;p0
.�R.x0// ! 0:

Recalling that we have a C 1;Dini coordinate in �R.x0/ since R � R1, we can take a

sequence of cut-off functions �k 2 C1.Rn/ satisfying �k D 1 in�k=4 \BR.x0/, �k D 0

in .� n�k=2/ \ BR.x0/, and kr�kkL1 � 16k.

Next we let uk 2 u�k CW
1;p

0 .�k \ BR.x0// be the unique solution to

´

�div
�

ak.x/.jrukj2 C s2/
p�2

2 ruk

�

D �k in �k \ BR.x0/;

uk D u�k on @.�k \ BR.x0//:
(5.37)

Since uk D u�k D 0 onBR.x0/\@�
k , we can always assume uk 2 u�k CW

1;p
0 .�R.x0//

by taking the zero extension of uk in .� n�k/\BR.x0/. Since u D 0 on BR.x0/\ @�,
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by Hardy’s inequality we have

kur�kkLp.�R.x0// � 16kkukLp..�n�k=4/\BR.x0//

� Cku=dkLp..�n�k=4/\BR.x0// � CkrukLp..�n�k=4/\BR.x0// ! 0

as k ! 1. Therefore, we know that

ku � u�kkW 1;p.�R.x0// ! 0: (5.38)

Thus by choosing uk � u�k as a test function in (5.37), following the proof of (4.18),

and using (5.38), we can show that krukkLp.�R.x0// is uniformly bounded in k. Also,

choosing .uk � u�k/1�R.x0/ as a test function in (5.1) and (5.37), similarly we obtain

ˆ

�R.x0/

jV.ruk/ � V.ru/j2 dx ! 0 as k ! 1;

which again implies

ruk ! ru strongly in Lp.�R.x0//:

By the classical boundary regularity theory (see, for instance, [16]), we have

uk 2 C 1.�k \ BR=2.x0//:

Note that for sufficiently large k, there exists xk 2 BR.x0/ \ @�k such that jxk � x0j �

R=16. Thus BR=16.x0/� BR=8.xk/, BR=4.xk/� BR=2.x0/ and BR=2.xk/� B3R=4.x0/.

Therefore, using (5.36) in Step 1 and Remark 5.9, we get

krukkL1.�k\BR=16.x0// � krukkL1.�k\BR=8.xk//

� CkI
R=2
1 .j�kj/k

1
p�1

L1.�k\BR=2.xk//
C CR� n

2�p





jrukj C s






L2�p.�k\BR=2.xk//

� CkI
R=2
1 .j�kj/k

1
p�1

L1.�k\B3R=4.x0//
C CR� n

2�p





jrukj C s






L2�p.�k\B3R=4.x0//
:

By extracting a subsequence and taking the limit as k ! 1, we obtain (5.33).

Proof of Corollary 1.12. By testing (5.1) with u, following the proof of (4.18) we obtain

krukLp.�/ � Ck�k
1

p�1

W �1;p0
.Rn/

C Cs;

where p0 D p=.p � 1/. From [12, Theorem 1], we also have

k�kW �1;p0
.Rn/ � C

�
ˆ

Rn

W1
1;p.j�j/ d j�j

�
p�1

p

� CkI1
1.j�j/kL1.�/:

Therefore, Corollary 1.12 follows by combining (1.19), Hölder’s inequality, and the last

two inequalities.
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Now we turn to global modulus of continuity estimates of the gradient. Recall that we

fixed an " 2 .0; 1=4/ sufficiently small such that

C"˛�˛2 < 1 and "˛2 < 1=4

for both constants C in (3.13) and (5.19), where ˛ 2 .0; 1/ is the same constant as in

Theorem 2.1, ˛1 2 .0; ˛/, and ˛2 D .˛1 C ˛/=2. We also took R 2 .0; R1� and defined

Q!1.t/ D

1
X

iD1

"˛1i
�

!1."
�i t /Œ"�i t � R=2�C !1.R=2/Œ"

�i t > R=2�
�

;

QI
�
1.j�j/.x/ D

1
X

iD1

"˛1i
�

I
"�i �
1 .j�j/.x/Œ"�i� � R=2�C I

R=2
1 .j�j/.x/Œ"�i� > R=2�

�

;

QW
�

1=p;p
.j�j/.x/

D

1
X

iD1

"˛1i
�

W
"�i �

1=p;p
.j�j/.x/Œ"�i� � R=2�C W

R=2

1=p;p
.j�j/.x/Œ"�i� > R=2�

�

;

(5.39)

where I1 and W1=p;p are the Riesz and Wolff potentials defined in (1.9) and (1.11),

respectively.

Our global modulus of continuity estimate of the gradient is as follows.

Theorem 5.10. Assume the conditions of Theorem 1.11 and ˛1 2 .0; ˛/, where ˛ is the

constant in Theorem 2.1. Then there exist constants R1 D R1.R0; !0/ 2 .0; R0/ and

C D C.n;p; �; ˛1; !;R0; !0/ such that for any x0 2 x�, any R 2 .0;R1�, and any x; y 2

�R=4.x0/ that are Lebesgue points of the vector-valued function ru, we have

jru.x/ � ru.y/j

� CM1

��

�

R

�˛1

C

ˆ �

0

Q!1.t/

t
dt

�

C Ck QW
�

1=p;p
.j�j/kL1.�R=4.x0//

C CM
2�p
1 kQI

�
1.j�j/kL1.�R=4.x0//; (5.40)

where � D jx � yj, !1 D ! C !0, Q!1, QW1=p;p , and QI1 are defined in (5.39), and

M1 WD R� n
2�p





jruj C s






L2�p.�R.x0//
C kIR

1 .j�j/k
1

p�1

L1.�R.x0//
:

Proof. For any x; y 2 �R=4.x0/ that are Lebesgue points of ru and � > 0,

jru.x/ � ru.y/j
0

� jru.x/ � qx;�j
0 C jru.y/ � qy;2�j
0 C jqx;� � qy;2�j
0

� jru.x/ � qx;�j
0 C jru.y/ � qy;2�j
0

C jru.z/ � qx;�j
0 C jru.z/ � qy;2�j
0 :
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We set � D jx � yj, take the average over z 2 ��.x/, and then take the 
0-th root to get

jru.x/ � ru.y/j

� C jru.x/ � qx;�j
0 C C jru.y/ � qy;2�j
0 C C�.x; �/C C�.y; 2�/

� C

1
X

j D0

�.x; "j�/C C

1
X

j D0

�.y; 2"j�/C C�.x; �/C C�.y; 2�/

� C sup
y02�R=4.x0/

1
X

j D0

�.y0; 2"
j�/;

where we have used the fact that ��.x/ � �2�.y/ in the first inequality and (5.32) in the

second inequality.

If � < R=16, by using (5.31) with R=8 in place of r and the fact that

�R=4.y0/ � �R=2.x0/ 8y0 2 �R=4.x0/;

we obtain

jru.x/ � ru.y/j

� C

�

�

R

�˛2

krukL1.�R=2.x0// C C sup
y02�R=4.x0/

ˆ �

0

Mh1.y0; t /

t
dt

C C.krukL1.�R=2.x0// C s/2�p sup
y02�R=4.x0/

ˆ �

0

Mg1.y0; t /

t
dt

C C.krukL1.�R=2.x0// C s/

ˆ �

0

M!1.t/

t
dt: (5.41)

Clearly, (5.41) still holds when � � R=16. Using (5.27) and similar calculations to those

in the proof of Theorem 4.3, for any y0 2 �R=4.x0/ and � 2 .0; R=2/ we have

ˆ �

0

Mg1.y0; t /

t
dt � QI

�
1.j�j/.y0/C C

�

�

R

�˛1 j�j.BR=2.x0//

Rn�1
; (5.42)

ˆ �

0

Mh1.y0; t /

t
dt � QW

�

1=p;p
.j�j/.y0/C C

�

�

R

�˛1
�

j�j.BR=2.x0//

Rn�1

�
1

p�1

: (5.43)

Using (1.19), (5.42), and (5.43), the estimate (5.41) implies (5.40).
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