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Allen Seifert1
1Department of Astronomy and Astrophysics, University of California, Santa Cruz, 1156 High Street, Santa Cruz, CA 95064 USA
2Department of Astrophysical Sciences, Princeton University, 4 Ivy Lane, Princeton, NJ 08544, USA
3Department of Astronomy, Tsinghua University, Beijing 100084, People’s Republic of China
4Physics Department, Yale Center for Astronomy & Astrophysics, PO Box 208120, New Haven, CT 06520, USA
5Department of Astronomy and Astrophysics, University of Toronto, 50 St. George Street, Toronto ON, M5S 3H4, Canada
6Department of Physics and Astronomy, Washington State University, Pullman, WA 99163, USA
7The Ohio State University, Department of Physics, Columbus, OH 43210, USA
8The Ohio State University, Department of Astronomy, Columbus, OH 43210, USA
9Center for Cosmology and Astroparticle Physics, 191 West Woodruff Avenue, Columbus, OH 43210, USA
10School of Natural Sciences, Institute for Advanced Study, Princeton, NJ 08540, USA
11Department of Physics and Astronomy, Rutgers, The State University of New Jersey, 136 Frelinghuysen Road, Piscataway, NJ 08854, USA
12Center for Computational Astrophysics, Flatiron Institute, 162 Fifth Avenue, New York, NY 10010, USA
13Department of Physics, Indian Institute of Science Education and Research, Homi Bhabha Road, Pashan, Pune 411008, India
14Department of Astronomy, University of Michigan, Ann Arbor, MI 48109, USA
15Department of Physics, University of Surrey, Guildford, GU2 7XH, United Kingdom

5 April 2024

ABSTRACT

The Merian survey is mapping ∼ 850 degrees2 of the Hyper Suprime-Cam Strategic Sur-
vey Program (HSC-SSP) wide layer with two medium-band filters on the 4-meter Victor M.
Blanco telescope at the Cerro Tololo Inter-American Observatory, with the goal of carry-
ing the first high signal-to-noise (S/N) measurements of weak gravitational lensing around
dwarf galaxies. This paper presents the design of the Merian filter set: N708 (λc = 7080Å,
∆λ = 275Å) and N540 (λc = 5400Å, ∆λ = 210Å). The central wavelengths and fil-
ter widths of N708 and N540 were designed to detect the Hα and [OIII] emission lines of
galaxies in the mass range 8 < logM∗/M⊙ < 9 by comparing Merian fluxes with HSC
broad-band fluxes. Our filter design takes into account the weak lensing S/N and photometric
redshift performance. Our simulations predict that Merian will yield a sample of ∼ 85,000
star-forming dwarf galaxies with a photometric redshift accuracy of σ∆z/(1+z) ∼ 0.01 and an

outlier fraction of η = 2.8% over the redshift range 0.058 < z < 0.10. With 60 full nights
on the Blanco/Dark Energy Camera (DECam), the Merian survey is predicted to measure the
average weak lensing profile around dwarf galaxies with lensing S/N ∼ 32 within r < 0.5
Mpc and lensing S/N ∼ 90 within r < 1.0 Mpc. This unprecedented sample of star-forming
dwarf galaxies will allow for studies of the interplay between dark matter and stellar feedback
and their roles in the evolution of dwarf galaxies.
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1 INTRODUCTION

Dwarf galaxies are unique probes of the nature of dark matter and

baryonic processes such as stellar feedback (e.g. Collins & Read

2022; Lelli 2022; Battaglia & Nipoti 2022; Sales et al. 2022). Ex-

tensive studies of dwarf galaxies in the Local Group and beyond

have revealed a considerable scatter in many of their fundamental

properties (e.g. Bullock & Boylan-Kolchin 2017). Reliably char-

acterizing both the dark matter and baryonic components of these

galaxies is key to establishing a complete picture of dark matter on

small scales, understanding the threshold of galaxy formation, and

studying dark matter in dwarf galaxies.

For several decades, ΛCDM simulations have struggled to re-

produce the properties of observed dwarf galaxies (“Small-Scale

Challenges”, Bullock & Boylan-Kolchin 2017). These challenges

include the “Core-Cusp” (e.g. Flores & Primack 1994; Moore

1994), “Missing Satellites” (e.g. Klypin et al. 1999; Moore et al.

1999), and “Too-Big-to-Fail” (e.g. Read et al. 2006; Boylan-

Kolchin et al. 2011) problems. In recent years, simulations have

produced more realistic dwarf galaxies due to improvements in res-

olution and more physically-motivated treatments of stellar feed-

back (e.g., Brooks & Zolotov 2014; Wetzel et al. 2016; Brooks

et al. 2017). However, it remains unclear whether feedback pre-

scriptions are realistic enough. Indeed, reproducing both the distri-

bution of star-formation rates, and the observed scatter in dwarf ro-

tation curves, has proven challenging for ΛCDM simulations. This

is known as the “diversity” problem (e.g., Oman et al. 2015; Santos-

Santos et al. 2018; Roper et al. 2023). Non-CDM theories of dark

matter such as self-interacting, warm, and fuzzy dark matter (e.g.

Fry et al. 2015; Kamada et al. 2017; Robles et al. 2017; Fitts et al.

2019; Nadler et al. 2021) have been proposed as solutions to the

diversity problem. Alternatively, it is possible that the star forma-

tion feedback sub-grid models in simulations are not yet accurate

enough. Or, it could be that data themselves have been misinter-

preted. We know of at least one example, IC1613, where a com-

bination of stellar and HI gas kinematics show that its inclination

is systematically biased, driving an apparent scatter in the rotation

curve (e.g. Oman et al. 2016; Read et al. 2016; Collins & Read

2022). It is not clear, however, whether such effects can explain all

the observed diversity.

Improved measurements of the stellar-to-halo mass relation

(SHMR) for dwarf galaxies are important not only to understand

galaxy formation and evolution, but also to disentangle baryonic

effects from non-CDM theories of dark matter (e.g. Nadler et al.

2020; Munshi et al. 2021; Danieli et al. 2022). The SHMR is poorly

constrained on dwarf galaxy scales, even for massive dwarf galax-

ies (e.g., 8 < logM∗/M⊙ < 9), which are easier to detect com-

pared to fainter (lower mass) dwarfs (e.g. Miller et al. 2014; Hud-

son et al. 2015; Read et al. 2017; Posti et al. 2019; Read & Erkal

2019). The mass range 8 < logM∗/M⊙ < 9 is a “sweet spot” for

detecting correlations between the properties of a dwarf’s baryonic

matter, the slope of its inner dark matter halo, and its overall dark

matter halo mass (e.g., Di Cintio et al. 2014a,b; Relatores et al.

2019). Zoom-in hydrodynamical simulations, such as NIHAO and

FIRE-2, have revealed that baryonic feedback is able to efficiently

produce core-like density profiles for galaxies in the mass range

8 < logM∗/M⊙ < 9 (e.g. Mashchenko et al. 2008; Governato

et al. 2010, 2012; Pontzen & Governato 2012; Teyssier et al. 2013;

Wetzel et al. 2016; Tollet et al. 2016). We now have compelling ob-

servational evidence for such cusp-core transformations occurring

in nearby dwarf galaxies (Read et al. 2019; Bouché et al. 2022; De

Leo et al. 2023). Finally, ΛCDM simulations with pure dark matter

and observations also show differences in terms of the inner dark

matter halo kinematics at M∗ < 109M⊙ (Klypin et al. 2015; Pa-

pastergis et al. 2015). Constraining the SHMR at these mass scales

is therefore of great interest.

Measurements of the dark matter halos of dwarf galaxies are

key to understanding the dwarf population. Rotation curves have

been used to constrain dark matter halos for decades (e.g., Rubin

et al. 1978, 1980; Boylan-Kolchin et al. 2012; Oh et al. 2015). How-

ever, rotation curves only constrain the inner regions of dark mat-

ter halos, where most of the baryons are located (e.g., stars, gas,

globular clusters). A typical M∗ = 108.5M⊙ dwarf galaxy has a

light-weighted effective radius of ∼ 1 kpc, if not smaller (Eigen-

thaler et al. 2018). The halo radius R200m
1 for a M∗ = 108.5M⊙

galaxy is 90 − 150 kpc in simulations (e.g., Kravtsov 2013). This

means that the radial scales probed by rotation curves are typically

a factor of ∼20-30 smaller than the R200m. Any halo mass estimate

from rotation curves is therefore an extrapolation that relies on as-

sumptions about the shape of the dark matter profile (e.g., Buck-

ley & Peter 2018; McQuinn et al. 2022). For this reason, methods

for measuring the full dark matter halos of dwarfs will be of great

value.

A powerful way to directly probe total halo masses is via weak

gravitational lensing. In particular, the “galaxy-galaxy lensing”

technique measures the average weak lensing signal from back-

ground “source” galaxies around a sample of foreground “lens”

galaxies (e.g., Brainerd et al. 1996). Existing weak lensing mea-

surements have been limited to galaxies with M∗ > 109M⊙ (e.g.,

Leauthaud et al. 2012; Hudson et al. 2015; Dvornik et al. 2022).

Leauthaud et al. (2020) recently predicted that lensing surveys such

as the HSC Strategic Survey Program (HSC-SSP, e.g. Aihara et al.

2018), Euclid (Laureijs et al. 2011), the Roman Space Telescope

(Spergel et al. 2013), and the Legacy Survey of Space and Time

(LSST, Ivezić et al. 2019) with the Rubin Observatory, will be suf-

ficiently deep and wide to provide large samples of dwarf galaxies

out to z ∼ 0.2, enabling measurements of galaxy-galaxy lensing

for dwarf galaxies with high significance.

This paper focuses on a weak lensing survey for dwarf galax-

ies using the existing HSC-SSP survey. The HSC-SSP wide layer

is mapping ∼1000 deg2 down to i ∼ 26 mag in grizy (Aihara

et al. 2018). The 5σ depths for g, r, i, z, and y in the HSC-wide

field are 26.5, 26.1, 25.9, 25.1, 24.4 mag, respectively (Aihara et al.

2018). The HSC-SSP survey has both the required depth and area

coverage to select large samples of low redshift dwarfs (see more

details in Section 2). Note that several other existing surveys on the

Dark Energy Camera (DECam) also have the ability to detect large

samples of dwarf galaxies for lensing. For example, the Dark En-

ergy Survey (DES, Abbott et al. 2021) covers ∼5000 deg2 down

to i ∼ 23.8 (10σ depth). The DECam Local Volume Exploration

survey (DELVE, Drlica-Wagner et al. 2022) covers ∼17,000 deg2

down to i ∼ 23.5 (5σ depth). Both of these two surveys could

also form large samples of dwarf galaxies below z ∼ 0.2 that are

comparable to HSC-SSP or even larger, benefiting from their wide

survey areas. However, our decision to utilize the HSC-SSP survey

in this work is due to several other reasons. First, the weak lens-

ing measurements require not only a large sample of lens galaxies,

but also a large sample of source galaxies. Accurate galaxy shape

measurements of these distant sources are crucial for lensing anal-

ysis. Imaging surveys with a better Point Spread Function (PSF)

1 The radius enclosing an overdensity of 200 times the mean matter density

of the universe.
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The Merian Filter Set 3

have less smearing effect, which could provide more precise shape

measurements. Among the three existing deep and wide surveys

mentioned above, HSC-SSP has the best PSF (i-band median see-

ing ∼0.61 arcsec) compared to DES (i-band median seeing ∼0.88

arcsec) and DELVE (i-band median seeing ∼1.02 arcsec). Further-

more, HSC-SSP is also deeper than the other two surveys, which

means it can detect more source galaxies at higher redshifts. The

high number density of the source galaxies in HSC-SSP will also

help with the lensing measurements. Therefore, we choose to use

the HSC-SSP survey to compile our dwarf galaxy sample for lens-

ing in this work.

Although HSC-SSP is deep enough to detect a large sample

of dwarf galaxies, their broad-band photometric redshifts are not

optimized for dwarf galaxies at low redshifts. Weak lensing mea-

surements usually need redshifts for lens galaxies with an accuracy

of ∆z < 0.2, but the typical photo-z precision at z ∼ 0.1 from

broad-band surveys with grizy bands (such as HSC) is ∆z ∼ 0.5
(Tanaka et al. 2018; Speagle et al. 2019). This is because the HSC

filter set does not span the 4000Å break at low redshifts. Further-

more, most dwarf galaxies in the mass range 8 < logM∗/M⊙ < 9
are star-forming (Geha et al. 2012; Mao et al. 2021) and do not have

a prominent 4000Å break. Thus, the inclusion of u-band data would

not guarantee accurate redshifts for star-forming dwarf galaxies. In

some cases, imaging-based machine learning methods can be used

to improve redshift estimates. For example, Darragh-Ford et al.

(2022) trained a Convolutional Neural Network (CNN) with broad-

band images from the Dark Energy Camera Legacy Survey (DE-

CaLS, Dey et al. 2019) to select dwarf galaxies at z < 0.03.

This method achieved a 90% completeness, but with only 20% ef-

ficiency. Although their efficiency is higher than traditional pho-

tometric methods (∼ 1%), this method still requires spectroscopic

follow-up observations.

Narrow and medium band filters have also been used with

great success to improve redshift estimates. This approach takes

advantage of the fact that narrow/medium-band filters can be used

to isolate specific spectral features, such as emission lines or ab-

sorption features, which provide additional redshift information.

By integrating these features into the photometric redshift estima-

tion procedure, redshift estimates can be significantly improved,

particularly for galaxies with strong emission lines. This technique

has been successfully applied in a number of imaging surveys, such

as the COSMOS survey (Ilbert et al. 2009; Laigle et al. 2016), the

ALHAMBRA survey (Moles et al. 2008), the PAU survey (Benı́tez

et al. 2009), the J-PAS survey (Benitez et al. 2014), the S-PLUS

survey (Mendes de Oliveira et al. 2019), the SILVERRUSH sur-

vey (Ouchi et al. 2018), the LAGER survey (Zheng et al. 2017,

2019), and the ODIN survey (Lee et al. 2024). In this paper, we

present the design and optimization of a dual filter system on DE-

Cam to detect the emission lines of dwarf galaxies in the range

8 < logM∗/M⊙ < 9 in the HSC-SSP fields.

The Merian survey23 is an ongoing large imaging survey with

60 nights on the Victor M. Blanco 4-m telescope at the Cerro

Tololo Inter-American Observatory (CTIO). Merian uses imaging

in two medium-band filters to build a sample of dwarf galaxies at

2 Honoring 17th century Maria Sibylla Merian (1647, 1717), one of the

first female entomologists and naturalists. Her fascination with the world of

tiny things combined with unique observational skills led to a number of

important discoveries, including the previously unknown metamorphosis of

caterpillars into butterflies.
3 https://merian.sites.ucsc.edu/

0.058 < z < 0.10. Merian will image ∼ 850 deg2 of the HSC-

SSP survey and is expected to detect ∼ 85,000 dwarf galaxies in

the mass range 8 < logM∗/M⊙ < 9. This paper presents the

design of the Merian filters. Merian will yield the first high S/N

weak lensing profile measurements for dwarf galaxies. HSC-SSP

imaging data will also provide exquisite measurements of dwarf

sizes, shapes, stellar masses, and star-formation rates. The Merian

Survey design, observing strategy, data reduction, and preliminary

data products will be presented in a companion paper (Danieli et

al., in prep).

This paper is organized as follows. The data and sample used

to design the Merian filters are described in Section 2. The filter

design methodology is presented in Section 3. Section 4 shows the

filter optimization results and the expected photo-z performance.

Section 5 describes the construction of the Merian filter set, and

shows the performance of two Merian filters using an early re-

duction of the Merian data. Section 6 presents a summary and our

conclusions. We adopt a flat ΛCDM cosmology with H0 = 70 km

s−1 Mpc−1, Ωm = 0.3 and ΩΛ = 0.7. We use physical units for the

galaxy-galaxy lensing observable ∆Σ. All magnitudes are in the

AB system (Oke & Gunn 1983).

2 DATA USED FOR FILTER DESIGN

In this section, we introduce the data set used to design the Merian

dual filter system. We show the basic observational properties of

a mass complete sample of dwarf galaxies within a target mass

and redshift range drawn from the COSMOS2015 catalog. We also

build a model SED library for our target dwarf galaxies by fitting

the 30-band photometry from the COSMOS2015 catalog to predict

the fluxes of these dwarf galaxies in different filter designs.

2.1 The COSMOS catalog

To predict the S/N of fluxes of dwarf galaxies in different filter

designs, we first need a sample of dwarf galaxies (our truth table)

to fully understand their observational properties. This truth table

should contain extensive photometric data, redshift measurements,

and be deep enough to be complete in the stellar mass and redshift

range of interest (8 < logM∗/M⊙ < 9 and z < 0.2).

We use the COSMOS2015 catalog as our baseline for under-

standing the properties of dwarfs to inform our analysis. The COS-

MOS2015 catalog (Laigle et al. 2016) offers a wealth of deep multi-

wavelength photometric data over 2 deg2 in the COSMOS field

(Scoville et al. 2007) and contains nearly 500,000 objects. It com-

bines photometry from X-ray (Chandra, Civano et al. 2016), near-

UV (GALEX, Zamojski et al. 2007), optical (CFHT/MegaCam,

Subaru COSMOS-20, and Hyper-Suprime-Cam, Taniguchi et al.

2007, 2015; Miyazaki et al. 2018), near-IR (UltraVISTA, Mc-

Cracken et al. 2012), mid-IR (MIPS/Spitzer, Le Floc’h et al. 2009),

and far-IR (PACS/Herschel and SPIRE/Herschel, Lutz et al. 2011;

Oliver et al. 2012). The UV and optical photometry achieve a 3σ
depth of at least 25 mag. We obtain photometric redshifts (zPDF),

stellar masses (MASSMED), half-light radii, and star-formation

rates (SFR) from the COSMOS2015 catalog (Laigle et al. 2016).

We start with galaxies (TYPE=0) within the 2 deg2 COSMOS area

from the COSMOS2015 catalog (FLAG COSMOS=1), and then se-

lect galaxies with reliable photometric redshifts in the UltraVISTA

area (FLAG HJMCC=0), not influenced by artifacts around sat-

urated objects (FLAG PETER=0). We obtain the half-light radii

MNRAS 000, 000–000 (0000)
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signal that we predict is the excess surface mass density ∆Σ, which

is defined as:

∆Σ(r) ≡ Σ(< r)− Σ(r) = Σc × γt(r), (1)

where Σ(< r) is the mean surface density within proper radius r,

Σ(r) is the azimuthally averaged surface density at radius r, Σc is

the critical surface mass density, and γt(r) is the tangentially pro-

jected shear (e.g. Miralda-Escude 1991; Wilson et al. 2001; Leau-

thaud et al. 2012). The lensing S/N depends on the number of lens

galaxies (in our case, these are the target dwarf galaxies) and the

number density of source galaxies. The number of lens galaxies is

determined by the area and volume of the medium band survey. The

redshift range of the survey is set by the wavelength range of the

filter.

We use the HSC-SSP wide layer for the basis for our predic-

tions. To predict the number of lens galaxies, we assume a survey

area that can take on a maximum value of 1000 deg2. We use the

COSMOS2015 stellar mass function to compute the number den-

sity of dwarf galaxies given redshift range within the mass range

8 < logM∗/M⊙ < 9. The combination of the galaxy number

density and the survey volume gives the number of lens galaxies.

For source galaxies, we assume the HSC S16A source density and

a mean redshift of ⟨zs⟩ = 0.81 (e.g. Hikage et al. 2019).

We compute the predicted lensing uncertainties for ∆Σ using

the same methodology described in Singh et al. (2017). Here we

briefly summarize the salient features of this computation and refer

the reader to Singh et al. (2017) for further details. The Gaussian

covariance for the galaxy–galaxy lensing measurement ∆Σ within

a projected separation r is given by:

Cov(∆Σ(r),∆Σ(r′)) ≈
Σ2

c(χs, χg)

VW

∫

dk⊥k⊥J2(k⊥r)

J2(k⊥r
′)

[(

Pgg(k⊥) +
1

ng

)(

Pκκ(k⊥) +
σ2

ns

)

+ P 2
gκ(k⊥)

]

,

(2)

where Σc is the critical surface density, χg and χs are the comoving

distances to lens and source galaxies, VW is the physical volume

of the survey, k⊥ is the wave vector perpendicular to the line-of-

sight, J2 is the second-order spherical Bessel function, Pgg is the

lens galaxy power spectrum, σ is the shape noise, ns is the source

galaxy density, ng is the lens galaxy density, σ2

ns

is the shape noise

term, and 1
ng

is the lens galaxy shot noise term. For the power spec-

trum, we use the HaloFit nonlinear power spectrum (Smith et al.

2003; Takahashi et al. 2012). For the lens galaxy power spectrum

Pgg , we use linear galaxy bias with the non-linear matter power

spectrum. The galaxy-matter power spectrum (Σ2
cPgκ) is obtained

by direct inverse Hankel transform of ∆Σ. The convergence power

spectrum, Pκκ in units of P (k) is given by:

Pκκ(k⊥) =

∫ χs

0

dχ
ρ2

Σ2
c(χs, χ)

Pmm(k⊥
χg

χ
), (3)

where ρ is the mean density and Pmm is the matter power spectrum.

These ∆Σ errors include all the terms needed to describe the

Gaussian covariance. We do not account for the effects due to selec-

tion functions or complicated survey masks. We also ignore contri-

butions from the connected covariance which includes super sam-

ple covariance, as well as the trispectrum between galaxies and

shear. These ignored terms will result in an overestimated lensing

S/N by up to ∼25%, hence we apply a ∼25% reduction in our lens-

ing S/N estimates. The exact normalization of this calculation is not

important for this paper since the filter design uses relative compar-

isons between S/N estimates. For further details, please see Singh

et al. (2017); Leauthaud et al. (2020).

3.3 Simulating Filter Performance

We now describe our method for predicting the performance of

various Hα filter designs and optimizing the filter central wave-

length (λc) and full width at half maximum FWHM (∆λ) based

on the optimization criteria presented in Section 3.1. As discussed

in Section 2.3, some dwarf galaxies in the Initial Dwarf Sample

are extended sources in HSC. In order to more realistically predict

the fluxes and uncertainties for dwarf galaxies in different filter de-

signs, we generate mock images to run the filter optimization. We

generate dwarf mock images as follows.

• For each Hα filter design (a combination of λc and ∆λ), we

re-assign physical properties for every dwarf galaxy in the Initial

Dwarf Sample. We consider the redshift range corresponding to a

given filter choice. The redshift range is derived from the wave-

length range given λc and ∆λ for the Hα emission line. We then

assign a random redshift to every galaxy in the Initial Dwarf Sam-

ple drawn uniformly from the redshift range of a given filter choice.

We convert physical sizes in kpc to apparent sizes in arcsec using

size estimates from the COSMOS ACS catalog. We then convert

the SED from the rest-frame to the observed-frame using this newly

assigned redshift and then compute fluxes in the HSC broad bands

and the Merian Hα band.

• We create dwarf galaxy images assuming that the light profiles

of our target dwarf galaxies follow circular exponential profiles

with a face-on orientation. The choice of orientation is a conser-

vative assumption since it corresponds to the lowest S/N of fluxes

due to minimum surface brightness. We create mock postage stamp

images for these galaxies with a given exposure time and the instru-

mental parameters of DECam using the galaxy image simulation

tool Galsim (Rowe et al. 2015). We assume a fixed 1.0 arcsec

seeing and dark time condition. The sky background is added us-

ing a model optical sky spectrum for CTIO. Mock fluxes and S/N

values were checked against the Exposure Time Calculator (ETC)

provided by DECam.

• We generate dwarf galaxy images with and without emission

lines (i.e. continuum only) for each filter design, assuming the same

spatial distributions for the continuum and emission line regions.

We then use the photometry code SEP (Barbary et al. 2015) to

measure the total fluxes of galaxies. We use FLUX AUTO from SEP

as well as the associated flux uncertainties (FLUXERR AUTO). The

flux with emission lines is noted FluxEL and the flux without emis-

sion lines is noted FluxCONT.

At this stage, we assume that galaxy centroids are known,

since the position of galaxies can be well-determined from the

deeper broad-band survey data. Indeed, Merian aims to take advan-

tage of the deeper HSC photometry to perform forced photometry

on the shallower medium band images. We now need a criterion to

determine if the emission line of a dwarf galaxy has been detected

in the medium band filters. We consider an emission line to be de-

tected if FluxEL−FluxCONT > 5×FluxerrEL where FluxerrEL

is the FLUXERR AUTO for images with emission lines.

We run image simulations for different filter designs with λc

corresponding to Hα at 0.02 < z < 0.2 and ∆λ values between

100Å and 400Å, and starting with 600-second exposures on DE-

Cam. The upper limit of the total survey area is set to be 1000 deg2

MNRAS 000, 000–000 (0000)



The Merian Filter Set 9

Table 1. Characteristics of the final Merian N708 and N540 filters and

Merian survey design.

N708 (Hα) N540 ([OIII])

Central wavelength λc (Å) 7080 5400

Filter width ∆λ (Å) 275 210

Exposure time (min) 40 60

Nnights 24 36

Redshift range 0.058 < z < 0.10
Mass range 8 < logM∗/M⊙ < 9

Survey area (deg2) 864

Expected number of dwarfs 85,447

Lensing S/N at r < 0.5 Mpc 32

Lensing S/N at r < 1.0 Mpc 90

given the size of the HSC-SSP wide layer. During the optimiza-

tion, if the detected dwarf fraction is below 80%, we increase the

exposure time by 300s. Longer exposure times result in smaller

survey areas at a fixed total number of nights. Note that the filter

design does not depend on the total number of nights, only the pre-

dicted lensing S/N depends on the number of nights. We adopt 24

full nights for the Hα filter design, which is the actual number of

nights allocated to the Hα filter for Merian. In practice, Merian has

60 full nights in total, where 36 nights are dedicated to the [OIII]
filter (see Section 4.1 for details).

We use the stellar mass function from Davidzon et al. (2017)

to compute the number of dwarf galaxies with 8 < logM∗/M⊙ <
9 in the redshift range corresponding to each filter design. We mul-

tiply the total number of galaxies by 80% to roughly account for

the expected sky area loss due to bright stars (e.g., Leauthaud et al.

2007; Heymans et al. 2012; Coupon et al. 2018). For each filter de-

sign, we compute the total number of detected dwarf galaxies, and

the survey area assuming 24 full nights on DECam for the Hα fil-

ter. The lensing S/N is then computed using the method described

in section 3.2 based on the corresponding redshift range and the

total number of dwarf galaxies (which serve as lens galaxies).

4 FILTER OPTIMIZATION RESULTS

In this section, we present the optimization of the Hα filter fol-

lowing the methodology described in Section 3. We then explain

the design process for the matched [OIII] filter and for the final

joint design. To evaluate the dwarf identification success rate in

the target redshift range, we compute mock photometry in the final

Merian Hα and [OIII] filter designs. We use mock photometry for

Merian (medium band) and HSC (broad band) to predict photo-z
performance.

4.1 Predicted lensing S/N and Merian filter design

We now present the results of the filter optimization. Figure 6 dis-

plays ∆λ vs. λc where λc has been converted into the correspond-

ing redshift zc for Hα. Colors in the left panel indicate the pre-

dicted lensing S/N within 0.5 Mpc. Colors in the right panel in-

dicate the total number of detected dwarf galaxies for each filter

design. The predicted lensing S/N peaks at S/N ∼ 32 with a filter

width of ∆λ ∼ 300Å and a filter center at zc ∼ 0.08 in units of

Hα redshift, assuming a fixed observing time of 24 full nights on

DECam.

In general, the lensing S/N decreases above zc ∼ 0.1. This

is because higher redshift galaxies need longer exposure times

which results in a smaller survey area, volume, and therefore

also a smaller lens sample. We run the optimization for Hα be-

tween 0.02 < zc < 0.2 but Figure 6 only shows the results for

0.02 < zc < 0.13 because the lensing S/N continues to decrease

at zc > 0.13. The lensing S/N also decreases below zc ∼ 0.05.

This is the result of the fixed area of the HSC-SSP wide layer. In-

deed, while lower redshift dwarf galaxies are easier to detect with

shorter exposure times, the volume becomes limited by the fact that

HSC has a fixed area of ∼ 1000 deg2. Note that a similar optimiza-

tion applied to the Rubin LSST survey might prefer lower redshifts

due to the wider area that will be available from LSST (Ivezić et al.

2019).

In the optimization procedure, for simplicity, we do not mea-

sure photo-z’s for every filter design. Instead, we measure the fluxes

for mock dwarfs with and without emission lines (i.e. continuum

only) and characterize the strength of the detection based on the

difference between the two. However, in practice we do not have

the fluxes for the continuum underlying Hα, only the HSC broad-

band photometry. The closest broad-band filters would inevitably

also include emission lines, which means we do not have a clean

continuum to subtract. Therefore, we rely on the photo-z/SED fit-

ting procedure to produce a reliable model of Hα continuum to fit

the Hα emission correctly and also to determine redshifts. The re-

liability of the model continuum from this fitting process depends

on the photometric precision of Merian and HSC, which is diffi-

cult to predict without a comprehensive understanding of the real

data. In general, it is not easy to achieve accurate, unbiased, and

consistent photometry at the 0.1 mag level for galaxies at i ∼ 23 in

large imaging surveys (Huang et al. 2018). Therefore, in practice,

we need the magnitude difference between our medium-band and

broad-band filter to be large enough to not be affected by systemat-

ics in the photometry.

Figure 7 shows the mock magnitude difference between i-
band and a series of filters with central wavelength set to 7080Å

and different filter widths for the Initial Dwarf Sample. We choose

the central wavelength to be 7080Å for Figure 7 because our fi-

nal Hα filter design is centered at 7080Å. The red, blue, and grey

shaded areas in Figure 7 show the 66.7%, 80%, and 90% width of

the magnitude difference distribution, while the black curve shows

the median. Narrower filters include less continuum and hence cor-

respond to larger magnitude differences. As shown in Figure 7, the

filter design corresponding to the lensing S/N peak (∆λ ∼ 300Å,

zc ∼ 0.08) in Figure 6 has a fairly large i − N708mock color.

90% of the dwarfs in this filter have i − N708mock > −0.1 and

50% of the dwarfs have i − N708mock > 0.1. As expected, the

i − N708mock color continues to decrease as the filter width be-

comes wider because the continuum contributes more to the total

flux, thereby decreasing the detection of the Hα emission line. Our

final filter design for N708 (λc = 7080Å, ∆λ = 275Å) is shown

as a vertical dashed line in Figure 7 and with black stars in Fig-

ure 6. In practice, we adjusted the filter width of the final Merian

Hα filter design from 300Å to 275Å because of the [OIII] matched

filter. This is now discussed below.

The purpose of a second Merian filter (targeting [OIII]) is to

reduce contamination and improve Merian redshifts. The combina-

tion of the Hα and [OIII] matched filter set will help to limit inter-

lopers from higher redshifts. For example, with a single filter de-

sign, the [OIII] emission line moving into the Hα filter will cause

contamination from galaxies at z ∼ 0.4 (see Section 4.2 for more

discussion). The wavelength range of the [OIII] filter is set to match

the redshift range probed by the Hα filter. The predicted S/N of the
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suming a fixed observing time of 60 full nights (24 for Hα and 36

for [OIII]) on DECam. The exposure times for the Hα and [OIII]
filters are estimated by requiring the same depth according to our

image simulations.

• Using mock data we predict that Merian may be able to mea-

sure redshifts using 7-band photometry with a photometric redshift

accuracy of σ∆z/(1+z) ∼ 0.01 and an outlier fraction of η = 2.8%
with excellent completeness and purity (89% and 90%) for dwarf

galaxies with 8 < logM∗/M⊙ < 9 at 0.058 < z < 0.10.

In this paper we also show early Merian photometry from our

first year internal data release. We show that the emission lines are

indeed detected in Merian filters with trends that mimic those pre-

dicted by our simulations. Science-ready photometry and photo-

z measurements are actively under development and will be pre-

sented in future work.

The large sample of ∼ 85,000 star-forming dwarf galaxies that

will be discovered by Merian will also allow for a wealth of ancil-

lary studies of the properties of dwarf galaxies. This method of ef-

ficiently selecting low redshift dwarf galaxies from large imaging

surveys can also be considered for other future imaging surveys,

such as Euclid (Laureijs et al. 2011), Nancy Grace Roman tele-

scope (Spergel et al. 2013), and the Legacy Survey of Space and

Time (LSST) with the Rubin Observatory (Ivezić et al. 2019).
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