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Abstract The fate of nutrients and contaminants in fluvial ecosystems is strongly affected by the mixing
dynamics between surface water and groundwater within the hyporheic zone, depending on the combination

of the sediment's hydraulic heterogeneity and dune morphology. This study examines the effects of hydraulic
conductivity stratification on steady-state, two-dimensional, hyporheic flows and solute residence time
distribution. First, we derive an integral transform-based semi-analytical solution for the flow field, capable

of accounting for the effects of any functional shape of the vertically varying hydraulic conductivity. The
solution considers the uneven distribution of pressure at the water-sediment interface (i.e., the pumping process)
dictated by the presence of dune morphology. We then simulate solute transport using particle tracking. Our
modeling framework is validated against numerical and tracer data from flume experiments and used to explore
the implication of hydraulic conductivity stratification on the statistics and pdf of the residence time. Finally,
reduced-order models are used to enlighten the dependence of key residence time statistics on the parameters
characterizing the hydraulic conductivity stratification.

1. Introduction

The exchange of water and solutes across the streambed interface regulates biogeochemical and ecological
processes in fluvial systems (Boano et al., 2008; Tonina, 2012). Stream waters downwell into the sediment and
exit back into the stream at upwelling zones resulting in what is known as the hyporheic exchange (Elliott &
Brooks, 1997; Packman et al., 2000; Savant et al., 1987). The hyporheic exchange is one of the key mechanisms
driving solute and oxygen-rich stream waters into the sediments, thus generating hydraulic and chemical gradi-
ents that sustain an ecosystem (Bencala & Walters, 1983; Findlay, 1995). The hydrodynamics in the hyporheic
zone is mainly controlled by two factors: (a) the spatiotemporal dynamics of the near-bed energy heads generated
primarily by stream hydro-morphology (i.e., the pumping process) and (b) the spatial heterogeneity of hydraulic
conductivity field within the streambed sediment (Nelson et al., 2019; Ryan & Boufadel, 2006; Su et al., 2020).

Many works have proposed models to predict the flow field within the hyporheic zone induced by the morphol-
ogy of the streambed. For example, Elliott and Brooks (1997) provide a physically based model together with
an analytical solution to analyze the effects of dune morphology on the exchange of solutes in a hyporheic
zone characterized by a homogeneous bed of infinite thickness. Extensions of the analysis carried out by Elliott
and Brooks (1997) for a finite bed thickness are also reported in the literature for dune morphology (Packman
et al., 2000), pool-riffle morphology (Marzadri et al., 2010; Tonina & Buffington, 2007) and stream meanders
(Boano et al., 2010; Stonedahl et al., 2013). The interaction between the hyporheic and groundwater fluxes can
also impact the solute residence time distribution (hereafter RTD). Boano et al. (2008) investigated the effect
of groundwater inflow on the reduction of the hyporheic zone volume, whereas Fox et al. (2016) measured the
impact of groundwater losing and gaining flow conditions on hyporheic exchange fluxes through laboratory
flume experiments. Marzadri et al. (2016) derived an analytical solution for the hydraulic head and the hyporheic
flow field under gaining/losing groundwater flow conditions considering homogeneous streambed sediments. All
of the above-mentioned works rely on the classic Téth approach, which replaces the streambed surface topogra-
phy with a flat surface (T6th, 1963). The key assumption employed by Té6th (1963) is that the magnitude of the
scale of the topographical undulations is much smaller than the vertical scale of the flow domain. The validity of
this assumption was rigorously investigated through the use of perturbation theory (Frei et al., 2019).

Compared to previous studies that aimed to examine the effects of pumping, research focused on the role of
hydraulic conductivity heterogeneity on hyporheic exchange is limited and often characterized by different
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findings reflecting diverse assumptions and boundary conditions. Often, especially when considering the reach
or watershed scales, the effects of streambed heterogeneity are neglected because of a combination of data
paucity (crucial to characterize the hydraulic conductivity) and easiness of calculation. Most studies focusing
on the impact of conductivity heterogeneity on solute exchange pathways and the RTD rely on the numerical
solution of the governing equations (Cardenas et al., 2004; Fox et al., 2016; Hester et al., 2013; Jiang et al., 2020;
Salehin et al., 2004; Sawyer & Cardenas, 2009; Su et al., 2020; Tonina et al., 2016; Trauth et al., 2013); thus
indicating the complexities associated with the mathematical treatment of flow and transport through heteroge-
neous porous media. An interesting case occurs when streambed heterogeneity is determined by the morphol-
ogy evolutionary cycle (i.e., categorical heterogeneity), reflecting in a layered structure of the hyporheic zone
dictated by the sedimentary facies architecture (e.g., Buffington & Montgomery, 1999, and reference therein).
Within this context, Jiang et al. (2020) utilized numerical simulations to show how a low-permeability layer
in a stratified streambed impacts the vertical spreading of a solute plume. Analytical solutions can be derived
depending on the conceptualization of sediment heterogeneity. For example, Marion et al. (2008) proposed an
analytical solution for the hyporheic flow in a two-layer streambed under the T6th assumption and they imposed
the continuity of the hydraulic head at the interface of both layers without considering the continuity of the flux
condition.

In this work, we derive a computationally efficient modeling framework (validated against numerical and exper-
imental data) to study how the stratified structure of the streambed hydraulic conductivity impacts the flow field
and the solute RTD within the hyporheic zone. Different than previous works, we derive a semi-analytical expres-
sion for the spatially variable flow field within the hyporheic zone. We conceptualize the heterogeneous structure
of the hyporheic zone through a single-domain mathematical formulation. In other words, one can represent the
fluctuations of the hydraulic properties of the medium through spatially variable coefficients in the governing
flow equation (e.g., de Barros & Cotta, 2007; de Barros et al., 2006). This avoids the need to couple the solutions
of the flow equation at different layers with interface boundary conditions. The derived solution is based on
integral transforms (Cotta, 1993; Mikhailov & Ozisik, 1994) and takes into account any functional shape of the
vertically varying hydraulic conductivity. To exemplify our approach, we adopt a four-parameter logistic-type
function to mimic the hydraulic conductivity vertical profile. We observe that by varying the parameters of
this logistic-type function, we can reproduce a wide range of stratified structures, including the sand and gravel
alluvial formations observable in the field. Subsequently, we combine the semi-analytical flow solution with
particle tracking simulations to investigate how the conductivity contrasts in a two-layered and a three-layered
formation impact the statistics and the probability density function (hereafter pdf) of the residence time. Finally,
we construct reduced-order models (hereafter ROMs) to express the variability of key residence time statistics
in terms of the parameters of the logistic-type function characterizing the conductivity profile. We employ a
class of ROMs, namely the Polynomial Chaos Expansion (hereafter PCE) (Ghanem & Spanos, 1991; Xiu &
Karniadakis, 2002), which has been used for uncertainty quantifications and global sensitivity analysis under
different hydrological settings and applications (e.g., Ciriello & de Barros, 2020; Ciriello et al., 2017, 2019;
Oladyshkin et al., 2012).

The paper is organized as follows: in Section 2, the problem formulation is presented, while Section 3 is devoted
to the derivation of the novel semi-analytical solution of the hyporheic flow field and the use of particle track-
ing to characterize solute transport in terms of residence time, Section 4 is dedicated to the application of the
proposed model to investigate the implications of the conductivity contrasts in a two-layered and a three-layered
formation on the RTD and Section 5 is devoted to the use of the ROMs to fully characterize the dependence of
key residence time statistics on the parameters defining the conductivity profile. Finally, Section 6 provides a
summary of the results.

2. Physical Formulation

The problem formulation consists of the mathematical description of the flow field within the hyporheic zone and
the transport problem. We start by considering a steady-state two-dimensional (2-D) flow field within a spatially
heterogeneous streambed where the Cartesian coordinate system is given by x = (x, z) (see Figure 1). Heterogene-
ity stems from the vertical variability of the hydraulic conductivity K = K(z). In our work, we follow the approach
proposed by Téth (1963) and Packman et al. (2000), where the hyporheic flow is induced by dune-like bedforms
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Figure 1. Schematic illustration of the problem analyzed. Solute particles enter the hyporheic zone through the downwelling
zone (I"))) and exit through the upwelling zone (I" ;). The shape of the pdf of the residence time of each solute particle

within the hyporheic zone (residence time distribution) will depend on the spatial patterns of the hydraulic conductivity
characterizing the sediment.

in the rectangular domain Q. The flow domain is a 2-D rectangle given by Q = {(x, 2)lx € [0, L], z € [0, d,]}, with
L the dune length and d, the hyporheic zone thickness. The governing flow equation is:

0*h(x,z) 0
K(Z)T + 32 K(Z)T (N

oh(x, z)] ~o

with & denoting the hydraulic head. The variability of the hydraulic conductivity is automatically taken into
consideration by allowing the coefficients of the partial differential Equation 1 to vary in space in a single domain
formulation. Similar single domain modeling strategies were adopted in the past to simulate transport phenom-
ena in rivers and channels with spatial fluctuations in both velocity and eddy diffusivities due to the presence of
obstructions (i.e., vegetation) and boundary effects (e.g., de Barros & Cotta, 2007; de Barros et al., 2006; Rubol
et al., 2016). Other approaches consist of solving the flow equation in multiple layers of uniform conductivity
and coupling the solution through boundary conditions at the interface between these layers. To obtain the 2-D
flow field, Equation 1 is solved by considering that the stream water discharge is constant or slowly varying over
time preventing the turnover phenomena (i.e., the dune migration), thus allowing us to employ the steady-state
assumption. Transient effects can be considered by considering a succession of steady states for the hydraulic head
(i.e., quasi-steady-state). The proposed solution also considers a 2-D domain. The 2-D assumption is in agree-
ment with typical conditions used to model natural streambeds characterized by dunes (Elliott & Brooks, 1997
Hester et al., 2013; Packman et al., 2000). For other types of streambed morphology (i.e. pool-riffles, meanders,
etc.), 3-D representations of the hyporheic flow is more suitable both under homogeneous (Marzadri et al., 2010;
Tonina & Buffington, 2007) and heterogeneous (Boano et al., 2010; Trauth et al., 2013; Zijl, 1999) conditions.

Equation 1 is subject to the following set of boundary conditions along the longitudinal and vertical directions:

oh(x, z) - oh(x, z)

= =-s @)

’

0X  |y—0 ox

and

oh(x, z)

h(x,dy) = f(x), 3z

, 3)

z=0 Kg

where g, represents the groundwater-specific discharge, K, corresponds to the hydraulic conductivity of the
underlying aquifer, and s is the stream slope. Note that the “+” and “—" signs in the second boundary condition
given in Equation 3 indicate a gaining and losing conditions. Without loss of generality, we consider the following
functional form for f{x) (Marzadri et al., 2016):

f(x) = hpncos(Ax) — s x 4
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where A = 2a/L is the dune wave number and £, is the amplitude of the hydraulic head distribution at the stre-
ambed interface. In our work, we compute &, as (Shen et al., 1990):

3/8
0sv | (%4°) if Ha/Yo < 0.34

32
28 (”d—/YO) if Hy /Yo > 0.34

0.34

&)

where Y| is the mean flow depth, H,, is the dune height, V is the mean velocity in the stream, and g is the gravi-
tational acceleration. Solving Equation 1 under the boundary conditions and functional relationships provided in
Equations 2-5, we obtain the distribution of /(x, z) which allows for the evaluation of the velocity field u = (u,
w) within the hyporheic zone through the use of the Darcy's law:

ux) = —% Vh(x) (6)

where ¢ is the porosity of the sediment (assumed to be constant) and u = (u, w) is the velocity field vector.

Here, to mimic the hydraulic conductivity profile of a broad range of stratified structures of the streambed, the
following four-parameter logistic-type function is used:

Nk a®
K(Z) = Kg + Z ) - ® 5 (7)
T wen|-g5 (5 -2")]

where the parameter « is an amplification factor that takes into account the increment (a > 0) or the decre-
ment (a < 0) of the hydraulic conductivity value with respect to K. The parameter k, defines how smoothly
the variation in the hydraulic conductivity between two successive strata (i.e., the higher is k,, more abrupt
the change in the hydraulic conductivity profile). Finally, y, represents a representative dimensionless depth at
which the change in K occurs (i.e., between two successive strata). The summation in Equation 7 is employed
to represent the number (i = 1,...,N,) of layers in the sediment. Figure 2 illustrates the flexibility of Equa-
tion 7 to adopt different number of layers and the smoothness of the transition between the conductivity
values.

According to previous findings (Cardenas et al., 2008; Marzadri et al., 2012), transport of a passive tracer in the
hyporheic zone is assumed to be purely advective and governed by the following differential equation:

d0C(x, z,1) +u(x. 2) 0C(x, z,1) +wx,2) 0C(x, z,1) _

0.
Jat ox 0z ®)

We consider Dirichlet boundary conditions at the downwelling (I',) region, see Figure 1. The concentration of
the dissolved solute in the river is C,, such that C(x, z, 1) = C, for (x, z) € I'; U I';,. As for the initial condition,
we assume that at # = O the tracer concentration within the hyporheic zone is zero, that is, C(x, z, 0) = 0. Due to
the purely advective process and V - u = 0, a family of characteristics for Equation 8 can be obtained, namely,
x(¢) = u(x) with x(0) = x, forx, € I'),.

3. Solution

This section describes the solution of flow and transport in the hyporheic zone according to the proposed mode-
ling framework. A comparison of our findings with numerical and experimental data is provided in Appendix A.

3.1. Semi-Analytical Solution for the Flow Field

We use the Generalized Integral Transform Technique (GITT) (Cotta, 1993) to solve the elliptic PDE (Equa-
tion 1), subject to the boundary conditions (2) and (3). The GITT is a hybrid numerical-analytical methodology
that borrows its principles from the classical integral transform method (Mikhailov & Ozisik, 1994). Its appli-
cation to elliptic problems is well documented in the fluid flow and heat transfer communities (e.g., Barbuto &
Cotta, 1997; Knupp et al., 2015). The GITT has also been employed to compute scalar distributions in a variety
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Figure 2. Illustration of the vertical hydraulic conductivity profiles and the flexibility of Equation 7 to capture different,
multi-modal, profiles: (a) multi-modal conductivity profile and (b) two-layer conductivity structure. Here, we keep the units
generic for the purpose of illustration, for example, depth [L] and hydraulic conductivity [L/T].

of environmental flows such as the ones occurring in fluvial systems and porous-fractured media (e.g., Bonazzi
et al., 2021; Cotta et al., 2020; de Barros & Cotta, 2007; Ling et al., 2021; Rubol et al., 2016).

Following Mikhailov and Ozisik (1994) and Cotta (1993), we start by proposing the following integral transform

pair:
~ L
hi(z) = / h(x, 2)yi(x)dx ®
0
0 1 ~
h(x,2) = Y, —h(2)wi(x) (10)
i=0 'A/’
where y(x) are the eigenfunctions associated with the ith eigenvalue. The norm W is defined as:
L
Ni= [ e (an
0
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The associated eigenvalue problem which provides the basis for the expansion of the hydraulic head # is given by:

V) | g =0 (12)
dx? !

dyi(x) _ dyi(x) _

“ax " Tax |, 70 (13)

Solving Equations 12 and 13, we obtain y,(x) = cos(f,x) where the eigenvalues are ;= in/Lfori=0, 1,2, ..., co.
Therefore, the norm N; becomes:

I~

for B # 0
N = o (14)
L for g = 0.

Multiplying Equation 1 by the eigenfunction y;, and integrating along x, we obtain the following expression:
L 2 L
0*h oh
/ wK (@D gy / w02 | k@D 4y = o, (15)
0 ox? 0 0z 0z

Integration by parts, together with the eigenvalue problem (Equation 12), yields the following system of ordinary
differential equations:

0 6}\1, V4 ~
2| k22| 2 (@)hi(z) = —Kslyi(©0) - wi(L) (16)
0z 0z
subject to:
N N dh; N
h(0)=F, and S —) (17
dZ z=0
where ﬁ and Q,- are the transformed boundary conditions:
~ L q
0 E/ —yi(x)dx; (18)
0 ng
R L
7= / Fowdsx, (19)
0

where the function f(x) is given in Equation 4. However, other functional shapes for f{x), besides the one provided
in Equation 4, can be adopted (Marklund & Worman, 2011; Nikora et al., 1997; Stonedahl et al., 2010; Worman
et al., 2007).

Note that Equations 16 and 17 form an infinite system of non-homogeneous coupled ordinary differential equa-
tions with variable coefficients. Given the variability of the hydraulic conductivity, Equations 16 and 17 are
solved numerically in order to obtain ’ﬁi(z). However, only a truncated version of this system can be solved, that
is,i=0,1,...,S8,,, where S_, is the truncation order. The truncation order S, is determined through a conver-
gence analysis, that is, S,
accuracy. For our work, we solved the truncated system of ordinary differential equations with Mathematica’s
built-in function NDSolve. This built-in function is capable of automatically detecting the best method based
on the stiffness of the differential equations. Once the solution is obtained for the transformed hydraulic heads,
we invoke the inverse formula, Equation 10, to reconstruct the hydraulic head field A(x, z) for a given truncation
order in the eigenfunction expansion. The Darcy scale velocity components can be obtained by substituting

is defined as soon as the series solution has converged to a desired user-prescribed

Equation 10 into Equation 6:

(20)

K(z2) o hi(z) yi(x)
u(x,z)=-— ¢ ZO N I
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which can be simplified to:

(2) sin(fix). ey

'M8

Il
=

u(x,z) = KT %

i

The vertical velocity component is obtained as:

K(z) Z cos(flix) 0h (z)

i=0

w(x, z) = 22)

where 7; is the solution of Equations 16 and 17. Given the conductivity profile (Equation 7), u and w can be
efficiently computed.

3.2. Particle Tracking for Solute Transport

To simulate transport, we use the particle tracking technique by considering that the mass flux of solute entering
the hyporheic zone can be decomposed into a large number of particles, which move under the influence of the
velocity field. In the absence of local-scale dispersion and neglecting the effects associated with molecular diffu-
sion, the particle trajectory can be approximated as:

X(t + A1) = X(1) + u(X(1))At (23)

where X(?) is the particle displacement vector at a given time ¢ and At is the simulation time step.

Among the several packages for particle tracking available in the literature (see, e.g., the open-source
GPU-based random walk particle tracking code reported in Rizzo et al. (2019)), here, we opt to use the
FloPy Python package MODPATH (Bakker et al., 2016; Pollock, 2012). Particle tracking is achieved by
post-processing the velocities generated by the semi-analytical solution. Forward particle tracking (i.e., from
downwelling to upwelling) is employed by releasing a large number of particles, N, = 500, uniformly distrib-
uted along the downwelling area. These particles are then collected at the upwelling area and the residence
time of each pathline is computed. The solute residence time is determined by knowing that the mass flux
of nonreactive solutes exiting a control volume (resulting from a pulse injection of unitary mass) coincides
with the pdf of the residence (travel) time of the particles within that control volume (Dagan et al., 1992;
Jury et al., 1986). The residence time pdf is denoted in our work by g,. In our case, the control volume is the
hyporheic zone and the exit and entrance surfaces are the upwelling and downwelling areas, respectively. The
concentration breakthrough curve at the upwelling area can be written by means of the convolution integral
(Matoszewski & Zuber, 1982):

C(r)=/ Co(x,7")g:(7')d7’ 24)
0

where C;) is the in-stream concentration of solute entering through the downwelling area assumed to be constant
(i.e., the solute is well mixed in the stream). Therefore, Equation 24 simplifies to:

@ = / gr(r') dt’ = G.(1) 25)
Co 0

where G, is the Cumulative Density Function (hereafter cdf) of the particle residence time. Thus, the pdf of
the residence time embeds the dynamics controlling the transport of nonreactive solutes in the hyporheic zone.
Accordingly, the residence time cdf can be approximated as (Elliott & Brooks, 1997):

/Adu, q(x,0)I(xq,1) dx

G:(1) =~
[, 4(x.0)dx

(26)

where A, is the downwelling area through which particles enter the hyporheic zone (see I'j, in Figure 1). Here,
I represents a binary variable: [ = 1 if the particle released in the downwelling location x,; € I'j, at time ¢ = 0 is
still within the control volume at the time ¢ since its injection, and I = 0, if the particle exits the control volume
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through the upwelling surface at an earlier time. Expression (26) converges to the cdf of the residence time as the
number of particles increases and the mass carried by a single particle tends to O.

By considering a pulse of solute that enters the streambed within a small time step (dz) and remains in it for a
certain period of time (¢ — 7), is possible to obtain: (a) the fraction of mass stored within the sediments at time ¢
(which is proportional to spatially averaged residence time function R) and (b) the mass accumulated within the
sediment per unit of planar bed area with the passing of residence time (7). The accumulated mass is given by

t
_ C(t-
m(t) = g / RS 4, @7

0 G
where g is the average flux across the water-sediment interface per stream unit distance. From a dimensional
perspective, m(f) can be viewed as the penetration depth at which solutes mixes within the sediments (Elliott &
Brooks, 1997).

4. Application and Discussion

Here, we perform a series of simulations to better understand the role of alluvial stratification on RTD. In
particular, we examine two possible sediment stratification scenarios within the hyporheic zone: (a) a case of a
two-layered porous formation and (b) a case of three-layered porous media. The two-layered system is character-
ized by different hydraulic conductivity and we measure the conductivity contrast by the ratio n = K,/K, between
the upper and the lower one. The three-layered system is composed of an upper and a lower layer characterized
by the same hydraulic conductivity (K,). The middle layer is characterized by a low hydraulic conductivity value,
namely K,. Similar to the two-layered system, we measure the conductivity contrast by the ratio n = K,/K| between
the K of the low conductivity layer and that of the two layers surrounding it. The range of parameters adopted to
mimic this behavior is in line with those reported in the literature (Jiang et al., 2020), that is, K = 6.6 X 107 to
5.5 x 1073 m/s, and partially referred to streambed cores collected from the Huaihe River (Anhui Province,
China). Other parameters regarding stream hydraulic conditions and dune morphology are selected according to
both field (Cisneros et al., 2020) and laboratory studies (Elliott & Brooks, 1997; Marion et al., 2008).

In both stratified scenarios, the model set-up uses the same hydro-morphological parameters of “experiment
number 4” reported in Marion et al. (2008) (i.e., the same £,,) but examines the hyporheic flow field in an alluvial
streambed with a total depth d, = 0.25 m to consider all the possible hyporheic trajectories. Furthermore, we inves-
tigate different scenarios of layer depth, as depicted in Figures 3 and 4 for two-strata and three-strata, respectively.
The two-layer system analyzes the following cases: (a) d,,(=0.2 m) > d,,(=0.05 m), (b) d,; = d,(=0.125 m),
and (¢) d,,(=0.05 m) < d,,(=0.20 m); while the three-layer system consider a lower permeability layer of
constant depth d, = 0.05 m located between: (a) d,,(=0.15 m) > d,,(=0.05 m), (b) d,, = d,,(=0.10 m), and (c)
d,(=0.05 m) < d,,(=0.15 m). In Figures 3 and 4, the left panels show the vertical variation of the hydraulic
conductivity profile, the middle panels display the hydraulic head obtained solving Equation 1, and the right
panels present the pathlines connecting downwelling and upwelling areas with arrows every 4.8 hr (based on the
solution of Equation 6), for the case K, = 110 m/d and K, = 44 m/d (i.e., n = 0.4). Looking at the six different
flow fields in Figures 3 and 4, we can clearly observe the impact of the layer structure in controlling the flow and
transport in the hyporheic zone. In particular, the comparison between Figures 3 and 4 underlines the impact of
the low permeability layer in confining the flow field near the water-sediment interface; stressing the importance
of the strata characteristics and location in controlling the residence time across the streambed sediments. The
characterization of the residence time of a water parcel is of significant importance to predict the fate and trans-
port of passive (i.e., temperature) and reactive (i.e., dissolved oxygen, dissolved inorganic nitrogen species, etc.)
solutes within the hyporheic zone.

4.1. Implications on Residence Time Statistics

First, we analyze how 7 affects: the median and the mean hyporeic residence time, 75, and 7, respectively;

ave’®
the difference between the 95th and the 5th percentiles, 7,5 — 75, as a measure of dispersion; the residence time
variance, 62; the coefficient of variation, CV; and the slope, f, of the descending branch of the RTD (i.e., the
tails of the pdf calculated near y). Figure 5 shows the results of this analysis for the three-layer structure where

K, is kept constant and equal to 110 m/d; while K, is varied between 11 m/d and 99 m/d (i.e., n = 0.1 + 0.9).
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Figure 3. Illustration of the model domain representing the three different scenarios considered to represent the two-layered structure of the hyporheic zone: (a)
d, >d,,, (b)d, =d,, and (c) d,, < d,,. For each scenario, the hydraulic conductivity profile (left panel), the hydraulic head (middle panel), and the pathlines (right
panel) are shown for K|, = 110 m/d and K, = 44 m/d (i.e., n = 0.4).

The variability range in K, is selected in order to explore the impact of a lower conductivity layer, located at
different depths, on the statistical parameters characterizing the RTD. Similar analysis for the two-layer system
reported in Figure 3 is moved, for completeness, to section Appendix C. Note that for the three-layer system,
we analyzed only the situation in which the intermediate layer is characterized by low permeability since
considering an intermediate layer characterized by high permeability does not produce significant changes in
the RTDs.

In Figure 5a, we observe that 7., increases with # for all the different layered structures explored. As shown in
Figure 5a, 75, grows at a rate that is inversely proportional to the position of the low permeability layer with
respect to the water-sediment interface (i.e., the lower the depth, we observe a higher increase of 7., with #).
The results illustrate that even if the hydraulic conductivity layer near the water-sediment interface favors
fast transport across the hyporheic zone, the presence of a low conductive layer confines the pathlines, thus
preventing the penetration of solute at higher depths. Obviously, this effect fades as # approaches 1. Indeed,
for n ~ 1, the effect of the layer depth on all the statistical parameters is negligible. This is more evident in
Figure 5b, where 7, is higher if the low conductivity layer is located near the water-sediment interface since
its presence confines most of the pathlines while at the same time slowing the solute parcels to cross it. This
also explains the trends of 7o, — 75 and o2 in Figures 5c and 5e, respectively. The results in Figures 5c and Se
show a larger variability in the travel times along the single pathlines connecting downwelling and upwelling
zones as the location of the low permeability layer moves deep in the streambed (i.e., moving from blue to
yellow symbols). Accordingly, the § behavior also reflects this, especially for low values of  (Figure 5d);
while as n > 0.4, the slope of the pdf of the RTD appears to be less affected by the position of the low perme-
ability layer. Finally, the coefficient of variation CV (Figure 5f) combines the pattern observed in the middle
column between \/0'_2 /Tave- The effect of stratification is extremely important in shaping the pdf of the RTD
and its parameters, as inferred by comparing the results of Figures 5 and C1 for the three-layer and two-layer
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Figure 4. Illustration of the computational domain representing a three-layer system with an upper and a lower layer with higher hydraulic conductivity (K, = 110 m/d)
connected by a low conductivity layer (K, = 44 m/d) with constant depth of 5 cm. Three different scenarios represent the layered structure of the hyporheic zone: (a)
dy, > d,,, (b) d,, = d,,, and (¢) d;,; < d,,. For each scenario, the hydraulic conductivity profile (left panel), the hydraulic head (middle panel), and the pathlines (right
panel) are shown for n = K,/K, = 0.4.

structures. While in the former is the location of the low permeability layer to shape the RTD, in the latter is
the contrast between the hydraulic conductivities. Both layered configurations can represent typical conditions
of hyporheic sediments.

Here, we represent the RTD for each layered structure and different 5 (Figure 6) and vice versa (Figure 7) for the
two-layer structure (top row) and the three-layer structure (bottom row), respectively. This analysis embeds most
of the observations regarding the behavior of the single residence time statistics presented in the previous section.
For example, in Figures 6a and 6b, it is possible to observe the abrupt change in the slope of the RTDs near 7,
for n > 1, thus supporting the behavior of # and CV denoted in Appendix C. Accordingly, in Figure 6d, we can
observe the change in the pdf slope (compare the curves with orange tones with blue ones) supporting the trend
of variation of f in Figure 5d. The effect of stratification is clearly underlined by comparing the top and bottom
panels of Figure 6. As shown in Figure 6, an abrupt change in hydraulic conductivity (induced by the presence of
a low permeability layer) compacts the flow field and reduces the residence time along the hyporheic pathlines.

In Figure 7, RTDs for two- (top row) and three- (bottom row) layered structures are depicted for selected values
of < 1. As expected, for higher values of 5 (Figures 7c—7f), the RTD is less influenced by the thickness of the
layered structure; while for lower values of # (Figures 7a, 7b, 7d, and 7e), we can observe the interplay of the
conductivity contrast and the depths of the strata. In the two-layer system (Figures 7a and 7b), this results in a
two-peak pdfs for d,, < d,, and d,; = d,,. In the first case, the two peaks are close due to the fast crossing of the
deeper and thinner layer; in the second case, a larger temporal shifting between the two peaks is shown due to a
longer time for crossing the deeper layer. On the contrary, when the upper hyporheic layer is characterized by a
higher hydraulic conductivity, the pdfs are characterized by a single peak and a mild slope of their tails. In the
three-layer system (see Figures 7d and 7e), we observe a narrower pdf with a single peak due to the confinement
effect generated by the presence of the low permeability layer.
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Figure 5. Variation of the statistical parameters characterizing the residence time distribution: (a) median hyporheic residence time, 7,, (b) mean hyporheic
residence time, 7, , (¢) difference between the 95th and the 5th percentiles, (d) slope of the descending branch, $, (e) variance, ¢, and (f) coefficient of variation,

ave?

CV, as a function of # = K,/K,, for a three-layer system where a lower permeability strata (depth d, = 0.05 m and hydraulic conductivity K,) is located between: (a)
d,,(=0.05 m) < d,,(=0.15 m) (yellow points), d,, = d,,(=0.10 m) (red points), and d,,(=0.15 m) > d,,(=0.05 m) (blue points).
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Figure 6. Residence time distribution (RTD) for different layered structures. The top row reports the two-layer configuration with: (a) d,, > d,,, (b) d,; = d,, and
(c) d,; < d,,. The bottom row reports the three-layer structure with a low permeability layer (depth d, = 0.05 m and hydraulic conductivity K,) located between: (a)
dy, > d,,, (b) d,, = d,,, and (¢) d,,; < d,. In each panel, different values of # are considered.
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Table 1

Distributions of Selected Parameters for the Application of the ROM

Based on these results, we identify two statistics of the residence time as the most representative of the effect
of the stratified structure of the streambed. Specifically, we select 7,5 — 75 as a measure of dispersion and f as a
measure of the importance of tailing-effects in the RTD for further analysis reported in the next section.

5. Model Reduction

This section explores the behavior of 7o5 — 75 and f in the space of variability of selected parameters that embed
the stratified structure of the streambed. To achieve this, we employ ROMs based on the PCE technique (Ghanem
& Spanos, 1991; Xiu & Karniadakis, 2002) that provide an approximation of the response surface of the two
quantities of interest in a computationally efficient way (e.g., Ciriello et al., 2017; Focaccia et al., 2021). This is
useful to fully characterize how the layered formation and its features impact the RTD.

The general PCE framework is discussed in Appendix B. Here, we apply this framework to reconstruct the
response of 7,5 — 75 and f, for a two-layer structure, in the space of variability of the four parameters defining the
logistic-type function in Equation 7, that is, the groundwater hydraulic conductivity K,; the amplification/reduc-
tion factor n = a/K, of the conductivity profile with respect to K,; y, which reflects the location of the intersection
of the two layers; k, which measures the smoothness of the transition between
the layers. For a well-sorted sand type of soil, plausible ranges of values for
these parameters are identified and translated into uniform distributions to

provide a probabilistic representation of their variability (see Table 1).

Parameter Distribution
K, (m/d x 10?) 170.25: 0.9] As a consequence, the PCE approximations of 7,5 — 75 and  read as follows:
n(-) U[0.5; 1.5] P-1
k. (=) U[-0.1;0.1] (tos — 75) ® 2 ai(K)¥i(p), (28)
7, (=) ' 10.1;09] =
Note. Parameters are distributed according to the uniform distribution, P-1
denoted by U [r,, 7], where 7, and 7, are the lower and upper bounds of p = Z bi(K)¥:(p), 29)
the distribution. i=0
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Figure 8. Approximated response surfaces of 745 — 75 (in days) in the space (a) K, — n for different values of k, and y,, and (b) k, — 7, for different values of K, (in
m/d X 1072) and n.

where M = dim (p) = 4, p = (p;, p,, p3, p,)- In this example, p,, p,, p;, p, are linked to K, n, k,, y, via an isopro-
babilistic transform (e.g., Sudret, 2008); we use a second-order expansion, that is, g = 2, so that the number of
terms in Equations 28 and 29 is P = 15. This also represents the number of regression points needed to compute
the PCE coefficients, a, and b,, that is, the number of times we have to run the physically based model proposed
in this study to train the PCE-based ROMs. Polynomials ¥, belong to the family of the Legendre polynomials that
represents an orthonormal basis with respect to a uniform probability measure (e.g., Xiu & Karniadakis, 2002).

Note that coefficients a, and b, incorporate the dependence on single point values associated with deterministic
parameters that concur to define the scenario selected for this analysis. The selected scenario is based on data
from experiment number 4 in Marion et al. (2008) assuming negligible the channel slope and a neutral ground-
water conditions (i.e., s = 0, g,,, = 0). In order to delineate all the possible flow pathlines that characterize
the hyporheic flow, we assume d, = L = 0.5 m. Other relevant parameters are: ¥, = 0.15 m, Q = 0.009 m%s,
V=0.36 m/s, and H,=0.05 m.

The validation of the ROMs and the statistical characterization of the quantities of interest as a consequence of
the parameter variability are discussed in Appendix B. Once the ROMs are available, we easily reconstruct the
response surfaces of the two quantities of interest in the space of two parameters at a time, while varying the other
two. Specifically, Figures 8a and 8b provide the response surface of zy; — 75 in (a) the space K, — n for different
values of k, and y,, and (b) in the space k, — y, for different values of K, and n, respectively. A similar analysis
for f is carried out in Figures 9a and 9b. We generally observe that z,; — 7, is mainly sensitive to variations in
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Figure 9. Approximated response surfaces of 8 in the space (a) K, — n for different values of k, and y,, and (b) k, — v, for different values of K,  (in m/d X 1072) and n.

K, (Figure 8a) and k, (Figure 8b). The same holds when observing Figures 9a and 9b (related to ). A secondary
role is played by n in both cases. Note that, in the selected logistic-type function for the conductivity field (Equa-
tion 7), K, reflects the minimum value assumed by the hydraulic conductivity along the vertical profile.

As shown in Figure 8a, the difference between the travel time percentiles is reduced by more than half when
increasing K, in its range of variability. This effect is further emphasized when the value of k, increases, that is,
when the hydraulic conductivity decreases with depth. In general, the higher &, the lower z,; — 75 (Figure 8b).
Overlapped to this main behavior, there is the influence played by n; its secondary role can be appreciated, in
particular, in two cases: for high y, when k. < 0 and for low values of y, when k, > 0, being y, the depth of the
inflection point of the profile. The first is the case in which we have lower hydraulic conductivity on top, but
it increases quickly with depth; while, in the second case, the hydraulic conductivity preserves high values for
almost the entire vertical profile. In the first case, the difference between the quantiles increases with n, while the
opposite is in the second case. As for §, it decreases when K, increases and the more rapidly the higher &, is. With
a secondary effect, it also decreases with increasing n and y, as shown in Figures 9a and 9b.

6. Summary

Streambed sediments are ubiquitously heterogeneous. The variability of the hydraulic conductivity impacts solute
residence times as well as mass fluxes which have a clear impact on hyporheic ecosystems. In our study, we
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derived an integral transform-based solution for the hyporheic flow in the presence of conductivity heteroge-
neity. Heterogeneity is conceptualized in the form of stratification, that is, the hydraulic conductivity varies
vertically. Based on the observed data, we propose the use of a logistic-type function that is flexible to mimic the
fluctuations of hydraulic conductivity with depth. By mathematically representing the heterogeneous hyporheic
zone through a single domain formulation, the derived solution naturally the continuity conditions, for example,
prescribed heads and fluxes, at the interface of each stratum. Aside from the computational advantages associated
with the analytical features of the solution methodology, the integral transform-based solution (together with
particle tracking) is (a) capable of reproducing data from multiple experimental tracer tests and (b) successfully
compared to the results from a numerical simulator.

We apply our modeling framework to investigate the impact of sediment heterogeneity on key statistics and distri-
bution of the solute residence time. In particular, we quantify the effect of the hydraulic conductivity contrasts
in a two-layer system and identify the most affected statistics of the solute travel time: (a) the inter-percentile
difference 7,5 — 75 which represents a measure of dispersion, and (b) the slope f of the descending branch of the
RTD as a measure of the importance of tailing-effects. For these two quantities of interest, we employ ROMs to
explore their behavior in the space of variability of the parameters used in the logistic-type function (reflecting
the hydraulic conductivity variability), to fully characterize how the layered formation and its features impact the
RTD, at a negligible computational cost.

Although the results are limited to steady-state flows and the boundary conditions adopted, the integral transform
method can be employed to address more complex scenarios. If different boundary conditions are used, one needs
to modify boundary conditions in the Sturm-Liouville problem, see Equation 13. This modification will lead
to different eigenfunctions and eigenvalues. To incorporate transient effects on the hydraulic head, the solution
strategy would consist simply of performing the integral transformation in the spatial dimensions, namely x and
z. Such transformation would yield a system of coupled first-order ordinary differential equations (in time) which
can be solved numerically. The solution of the system of coupled ordinary differential equations would then be
used in the inverse formula to obtain a series expansion of the hydraulic head in space and in time.

The proposed methodology and the obtained results are extremely relevant as hyporheic exchange affects multi-
ple freshwater and groundwater processes. The semi-analytical solution allows us to better understand the impact
of permeability structure on flow and transport. Moreover, the proposed reduced order model is a computation-
ally efficient tool that allows one to perform global sensitivity analysis and uncertainty quantification. To our
knowledge, this is the first time such tools are employed to investigate flow and transport in the hyporheic zone.
The analysis of the effects of hydraulic conductivity on the pdf of the RTD helps in understanding how solutes
and contaminants move between surficial and sub-surficial environments as well as to characterize the fate of
some chemicals and water quality parameters (i.e., dissolved oxygen and temperature) that can affect the presence
and distribution of microorganisms at the water-sediment interface.

Appendix A: Comparison With Numerical and Experimental Data
Al. Numerical Data

The proposed semi-analytical solution for the hydraulic head, Equation 10, is compared with numerical simu-
lations obtained with the Python package FloPy (Bakker et al., 2016), which is based on the finite-difference
solver for the groundwater flow equation, MODFLOW (Harbaugh, 2005). For this comparison, we consider two
cases: the flow through a homogeneous streambed (Figure Ala), with hydraulic conductivity K = 5 X 103 m/s,
and flow through a heterogeneous streambed (Figure A1b), with hydraulic conductivity changing with depth
and mimicking a four layer strata with K ranging between 5 X 10~*m/s and 5 X 10~3m/s. For the homogeneous
case, Figure Ala also depicts the comparison with the fully analytical solution proposed in the past (Marzadri
etal., 2016) (asterisk filled points). In both cases the domain size is L = 3 m and d), = 3 m. Other parameters used
in the simulations are: V= 0.252 m/s, H, = 0.06 m, ¥, = 0.177 m, s = 0 and q,= 0 (i.e., streambed of negligible
slope and absence of groundwater flow).

Figure A1 shows the excellent agreement between the values of hydraulic head predicted by the semi-analytical
solution and the numerical model at different depths in the hyporheic zone and for different heterogeneous condi-
tions. Furthermore, it emphasizes how the solution is capable of recovering the fully analytical solution reported
in the literature (Marzadri et al., 2016).
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Figure Al. Comparison between predictions of hydraulic head, A(x, z), obtained through the proposed semi-analytical
solution (points identified with subscript “san”) and numerical simulations lines identified with subscript “num”) at different
depths, z, = 0.25 m, z, = 0.50 m, z; = 1 m, and z, = 1.5 m, within the hyporheic zone. Panel (a) shows the comparison of
the semi-analytical solution for an homogeneous streambed sediment with the analytical solution provided by Marzadri

et al. (2016) (asterisk filled points identified with subscript “an”) and the fully numerical solution. Panel (b) shows the
comparison between the semi-analytical and the numerical solutions for a stratified streambed sediment composed by four
layers with different hydraulic conductivity.

A2. Experimental Data

Next, we compare transport predictions provided by our modeling framework with experimental results reported
by Marion et al. (2008) that consist of the penetrated mass of a passive tracer in flume experiments. To this end,
we set H,=0.05 m and L = 0.5 m, while other hydraulic characteristics of the stream water are reported in Marion
etal. (2008), see their experimental set-up numbers 4 and 6 in Table 1. Accordingly, we simulate a two-layer hypor-
heic sediment with a total depth of d, = 0.15 m. In this two-layer system, a low hydraulic conductivity medium,
K, =3 x 10~* m/s = 25.92 m/d, is located at the bottom of the hyporheic zone with thickness d,; = 0.12 m. To
generate this stratification in Equation 7, we used the following parameters: K, = 5 X 10~*m/s, N, =1, a = 0.02,
7,= 0.8, and k., = 0.02. The upper soil layer has a higher hydraulic conductivity, K, = 0.02 m/s = 1,728 m/d, and
thickness d,, = 0.03 m.

The statistical interpretation of the residence times allows to evaluate the cumulative mass exchange (per unit
streambed area) between the stream and the surrounding hyporheic zone according to Equation 27. In this equa-
tion, m(?) is a length representing the mass flux entering and accumulating within the hyporheic zone. Conse-
quently, in the representation of the results, we use a dimensionless mass obtained by normalizing m(¢) by the
ratio ¢p/(2x)? of the dune wavelength (Elliott & Brooks, 1997).

As depicted in Figure A2, the dimensionless mass provided by the proposed model is able to capture the dynamic
behavior of experimental measures for both the hydro-morphological characteristics of the two experiments.
When compared to the model provided by Marion et al. (2008), the proposed model is able to capture the dimen-
sionless mass along faster pathlines connecting downwelling-upwelling areas (especially in Figure A2a), thus
underlining its capability as a predictive tool for investigating hyporheic exchange in layered alluvial sediments.
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Figure A2. Comparison between predictions of dimensionless solute mass penetrated within the hyporheic zone as a
function of time for the hydro-morphological characteristics of experiments 4 (left panel) and 6 (right panel) in Marion
et al. (2008). Gray dots represent the experimental measures, while light-blue and light-orange dashed lines represent
predictions provided by the model in Marion et al. (2008) and by the proposed modeling framework, respectively.

Appendix B: Theory and Validation of the ROMs
B1. PCE Framework

Let @ be a generic quantity of interest provided by a physically based model (e.g., a governing equation). The
PCE approximation of @ reads as follows:

P-1
. M +¢g)!
&= ;‘),s,w.-(px P= ﬁ (B1)

where p is the vector of governing parameters, modeled as independent random variables, M = dim (p), ¥,
are multivariate polynomials which constitute an orthonormal basis with respect to the joint pdf of p, g is the
maximum degree of the expansion, and coefficients s; are the deterministic coordinates of the spectral decom-
position (e.g., Sudret, 2008; Xiu & Karniadakis, 2002). A regression-based approach is employed to compute
the unknown coefficients s;; it consists in the minimization of the variance of a residual defined as the difference
between w and & at an optimal set of regression points in the (random) parameter space as provided by the prob-
abilistic collocation method (e.g., Sudret, 2008).

B2. Validation and Statistical Characterization

Figures Bla—-BIc depict the approximated pdf of 7,; — 75 computed by performing a Monte Carlo simulation on
Equation 28 and the validation of the ROM at 110 points randomly selected in the parameter space, respectively.
The total number of realizations used for the Monte Carlo simulation is N, = 50,000. Similar analysis is carried
out for 8, Equation 29, as displayed in Figures B1b—-B1d.

The pdf of 7o5 — 75 is characterized by a mean equal to 3.02 X 10* s, with a coefficient of variation of 0.37. The
pdf of B is characterized by a mean equal to —6.56 x 10~°, with a coefficient of variation of 0.79. These values
suggest the relevance of analyzing the impact of the variability of the parameters characterizing the stratified
structure of the streambed on both the quantities of interest. We note, that the accuracy of the PCE ROMs is
remarkable when compared to the physically based high fidelity model. We obtain R? = 0.74 and the slope of the
regression line equal to 0.94 for 7,5 — 5. We have R?=0.78 and the slope of the regression line equal to 1.10 for .
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Figure B1. (a, b) Depict the approximated pdfs of 7,5 — 75 (in s) and f respectively computed with the PCE ROMs; (c, d)
show the comparison between predictions of the two quantities of interest as provided by the physically based high-fidelity
model (HFM) and the second-order PCEs at 110 points in the random parameter space; the regression line (in blue) and the
bisector (dashed black line) are also represented.

Appendix C: Hyporheic Flow Field in a Two-Layer System

Figure C1 integrates the results presented in Figure 5 by analyzing a hyporheic zone represented by a two-layer
structure (as sketched in Figure 3). Here, K| is kept constant and equal to 110 m/d; while K, is varied between
22 m/d and 198 m/d (i.e., 7 = 0.2 + 1.8). This variability range is chosen in order to explore how the range of
hydraulic conductivities observed in sandy rivers (Walker et al., 2018) could potentially impact the main param-
eters affecting the RTD.

In Figure Cla, we observe that 75, decreases as # increases, for the different configurations of layer depths. The
results illustrate that the hydraulic conductivity near the water-sediment interface favors fast transport across the
hyporheic zone. Indeed, for # > 1, the effect of the layer depth on 7, is negligible, while for low values of #, the
highest values of 75, occur for the case d,; < d,,. Also 7,
forn > 1, 7, is slightly higher for d,, < d,,; while the highest values occur for d,, = d,, in case n < 1, when the

entrance of particles (and the flow) within the hyporheic zone is slow. The effects of the stratification become

decreases as 7 increases (Figure C1b). We note that

more evident for 7o — 75, §, and ¢* (Figures Clc—Cle, respectively). In Figures Clc and Cle, we observe that
the values of the statistical parameters decrease as 7 increases. However, the variability of values assumed by
both 7, — 7 and ¢ is higher, especially for low 7, indicating that the different scenarios of stratification impact
more the dispersion of residence time values. Specifically, the highest dispersion is noted in case of 7 < 0.5 and
d,, = d,,. As for f, the decrease for increasing 7 is faster when 5 > 1, except if d,, > d,,; in this case the decrease

MARZADRI ET AL.

18 of 21

‘1 ¥TOT “€LOLYYOL

dny woiy

D PuE SWID, 941 39S *[$20T/L0/70] U0 Areiqr dunuQ KA “BieIfduRIye0) Aq ST9SEOUMETOT/6TO1 0 1/10p/wiod KdimKreaqr

ssdny)

SULIOY WO KA1

AsUDIT suownuoy) aanear) a[qearidde ayy £q pauIaA0S are SAONIE () (AN JO SI[NI 10 KIRIGIT QUI[UQ AJ[IAL UO (SUONIPUOI-P



Aru g
AUV
ADVANCING EARTH

AND SPACE SCIENCES

Water Resources Research 10.1029/2023WR035625

o (a)
3
]
=9
‘.:":
1 8
(]
°
0 -
0 0.5 1
ulg
d
0 . @
8,
o § o
_-0af
5
=y
-0.2+
O dy <dp
e dy =dp
® dy >dp
-0.3 - -
0 0.5 1

n-]

[ JoX )

6 (b) 20 (c)
© dp <dp ° © dp <dp ° 0 dyn <dp
e dy =dp 51 ® dy =dp @ dy =dp
® dy >dp 8 ® dy >dp 15} 8 o ® dy >dp
— z )
g4t =)
LY £ 4
$3 8 w o S
= 0 g 10 8
L )
2t 8 5
) 2 e
© o ¢ 6 ) 5 8 M °
, 1 8 8 8
1.5 2 0 0.5 1 1.5 2 0 0.5 a 1.5 2
n [ nl-]
f
o © ® .
e 0 dy <dp 2 8
@ dn =dp ? g o ©
e o © 30 ® dy >dp 1.8¢
s e ©
) " o e 1.6} o ©
520 e o S
RS ° o S 8
)
10 o & § 0 dy < dp
e 8 1.2
° 8 2 5 0 @ dy =dp
1 ® dy >dp
, 0 A A . PR A A ;
1.5 2 0 0.5 1 1.5 2 0 0.5 1 1.5 2

7 [-]

Figure C1. Variation of statistical parameters of the residence time distribution: (a) median hyporheic residence time, z5,, (b) mean hyporheic residence time, 7, (c)
difference between the 95th and the 5th percentiles, (d) slope of the descending branch, $3, (e) variance, 62, and (f) coefficient of variation, CV, as a function of = K,/
K,, for different layered structures: d,,(=0.05 m) < d,,(=0.20 m) (yellow points), d,, = d,,(=0.125 m) (red points), and d,,(=0.20 m) > d,,(=0.05 m) (blue points).
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of f is smooth and smaller in the value. Finally, Figure C1f shows that CV increases with 7 as a combination of

the decreasing of both ¢? and 7, with a shift in the highest values between d,; < d,, when < 1 and vice versa.

ave®

This behavior occurs because the stratification characteristics of the hyporheic layers influence the tails of the pdf
and consequently the statistical dispersion of data around the mean (see also Figures 6 and 7).
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