
ROPES, FRACTIONS, AND MODULI SPACES

NICK SALTER

ABSTRACT. This is an exposition of John H. Conway’s tangle trick. We discuss what the trick
is, how to perform it, why it works mathematically, and finally offer a conceptual explanation
for why a trick like this should exist in the first place. The mathematical centerpiece is the
relationship between braids on three strands and elliptic curves, and we a draw a line from
the tangle trick back to work of Weierstrass, Abel, and Jacobi in the 19th century. For the
most part we assume only a familiarity with the language of group actions, but some prior
exposure to the fundamental group is beneficial in places.

1. WHAT IS THE TANGLE TRICK?

I learned of the tangle trick from my graduate school office mate Tim Black, who learned
it from Conway himself at the Canada-USA Mathcamp. Here is what you would see
watching a performance of the trick.
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A MAGICIAN and their ASSISTANT take the stage with two ropes of
equal length. They recruit five VOLUNTEERS from the audience. Four of
the VOLUNTEERS they position at the corners of a square, handing them
the ropes as shown at left. The fifth VOLUNTEER is the CALLER, and is
positioned off to the side. The CALLER is tasked with calling out one of
two MOVES for the VOLUNTEERS to perform: Twist and tuRn.

To perform a Twist, the VOLUNTEERS standing in positions 1 and 2
exchange their ropes, with 1 passing their end over, and 2 passing their

rope under. To perform a tuRn, the four VOLUNTEERS rotate positions counterclockwise
along the vertices of their square.

Tb b

FIGURE 1. The Twist move. The region enclosed in the square and labeled
“b” indicates an arbitrary tangle contained within.

The trick now proceeds as follows. The MAGICIAN exits the room after instructing the
CALLER to call out a sequence of Twists and tuRns of their choosing, until the ASSISTANT
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Rb b

FIGURE 2. The tuRn move.

says to stop. As the moves are performed, the pair of ropes becomes increasingly tangled.
When the ASSISTANT calls stop, they wrap the tangled middle portion of the ropes in a
bag. The MAGICIAN is then summoned back into the room, and the ASSISTANT tells them
a single rational number.

Now the MAGICIAN takes over, calling out a further sequence of Twists and tuRns (in the
same directions as before!). Finally, the big reveal: the MAGICIAN removes the bag, and
after a good shake, the ropes have become untangled. Magic!

Variants. It seems that Conway performed the trick in various ways. Curt McMullen
reports on a performance at Berkeley, where a pre-constructed tangle already wrapped in
a bag appeared on stage along with its rational number. Conway then solicited untangling
suggestions from the audience, updating the fraction until the invariant reached zero, at
which point the bag was removed and the tangle was resolved.

2. HOW DO YOU PERFORM THE TRICK?

Let us abbreviate a Twist by T and a tuRn by R. The method is to associate to each
state of the ropes a rational number in such a way that each T or R alters this number in a
predictable fashion. In fact, this “tangle invariant” will take values in Q [ {1}.

Assign the initial, uncrossed state the invariant x = 0. Subsequently, apply the following
rules: a T sends x to x+ 1, and an R sends x to �1/x. We adopt the following conventions
for arithmetic with 1: we define �1/0 = 1, �1/1 = 0, and 1+ 1 = 1.

As the CALLER is calling their sequence of T’s and R’s, the ASSISTANT is silently tracking
the value of the tangle invariant (this can be very challenging in practice!). The number
they present to the MAGICIAN upon their return is the invariant of the present state.

To untangle the ropes, the MAGICIAN is calling a sequence of T’s and R’s so as to take
the tangle invariant back to zero. The general method is to reduce the denominator of x by a
sequence of moves T k

R (written so as to act on x from the left, so that the R is performed
first). This amounts to the Euclidean algorithm, as we can see in the following example.

Example 2.1. Suppose the MAGICIAN returns to the room and is presented with the number
146/57. The untangling begins as shown:

146

57
R�! �57

146
T�! 89

146
R�! �146

89
T�! �57

89
.

Thus from the second state to the fifth, the fraction reduces from �57
146 to �57

89 . While the
fraction originally had a smaller denominator of 57, this was something of a red herring,
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since a positive value of x will have to be resolved by first performing R, so that T will
then decrease the absolute value of the numerator. We continue:

�57

89
T�! 32

89
R�! �89

32
T�! �57

32
T�! �25

32
T�! 7

32
.

At this point, the methodology is hopefully clear: given a fraction p
q with 0 < p < q, an R

will convert this to �q
p . Then apply k T ’s, for k such that 0 6 kp� q < p, and repeat. In our

example, we finish as follows:
7

32
R�! �32

7
T 5

�! 3

7
R�! �7

3
T 3

�! 2

3
R�! �3

2
T 2

�! 1

2
R�! �2

T 2

�! 0.

3. WHY DOES THE TRICK WORK?

Perhaps you’ve noticed the crucial unstated assumption underlying the method above:
any tangle with invariant 0 must be the initial untangled state. The purpose of this section
is to explain why this is the case. Let us introduce some terminology: a rational tangle is
any “legal” state of the ropes, i.e. any configuration obtained by starting with the untangle

(the initial configuration) and performing T and R moves. This notion was introduced in
Conway’s paper [Con70]. A rational tangle has a tangle invariant valued in Q [ {1} which
transforms as discussed above under the moves T and R. The claim that the trick works
then amounts to the following statement:

Proposition 3.1. If a rational tangle has invariant 0, then it is the untangle.

Remark 3.2. There is a crucial subtlety about the tangle invariant: we do not know it is

well-defined. That is, it is not clear that if one starts with the untangle and then performs
two separate sets of moves, obtaining the same tangle both ways, that the invariants
assigned to the end results agree. The tangle invariant as we have introduced it here is in
fact an invariant of the sequence of moves used to produce the current state. Nevertheless, it
is possible to prove that the trick works based just on this weaker fact!

It would take us a bit far afield from the main axis of our discussion to prove the
well-definedness of the tangle invariant. A proof based on the Jones polynomial appears
in [GK97].

The proof will be based around a study of group actions. Ultimately we will consider
three group actions, but Proposition 3.1 will only require a discussion of the first two.

Group action 1: twists and turns. Let us define the group � to be the free group on the
letters R and T . Then � acts on the set T of rational tangles via the procedure discussed
above and shown in Figures 1 and 2. The action of � on T is certainly not faithful

1, since,
e.g. R

4 obviously acts trivially. There are in fact more such “relations” (combinations
of R, T that leave all rational tangles invariant). Understanding what these are will be a
central question going forward - see Remark 3.6.

1Recall that an action of G on S is faithful if every nonidentity element g 2 G acts nontrivially. Equivalently,
under the description of the group action as a homomorphism G ! Aut(S) (where Aut(S) denotes the
group of permutations of S), a faithful action is one for which this map is injective.
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Group action 2: Möbius transformations. The group SL2(Z) of 2⇥ 2 matrices with integer
entries and unit determinant acts on the set Q[ {1} by so-called Möbius transformations as
follows: ✓

a b

c d

◆
· x =

ax+ b

cx+ d
.

In fact, since �I acts trivially, this descends to an action of PSL2(Z) := SL2(Z)/ h�Ii, which
is easily seen to be faithful.

In this action, the transformation x 7! x+ 1 then corresponds to the action of the matrix

t =

✓
1 1
0 1

◆
, and the transformation x 7! �1

x corresponds to r =

✓
0 �1
1 0

◆
. Since � (as

defined in Group Action 1) is free, there is a homomorphism � : � ! PSL2(Z) given
by sending R to r and T to t, and hence we can regard this second action as likewise
being by the group �. While essentially trivial, this remark will turn out to be structurally
illuminating, since it will allow us to regard each of the sets T and Q [ {1} as carrying
actions of the same group �.

3.1. A little about PSL2(Z). It turns out that � : � ! PSL2(Z) is a surjection, and in fact,
there is a simple presentation for PSL2(Z) with respect to this generating set which we will
use in the ensuing discussion.

Theorem 3.3. PSL2(Z) is generated by r and t, and with respect to this generating set, there is a

presentation

PSL2(Z) ⇠=
⌦
r, t | r2 = (tr)3 = id

↵
.

Proof. Conceptually, one can analyze the action of PSL2(Z) on the upper half-plane by the
same Möbius action as in Group Action 2, using the principle that a presentation can be
extracted from information encoded in a fundamental domain (we will discuss this action
further in Section 4.2). A short and slick proof is given in [Alp93]. ⇤
3.2. Symmetries. Rational tangles have some symmetries that will be essential to under-
stand for the proof of Proposition 3.1.

Definition 3.4 (bdpq symmetry). A tangle ⌧ has bdpq symmetry if it is invariant under
rotation through horizontal and vertical axes as shown in Figure 3.

Of course, the terminology “bdpq symmetry” is ad hoc; it is more conventional to discuss
“Z/2⇥ Z/2 symmetry”, or, somewhat more classically, “Klein 4-group symmetry”. But I
feel that the term bdpq symmetry is usefully evocative in this setting.

Lemma 3.5. Every rational tangle has bdpq symmetry.

Proof. We proceed by induction on the number n of T and R moves used to take the
untangle ⌧0 to ⌧ . For the base case n = 0, note that ⌧0 certainly has bdpq symmetry.

Now suppose that ⌧ is a rational tangle with bdpq symmetry; we seek to show that T · ⌧
and R · ⌧ also have bdpq symmetry.

The argument for T · ⌧ is carried out in Figure 4. The verification for R · ⌧ is straight-
forward. Either one checks pictorially as we did for T , or else appeals to the following
principle: suppose a group G acts on a set S, and H C G is a normal subgroup. Let s 2 S



ROPES, FRACTIONS, AND MODULI SPACES 5

b

b

d

p

FIGURE 3. bdpq symmetry.

⇠

⇠ ⇠

b

b
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p q

b

FIGURE 4. Verifying that T preserves bdpq symmetry. Along the bottom, we
have performed a “flype” move and then exploited bdpq symmetry of the
subtangle.

be fixed by the action of H . Then any g · s is also a fixed point for the action of H . This
can be applied to the action of G = D8 the dihedral group of order 8 (symmetries of a
square) acting on the set of tangles, with H C G the bdpq symmetry group (this is of index
2, hence normal). The nontrivial coset of G/H is represented by the action of R, proving
the result. ⇤

3.3. Proof of Proposition 3.1. Let ⌧ 2 T be a rational tangle with invariant zero. As ⌧ is a
rational tangle, it is obtained from the untangle ⌧0 by a sequence of twists and turns under
Group Action 1 of � on T described by some word W in the generators R, T of �:

⌧ = W · ⌧0.

In light of Remark 3.2, the condition that ⌧ has invariant 0 precisely means that the
corresponding word W , acting via Group Action 2 on Q [ {1}, satisfies

W · 0 = 0,
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or more structurally, that W is contained in the stabilizer subgroup of 0:

W 2 Stab2
�(0) 6 �,

where the superscript 2 indicates that this is a stabilizer for Group Action 2. We seek to
show that W is then necessarily contained in the stabilizer of ⌧0:

Stab2
�(0) 6 Stab1

�(⌧0).

(As an incidental remark, observe that the assertion that the tangle invariant is well-defined
amounts to showing the opposite containment.)

To prove this, we will analyze the structure of Stab2
�(0). As a first observation, since

Group Action 2 factors through the surjection � : � ! PSL2(Z), there is an equality

Stab2
�(0) = �

�1(StabPSL2(Z)(0)).

Thus, Stab2
�(0) is generated by two types of elements: (a) lifts of generators of StabPSL2(Z)(0),

and (b) generators of ker(�). We will analyze each in turn.

Suppose then that ±
✓
a b

c d

◆
2 PSL2(Z) stabilizes 0. Applying the formula for the group

action, ✓
a b

c d

◆
· 0 =

b

d
,

showing that b = 0. The determinant condition then implies that, up to sign, a = d = 1.
This gives the following description:

StabPSL2(Z)(0) =

⌧✓
1 0
1 1

◆�
.

One verifies the factorization
✓

1 0
�1 1

◆
= trt. Thus, we need to verify that TRT 2 � fixes

the untangle ⌧0 under Group Action 1. This is easily checked with a quick diagrammatic
calculation: the tangle RT · ⌧0 is given by a single right-over-left crossing, which is then
undone by applying T .

We turn to the generators of type (b). In light of the presentation hR, T | R2 = (TR)3 = idi
for PSL2(Z) given in Theorem 3.3, ker(�) 6 � is generated by �-conjugates of the elements
R

2 and (TR)3. We must verify that any such conjugate WR
2
W

�1 or W (TR)3W�1 fixes ⌧0,
for W 2 � arbitrary.

To do this, observe that W�1 takes ⌧0 to some arbitrary rational tangle, and that subse-
quent application of W transforms this back into ⌧0. It therefore suffices to show that the
elements R2 and (TR)3 act trivially on arbitrary rational tangles. The triviality of R2 is an
immediate consequence of bdpq symmetry of rational tangles as established in Lemma 3.5.
Triviality of (TR)3 is verified with a picture calculation as shown in Figure 5. ⇤

Remark 3.6. Observe that the final stage of this argument shows something rather re-
markable: Group Action 1 also factors through � : � ! PSL2(Z). That is, matrices act on

tangles!
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TR TR TR

⇠ ⇠

b b

q

b

b b

FIGURE 5. Verifying that (TR)3 acts trivially on tangles.

4. WHY SHOULD MATRICES ACT ON TANGLES?

The thing I find so charming about the tangle trick is the way in which it exploits a
miraculous-looking connection between the worlds of topology (tangles) and algebra (frac-
tions). In this section, I will offer a structural explanation for this connection. Ultimately I
hope to convince you that the existence of the tangle trick is a beautiful inevitability.

4.1. Enter braids. To begin with, we will consider a
much more natural-looking group action on the set
of tangles, by the braid group.

Definition 4.1 (Braid group). A braid on n strands is a
collection of n continuous functions fi(t) : [0, 1] ! C

with the property that for all t 2 [0, 1], the points
f1(t), . . . , fn(t) are pairwise distinct. We require that
the set of beginning (t = 0) and end (t = 1) points
coincide, but not necessarily that fi(0) = fi(1) for
all i. Taking the “trace” of the fi’s by the composite
maps t 7! (fi(t), t) reveals a picture of n non-crossing
strands properly embedded in C⇥[0, 1]. We consider
braids up to isotopy; informally this means that, like
with tangles, we think of braids as being made of physical string, and are allowed to
deform so long as the strands never intersect. Technically, an isotopy of a braid is a set of
one-parameter continuous deformations fi,s(t) for s 2 [0, 1], such that for each fixed s, the
points fi,s(t) remain pairwise-disjoint. We also require fi,s(0) = fi(0) and fi,s(1) = fi(1) for
all s, so that endpoints of the braids remain fixed under isotopy.

The set of braids up to isotopy forms a group under concatenation: simply stack two
braids on top of each other (and reparameterize t). Inversion is given by vertical reflection
of the braid, or equivalently, by reversing the flow of t.
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The keen-eyed reader will spot that the definition we have given admits a more structural
incarnation: we are describing the fundamental group of the configuration space Confn(C)
consisting of all collections of n distinct points in C:

Bn = ⇡1(Confn(C)).

The definition we have given makes an action of B3 on the set T of rational tangles
relatively apparent.

=b
b

FIGURE 6. The braid
group action on tan-
gles.

Group action 3: braiding tangles. Let ⌧ be a rational
tangle, and let � be a braid on three strands. Then
there is an action � · ⌧ defined as follows. Imagine
suspending ⌧ from the ceiling, hanging from the
rope end at position 4 on the square. This leaves
three ends dangling freely; to let � act on ⌧ , simply
braid these ends as described by �.

While it is clear that � ·⌧ is some kind of a “tangle”,
it is somewhat less clear that � · ⌧ is still rational if
⌧ was. To see this, we will appeal to the following
basic fact about braid groups.

�1 �n�1

FIGURE 7. The generators �1, . . . , �n�1 of Bn

Lemma 4.2. The braid group Bn is generated by the

elements �1, . . . , �n�1 shown in Figure 7.

Proof. Every braid (is isotopic to one that) consists of a finite sequence of crossings of one
strand over another, and each such crossing is one of the elements �i or its inverse. ⇤
Lemma 4.3. Let � 2 B3 be given, and let ⌧ 2 T be a rational tangle. Under Group Action 3, � · ⌧
is likewise a rational tangle.

Proof. Following Lemma 4.2, to see that the braid action preserves rationality of tangles, it
suffices to verify this for the two generators �1 and �2 of B3. As can be readily inferred from
Figure 6, the action of �1 coincides with T , and the action of �2 coincides with RTR. ⇤

The action of B3 on T is natural, but the connection with PSL2(Z) is not yet clear. As
a first hint, we saw above that �1 acts as T on T . With a little more work, we can also
identify a braid that acts as R.

Lemma 4.4. Let ⌧ 2 T be a rational tangle. Then the rational tangle R · ⌧ (under Group Action 1)

is given by (�1�2�1) · ⌧ under Group Action 3.
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Proof. See Figure 8. ⇤

R

�1�2�1 rotate + bdpq

b

b

b

FIGURE 8. Expressing R via the action of �1�2�1.

Recalling from the proof of Proposition 3.1 that R2 acts trivially on T , it follows that
the element (�1�2�1)2 2 B3 likewise acts trivially. This fact ends up being a crucial bridge
between braids and matrices!

Proposition 4.5. The center Z(B3) of B3 is infinite cyclic and is generated by the element

(�1�2�1)2 = (�1�2)3. Moreover, there is an isomorphism

B3/Z(B3) ⇠= PSL2(Z)

with

�1 7! t =

✓
1 1
0 1

◆
, �2 7! rtr =

✓
1 0
�1 1

◆
.

Proof. These facts are not especially hard to establish via pure group theory, at least the
more restrictive assertion (sufficient for our purposes) that the subgroup generated by
(�1�2�1)2 is central (hence normal) and has quotient PSL2(Z). One proceeds via the famous
presentation

B3 = h�1, �2 | �1�2�1 = �2�1�2i
(the above relation is known as the braid relation), seeing that the induced presentation for
B3/ h(�1�2�1)2i can be transformed into the presentation for PSL2(Z) obtained above. It is
somewhat more subtle to show that (�1�2�1)2 generates the center. This is equivalent to the
fact (easily checkable by calculation) that PSL2(Z) has trivial center. One can also appeal
to the theory of mapping class groups - see [FM12, Section 9.2]. ⇤
Corollary 4.6. Group Action 3 of B3 on T factors through the quotient B3/Z(B3) ⇠= PSL2(Z).
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The upshot of this is that we are edging towards a satisfactory understanding of the
mechanism underlying the tangle trick. We start with a natural action of the braid group
on the set of rational tangles. Proposition 4.5 and Corollary 4.6 together imply that this
action factors through a quotient of B3 which happens to be PSL2(Z), and from here we
exploit the faithful action of PSL2(Z) on Q [ {1} to track the action.

The remaining mystery is why the isomorphism

B3/Z(B3) ⇠= PSL2(Z)

should exist. What is a coherent explanation for this connection between braids and
matrices?

4.2. The mystery revealed: moduli spaces. The answer to this question will take us to
the interface of topology and algebraic geometry. As a disclaimer, this section is meant
as a high-level overview. I ask the forgiveness of the experts for the many subtleties
I will attempt to finesse for the sake of clarity and concision, and I ask the reader for
understanding that I will assume more mathematical sophistication and that most details
will be suppressed.

To start with, a bit of topological philosophy is in order. One of the basic principles
of geometric group theory (which I am considering here to be a branch of topology, for
better or for worse) is that it is profitable to understand groups as fundamental groups

of spaces. Since the fundamental group is a functor, one coherent structural mechanism
for understanding group homomorphisms is to understand continuous maps between
associated spaces.

In our case, this means the following: we seek to find spaces X and Y with fundamental
group ⇡1(X) = B3 and ⇡1(Y ) = PSL2(Z), and some map f : X ! Y which induces the
quotient B3 ! PSL2(Z) on fundamental groups. We have already found a good candidate
for X , in the space Confn(C). It remains to find a space Y with fundamental group PSL2(Z).

For this, we encounter the notion of a moduli space. Coarsely,2 a moduli space is just a
topological space whose points parameterize isomorphism classes of some kind of mathe-
matical object. For us, the relevant mathematical object will be an elliptic curve.

There are two points of view on elliptic curves that we will encounter. The first, which
we shall call the geometric perspective, is that an elliptic curve is a quotient E = C/⇤, where
⇤ 6 C is a lattice, i.e. a subgroup isomorphic to Z

2 generated by two elements of C that
are linearly independent over R. The second, algebraic point of view, is that an elliptic
curve is the solution set in C

2 to an equation of the form y
2 = f(x), where f(x) is a monic

polynomial of degree 3 with distinct roots.
It is far from clear that these two points of view describe the same set of objects. Never-

theless, since work of Weierstrass, Abel, and Jacobi in the first half of the 19th century, it
has been understood that each geometric elliptic curve C/⇤ corresponds to an algebraic
one y

2 = f(x) and vice versa.3 Ultimately it is this correspondence that explains the

2For the cognoscenti: the pun is very much intended.
3Unfortunately it would expand the scope of the article considerably to do these beautiful ideas justice,

and some buzzwords will have to suffice. Weierstrass constructed his “} function” on a geometric elliptic
curve C/⇤ and showed that it satisfied a nonlinear first-order ODE of the form (}0)2 = f(}) for f a cubic



ROPES, FRACTIONS, AND MODULI SPACES 11

tangle trick!

To elucidate this, let us return to the notion of a moduli space. It is not so hard to make
sense of the space of all lattices. To construct this, we start with the notion of a marked lattice,
which is nothing more than a pair (z, w) of complex numbers linearly independent over
R; taking the Z-span of z, w then yields a lattice. A marking of a lattice ⇤ is a choice of
elements z, w 2 ⇤ for which ⇤ = hz, wi. For reasons that we don’t quite have the space
to get into, it is best to consider (marked) lattices up to homothety, and take equivalence
classes under the action of C⇤ (via � · (z, w) = (�z,�w)). After homothety, we can take z = 1
and w = ⌧ a complex number in the upper half-plane H of complex numbers with positive
imaginary part. The conclusion is that the space of marked lattices is nothing but H.

To consider the space of unmarked lattices, we consider the set of markings of a given
lattice ⇤. A little bit of basic algebra shows that if (z, w) and (z0, w0) are markings of ⇤, then

there is an element A 2 SL2(Z) such that A(z, w) = (z0, w0) (the product here denoting ordi-
nary matrix multiplication). The upshot is that one can construct the space of unmarked
lattices by first constructing the space H of marked lattices, then identifying two points in
H if they give the same unmarked lattice. Thus, the moduli space of elliptic curves M1,1 is
constructed as the quotient

M1,1 = H/ SL2(Z),

where SL2(Z) acts on H by changing the marking. Given our normalization conventions
(insisting that z = 1), the linear action of SL2(Z) on the space of markings (z, w) descends
to an action of SL2(Z) on H via Möbius transformations,4 and as before, this in fact descends
to an action of PSL2(Z).

Recall that our immediate goal was to identify a space Y with fundamental group
PSL2(Z). Let us see the extent to which the discussion above achieves this. In general,
topology tells us that if S is a simply-connected (⇡1(S) trivial) topological space, and G

is a group acting on S freely (nontrivial elements act without fixed points) and “properly
discontinuously” (a technical condition I won’t discuss further), then the quotient space
S/G has fundamental group G. This is almost true in the case of PSL2(Z) acting on H: the
mysterious proper discontinuity condition is satisfied, but the action is not quite free: for

instance, the Möbius action of r =
✓
0 �1
1 0

◆
fixes i = �1/i 2 H.

The end result is that it is not literally true that the quotient H/PSL2(Z) has fundamental
group PSL2(Z) (in fact, the quotient space is simply-connected). But it turns out to be very

nearly true. The workaround is to enhance the quotient H/PSL2(Z) with extra information
at the fixed points of the action and remember the stabilizer subgroups. This leads to the
notion of an orbifold (or, for the algebro-geometrically inclined, a stack). I will not even
pretend to get into a discussion of these concepts in any depth, but suffice it to say that
there is a generalization of the notion of fundamental groups for orbifolds, and that the

polynomial. Conversely, given an algebraic elliptic curve, a geometric elliptic curve C/⇤ emerges as its
Jacobian, by integrating a canonical differential form present on the algebraic model.

4This is not entirely obvious, but can be easily verified directly.
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orbifold fundamental group is what we expect:

⇡
orb
1 (H/PSL2(Z)) ⇠= PSL2(Z).

It is time for the final act of our magic show. Our objective in this section has been
to identify a map between spaces f : X ! Y that gives a topological incarnation of the
mysterious homomorphism B3 ! PSL2(Z) that makes the tangle trick work. My final
assertion is that there is an extremely natural map

AJ : Conf3(C) ! H/PSL2(Z)

which induces the map B3 ! PSL2(Z) upon passing to (orbifold) fundamental groups.
The notation AJ makes reference to the Abel-Jacobi map, of which this is essentially a special
case.

The basic idea of AJ is to convert an algebraic elliptic curve (i.e. the solutions to some
equation y

2 = f(x)) into its corresponding geometric description as some C/⇤ (see Foot-
note 3 above). But the domain of AJ is the space Conf3(C) - how do we associate points in
this space to such equations? It is actually quite simple: a point in Conf3(C) is by definition
an unordered set {z1, z2, z3} of distinct complex numbers. By the Fundamental Theorem of
Algebra, such tuples are in bijective correspondence with the set of monic cubic polynomi-
als with distinct roots. Explicitly, the association assigns the tuple {z1, z2, z3} 2 Conf3(C) to
the elliptic curve

y
2 = (z � z1)(z � z2)(z � z3).

From here, the foundational 19th century results alluded to above convert the given
equation into a geometric elliptic curve of the form C/⇤.

5. A FINAL CURIOSITY: WHY NO UNTWISTING?

Let us return to a somewhat subtle aspect of the tangle trick. Recall that when the
MAGICIAN returns to the room and is told the tangle invariant by the ASSISTANT, they
then proceed to (apparently) further complicate the tangle, adding in additional twists and
turns in the same direction as before. Following the explication of the solution process
(Example 2.1), we are at least assured that it is possible to untangle any rational tangle
by some further sequence of twists and turns. But I’d like to draw attention to how
weird this is: in most actions of infinite groups on spaces (e.g. Z2 acting by translation
on R

2, or the free group F2 acting on an infinite 4-valent tree), if you keep acting only by
positive generators, you never return to where you start. (Admittedly, this can be artificially
circumvented by adding in new generators equal to the inverses of others, but this is not
really in the spirit of what I’m getting at). What is it about the action of B3 on rational
tangles that allows you to act transitively using only the monoid of positive words?

To answer this, we return to the fact mentioned in Proposition 4.5 that Z(B3) is generated
by the element (�1�2�1)2. Let us define

� = �1�2�1 = �2�1�2,

so that Z(B3) is generated by �2. Following Garside [Gar69], the element � is called the
fundamental element of B3.
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The fact that positive moves suffice for untangling is explained by properties of �. As
we observed after Lemma 4.4, �2 acts trivially on T . Combined with the fact that �2 is
central, this implies the following explanation of our phenomenon.

Lemma 5.1. Let W be a word in the letters R and T and their inverses. Then there is a word W
+

on R and T only, such that for any rational tangle ⌧ ,

W · ⌧ = W
+ · ⌧.

Proof. We proceed by induction on the length n of W , taking the empty word as vacuous
base case. To complete the inductive step, it suffices to show that if W+ is any positive
word, then the action of the words �

�1
1 W

+ and �
�1
2 W

+ on T coincide with the action of
positive words.

Consider a tangle �
�1
1 W

+ · ⌧ . As �2 acts trivially on ⌧ and is central,

�
�1
1 W

+ · ⌧ = �
�1
1 W

+�2 · ⌧ = �
�1
1 �2

W
+ · ⌧.

Now note that the word �
�1
1 �2 = �

�1
1 (�1�2�1)2 = �2�

2
1�2�1 is positive. The same technique

shows that �
�1
2 W

+ can be replaced with the word �
�1
2 �2

W
+. Via the braid relation

�1�2�1 = �2�1�2, we can write �2 = (�2�1�2)2, and as before, this exhibits �
�1
2 �2 as a

positive word of length five. ⇤
To summarize, the salient properties of � were that (1) �2 is central, (2) �2 can be

expressed as a positive word starting with any positive generator, and (3) �2 is in the
kernel of the action of B3 on T . The first two of these conditions are intrinsic to B3, and
were studied in Garside’s paper [Gar69] referenced above. Garside showed that every
braid group Bn has an element � with these properties, and used this to give a solution
to the word problem in Bn. Subsequently this was generalized by Deligne [Del72] and
Brieskorn-Saito [BS72], who considered a more general class of so-called Artin groups, a
special class of which (those of finite type) were found to be in possession of analogous
elements.
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