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The Lagrangian analysis of a fluid flow entails calculating the trajectories of fluid particles, which
are governed by an autonomous or non-autonomous dynamical system, depending on whether the
flow is steady or unsteady. In conventional methods, a particle’s position is incremented time step
by time step using a numerical solver for ordinary differential equations (ODEs), assuming that
the fluid velocity field is known analytically or can be acquired through either numerical simula-
tion or experimentation. In this work, we assume instead that the velocity field is unavailable but
abundant trajectory data are available. Leveraging the data processing power of deep neural net-
works, we construct data-driven models for the increment in particles’ positions and simulate their
trajectories by applying such a model recursively. We develop a novel, more experiment-friendly
model for non-autonomous systems and compare it with two existing models: one developed for au-
tonomous systems only and one developed for non-autonomous systems with some knowledge of
the time-varying terms. Theoretical analysis is performed for all three that sheds a new light on the
existing models. Numerical results obtained for several benchmark problems confirm the validity of
these models for advancing fluid particles’ positions and reveal how their performance depends on
the structure of the neural network and physical features of the flow, such as vortices.

KEY WORDS: fluid particle trajectory, dynamical system, steady flow, unsteady flow,
data-driven model, deep neural network
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1. INTRODUCTION

In the analysis of fluid mechanic systems, there are two main frameworks: the Eulerian and the
Lagrangian. In the Eulerian, a flow field is specified by the evolution of fluid properties at specific
positions and times. In the Lagrangian, the dynamics are specified along trajectories of defined
fluid tracer points. At any time point, the position of each Lagrangian tracer is governed by a
system of ordinary differential equations (ODEs) that equates the instantaneous rate of change in
the particle’s position with the local fluid velocity. For a steady flow, the fluid velocity field does
not vary with time, resulting in an autonomous dynamical system, whereas an unsteady flow,
characterized by a time-varying fluid velocity field, gives rise to a non-autonomous system.

Conventional methods for simulating fluidparticle trajectories apply a numerical ODE solver,
such as the forward Euler method or a Runge-Kutta method, to the system of ODEs to advance
a particle’s position time step by time step, requiring the resolution of the local fluid velocity at
every step. In applications where the fluid velocity field is not known analytically, resolving it
is the most computationally intensive component of fluid particle tracking. One approach is to
first use a system of partial differential equations (PDEs), such as the Navier-Stokes equations,
to model the fluid dynamics and then calculate the fluid velocity by solving this system of PDEs
numerically (Elman et al., 2014). It assumes that a sufficiently accurate model already exits or
can be derived from first principles and that a sufficiently accurate and computationally efficient
numerical method already exists or can be developed to simulate this model. Besides numeri-
cal simulation, the fluid velocity field can also be obtained through experimentation using flow
measurement techniques such as the particle image velocimetry (PIV) (Raffel et al., 2018).

In this work, we consider a completely different paradigm for tracking fluid particles, where
the fluid velocity field is unavailable but plenty of particle trajectory data are available instead.
This is common in the use of particle tracking velocimetry (PTV), an experimental technique
similar to PIV that can generate complete trajectories of individual particles (Schanz et al., 2016).
Lagrangian analysis of fluid trajectory dynamics is also of major interest in fluids, dynamical
systems, and oceanography (Haller, 2015; van Sebille et al., 2018). That is, we aim to predict
fluid particle trajectories based on these data without any knowledge of the fluid velocity field.
We use a deep neural network (DNN) (Goodfellow et al., 2016), which is a composition of layers
of affine functions and non-linear functions, to model an increment function that produces the
change in a particle’s position over a small time interval based on its position at the start of
the interval. It is trained so that the model parameters best fit the trajectory data. Applying the
trained DNN recursively, we can then compose the entire trajectory of a fluid particle over a
much larger time domain. Our work is closely related to Qin et al. (2019, 2021), where DNNs
were used to model the solutions to systems of ODEs whose forms are only partially known
at best. Due to the incomplete equations, direct simulation using a numerical ODE solver is
infeasible. The existence of increment functions for autonomous systems and non-autonomous
systems was shown in Qin et al. (2019, 2021), respectively; several ResNet (He et al., 2016)-like
DNN models were developed to approximate a flow map associated with such a system, which
is, loosely speaking, the sum of an increment function and the identity function. It produces the
future state of the system at the end of a small time interval given its current state at the start
of the interval. The framework developed in Qin et al. (2019, 2021) has already been applied to
learn the solutions to biological models (Su et al., 2021), PDEs (Chen et al., 2022; Wu and Xiu,
2020), and reduced systems (Fu et al., 2020).

However, there is a major disadvantage of using the increment function in Qin et al. (2021)
for the prediction of non-autonomous systems purely from measured data, such as in the fluid
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dynamic or oceanographic examples mentioned above. Learning it requires knowing how the
forcing terms that drive the evolution of the system state depend on time, that is, the forcing terms
need to be partially known. In the context of tracking fluid particles, this means knowing how the
fluid velocity field of an unsteady flow varies with time, which is unrealistic in problems where
the fluid velocity is truly unknown. Our contributions are as follows. First, we propose a new
increment function for non-autonomous systems that can be learned without any knowledge of
the time-dependent terms, allowing for the solution of these systems in applications where only
trajectory data are available. Secondly, we find novel analytic expressions of all three increment
functions, including the one proposed here and the two existing ones in Qin et al. (2019, 2021),
that complement the analysis in Qin et al. (2019, 2021) and shed a new light on these functions.
Thirdly, we validate the applicability of DNN models built for the three increment functions at
tracking fluid particles in several benchmark problems. We also compare the performance of
these models and examine how it can be influenced by network structures and flow features.
While the aim here and in Qin et al. (2019, 2021) is to learn the solution to a system of ODEs
without knowing its complete form, there is also a large body of work on data-driven equation
discovery, such as Raissi et al. (2018), Zhuang et al. (2021), Proctor et al. (2016), Long et al.
(2018, 2019), Lu et al. (2021), and Lin et al. (2023), where the goal is to uncover the governing
physical laws, in the form of ODEs or PDEs, hidden in data. The network structures developed
in Qin et al. (2019, 2021) have also been used to learn Hamiltonian systems (Wu et al., 2020)
and perform model corrections (Chen and Xiu, 2021). Our work is also among many that apply
machine learning techniques to solve fluidmechanics problems [see Brunton et al. (2020) for an
overview].

We note that in this new paradigm, the challenges of predicting fluid particle trajectories arise
from acquiring trajectory data and training a DNNmodel for the increment function or flow map,
instead of from resolving the fluid velocity field as in the traditional paradigm. The accuracy of
trajectory calculation depends on the accuracy of the DNN model, which in turn depends on
the quality and quantity of the data as well as the structure of the NN and the optimality of
its parameters, instead of on the accuracy of the time-stepping scheme and the mathematical
modeling, numerical simulation, and experimental measurement of the fluid velocity field as in
the traditional paradigm.

The rest of the paper is organized as follows. In Section 2, Appendix A, and Appendix B, we
derive a new increment function for non-autonomous systems and findnovel analytic expressions
for the two existing increment functions in Qin et al. (2019, 2021). In Section 3, we build and
compare DNN models for the increment functions corresponding to a variety of fluid flows. We
also apply them recursively to predict full particle trajectories. The advantages and disadvantages
of the proposed and existing increment functions for non-autonomous systems are discussed in
both Sections 2 and 3. We summarize and conclude the paper in Section 4.

2. METHODS

In the study of fluid dynamics, unsteady flows are characterized by time-dependent velocity
fields,whereas steady flows maintain the same velocity field over time. Accordingly, positions of
particles immersed in an unsteady flow must be modeled using non-autonomous dynamical sys-
tems, whereas positions of particles immersed in a steady flow can be described by autonomous
dynamical systems.

For either type of flows, we aim to construct a neural network (NN) to model the increments
in fluid particles’ positions over a fixed, relatively small time duration. In the case of a steady
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flow, the increment is a function of the starting position only, whereas in the case of an unsteady
flow, it depends on the starting time point as well. In Section 2.1, we derive three variants of the
increment: one for steady flows, and two for unsteady flows. Our derivation, which is different
from the one in Qin et al. (2019, 2021), allows us to find an analytic expression for each variant
in terms of the fluid velocity vector field. In Section 2.2, we present the NN for modeling the
increment, and an algorithm for predicting particle trajectories using this model. The data sets
used to train and test the model are described in Section 2.3.

2.1 The ∆-Increment and Flow Map

2.1.1 Steady Flows

In the case of a steady flow, let u(x) ∈ Rdflo denote the fluid velocity vector at location x ∈ Rdflo,
where dflo is the dimension of the flow and is 2 or 3 in this work. Let x(t) ∈ Rdflo denote the
position of a particle in this flow at time t. Assuming that the particle moves at the local fluid
velocity (the no-slip condition), x(t) satisfies the following system of autonomous ODEs:

dx

dt
= u(x(t)), t ∈ [0, T ], (1)

where T > 0. For this system, we can prove the following.

Theorem 1. In Eq. (1), let the expression of u(x) in terms of x be fixed. Let 0 < ∆ < T be
fixed. Then there exists a function ϕ∆ from Rdflo to Rdflo such that for any x satisfying Eq. (1)
and any t ∈ [0, T −∆],

ϕ∆(x(t)) = x(t+∆)− x(t). (2)

The proof of this theorem can be found in Appendix A. For the rest of the paper, we refer
to ϕ∆ and its counterparts for unsteady flows as ∆-increments. We also refer to ϕ∆ as the
steady ∆-increment to distinguish it from a ∆-increment for an unsteady flow, which will be
represented byψ∆ or ξ∆ in later sections. This concept was first introduced in Qin et al. (2019),
where the existence of ϕ∆ was shown using the fundamental theorem of calculus and mean-
value theorem. Our proof is based on the Taylor expansion of x(t) instead and has the advantage
of being constructive, that is, we are able to find an expression of ϕ∆ in terms of the fluid
velocity u (see Appendix B).

Accordingly, the flow map for the autonomous system Eq. (1) can be written as

Φ∆(x(t)) = x(t) +ϕ∆(x(t)), t ∈ [0, T −∆]. (3)

We note the difference between the ∆-increment ϕ∆ and the flow map Φ∆: given a starting
position of a particle, the former gives the change in the position of the particle whereas the
latter gives the actual position of the particle, at the end of a time duration of length∆.

2.1.2 Unsteady Flows

In the case of an unsteady flow, let u(x,γ(t)) ∈ Rdflo denote the fluid velocity vector at location
x ∈ Rdflo and time t, where γ is a function from [0, T ] to R that specifies the dependence of u
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on time.† Again assuming the no-slip condition, the position of a particle in this flow at time t,
x(t), satisfies the following system of non-autonomous ODEs:

dx

dt
= u(x(t),γ(t)), t ∈ [0, T ]. (4)

For this system, we can prove the following.

Theorem 2. In Eq. (4), let the expression of u(x,γ(t)) in terms of x and γ be fixed. Let 0 <
∆ < T be fixed. Then there exists a functionψ∆ from Rdflo+m+1 to Rdflo such that for any x, any
mth-degree polynomial γ satisfying Eq. (4), and any t ∈ [0, T −∆],

ψ∆(x(t),Γ(t)) = x(t+∆)− x(t), (5)

where Γ(t) =
[
γ(t) γ(1)(t) · · · γ(m)(t)

]T ∈ Rm+1 and γ(k) denotes the kth derivative of γ.

The proof is very similar to the proof of Theorem 1 after rewriting the non-autonomous
system Eq. (4) into the following autonomous system: for t ∈ [0, T ]:

d

dt

[
x
Γ

]
=

[
u(x,γ(t))[

γ(1)(t) γ(2)(t) · · · γ(m)(t) 0
]T ]

. (6)

Our proof is again different from the existing one in Qin et al. (2021), where the existence of
the ∆-increment ψ∆ was first shown. It gives an explicit expression of ψ∆ in terms of u (see
Appendix B). We refer to this variant of∆-increment as the γ-explicit unsteady∆-increment to
emphasize that the time-dependent term γ(t) is known. The flow map of the non-autonomous
system Eq. (4) can therefore be written as

Ψ∆(x(t),Γ(t)) = x(t) +ψ∆(x(t),Γ(t)), t ∈ [0, T −∆]. (7)

In the case where γ is not a polynomial, for any t ∈ [0, T −∆], if we can find anmth-degree
polynomial ρ that approximates γ globally on [0, T ] or locally in the neighborhood [t, t + ∆],
then instead of Eqs. (5) and (7), we have

ψ∆(x(t),P (t)) ≈ x(t+∆)− x(t), (8)

Ψ∆(x(t),P (t)) = x(t) +ψ∆(x(t),P (t)), (9)

where P (t) =
[
ρ(t) ρ(1)(t) · · · ρ(m)(t)

]T and ρ(k) denotes the kth derivative of ρ.
Alternatively, we propose to rewrite the non-autonomous system Eq. (4) into the the follow-

ing different autonomous system: for t ∈ [0, T ],

d

dt

[
x
t

]
=

[
u(x,γ(t))

1

]
. (10)

We can then prove the following for Eq. (4) by applying an argument similar to the proof of
Theorem 1 to the autonomous system Eq. (10).
†There could be more than one time-dependent terms γ1, γ2, · · · in u. The changes to Theorem 2 and its
proof are only technical. Therefore, we only consider the special case (4) in this paper.
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Theorem 3. In Eq. (4), let the expression of γ(t) in terms of t and the expression of u(x,γ(t))
in terms of x and γ be fixed. Let 0 < ∆ < T be fixed. Then there exists a function ξ∆ from
Rdflo+1 to Rdflo such that for any x satisfying Eq. (4) and any time point t ∈ [0, T −∆],

ξ∆(x(t), t) = x(t+∆)− x(t). (11)

The expression of ξ∆ in terms of u can be found in Appendix B as well. We refer to this
variant of ∆-increment as the γ-implicit unsteady ∆-increment to emphasize that the time-
dependent term γ(t) is unknown. Therefore, besides Eq. (7), the flow map of the nonautonomous
system Eq. (4) can also be rewritten as

Ξ∆(x(t), t) = x(t) + ξ∆(x(t), t), t ∈ [0, T −∆]. (12)

We have seen that for the non-autonomous system Eq. (4), both the γ-explicit unsteady ∆-
incrementψ∆ and the γ-implicit unsteady∆-increment ξ∆ can be used to calculate the change
in a particle’s position. We summarize the advantages and disadvantages of the two below.

— To learnψ∆ from data, we must know γ or, in cases where γ is not a polynomial, its poly-
nomial approximation, ρ. This is unrealistic when an expression of the fluid velocity, u,
is truly unknown and only trajectory data are available. Learning ξ∆ only requires know-
ing the trajectory data and the associated “time stamps,” which makes the data collection
considerably simpler and “experiment-friendly.”

— Once an expression of ψ∆(x,Γ(t)) in terms of x and Γ has been learned, since it does
not vary with the expression of γ in terms of t (see Theorem 2), it is applicable to an
entire family of non-autonomous systems Eq. (4) where the expression of u(x,γ(t)) in
terms of x and γ is the same but the expressions of γ in terms of t differ. In contrast, the
expression of ξ∆ is “married to” a specific choice of γ and is only applicable to a specific
non-autonomous system Eq. (4) (see Theorem 3).

— Theorem 2 assumes that γ is a polynomial of t. This is not necessary in Theorem 3.

In Sections 3.3 and 3.4, we will compare the numerical results of the NN models built for
both unsteady ∆-increments.

We conclude Section 2.1 with a summary of the three variants of ∆-increment described
above. See Table 1. The steady ∆-increment ϕ∆ and the γ-explicit unsteady ∆-increment
ψ∆ were introduced in Qin et al. (2019, 2021). To our knowledge, the γ-implicit unsteady
∆-increment ξ∆ is novel; so are the explicit, analytic expressions for all three ∆-increments in
terms of the forcing terms in the underlying dynamical systems (see Appendix B).

2.2 The Neural Network Model for the ∆-Increment

In Qin et al. (2019), several NNs that resemble the residual neural network (ResNet) (He et al.,
2016) were proposed to approximate the flow map Φ∆ for a steady flow [see Eq. (3)]. In Qin
et al. (2021), they were extended to model the flow mapΨ∆ for an unsteady flow [see Eq. (7)].
Our approach is very similar: we use feedforward NNs (Jain et al., 1996) to approximate all three
∆-increments described in Section 2.1 and then compose these learned increments to construct
the full flow maps.
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TABLE 1: The three variants of∆-increment (dflo: dimension of the flow, 2 or 3 in this work)

∆- Input Output Notes
increment

ϕ∆ x(t) ∈ Rdflo

x(t+∆)− x(t) ∈ Rdflo

termed “steady
∆-increment”

ψ∆

[
x(t)

Γ(t)

]
∈ Rdflo+m+1

termed “γ-explicit
unsteady∆-increment”

Γ(t) =


γ(t)

γ(1)(t)
...

γ(m)(t)


γ: anmth-degree

polynomial

ξ∆

[
x(t)

t

]
∈ Rdflo+1 termed “γ-implicit

unsteady∆-increment”

Let din denote the dimension of the domain of a∆-increment; that is, din = dflo, dflo+m+1,
and dflo+1 forϕ∆,ψ∆, and ξ∆, respectively (see Table 1). For each of the three∆-increments,
their feedforward NN model is a function from Rdin to Rdflo that takes the following form:

NΘ(X ) = σNlay+1
(
WNlay+1(· · ·σ2(W2σ1(W1X + b1) + b2) · · · ) + bNlay+1

)
, (13)

where Wi is a weight matrix, bi is a bias vector, σi is an activation function applied element-
wise, Nlay is the number of hidden layers, and Θ is a vector containing all the entries in the
weight matrices and bias vectors, that is,Θ is a vector of model parameters. The sizes ofWi and
bi depend on the number of “neurons” on the two network layers connected by them. Depending
on whether the flow is steady or unsteady, the input, X , in Eq. (13) is either a particle’s position
at a time point t, or this position augmented by some extra term(s) dependent on t (see Table 1).
If the model parameters inΘ are properly chosen, thenNΘ(X ) is approximately the change in
the particle’s position after a time interval of length ∆. Replacing ϕ∆, ψ∆, or ξ∆ in Eqs. (3),
(7), or (12) withNΘ, we obtain a model for the flow map Φ∆,Ψ∆, or Ξ∆, which allows us to
simulate the position of the particle at time t+∆.

Furthermore, we can trace a particle over the time domain [0, T ], where T is an integer
multiple of ∆, by applying the model for the flow map recursively, as outlined in Algorithm 1.

2.3 The Training and Testing of Neural Networks

We choose the parameters in Θ of an NN model (13) to “best fit” a training set obtained from
a collection of trajectories of many particles over the time period [0, T ]. More specifically, it
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Algorithm 1: Tracing a particle using an NN model forϕ∆, ψ∆, or ξ∆
Input: the NN modelNΘ forϕ∆, ψ∆, or ξ∆,

the time duration∆ > 0,
the particle’s position, x0, at t = 0,
a positive integerK,
a polynomial γ of degreem (in the case of ψ∆ only)

Output: the estimated position of the particle, x̃j∆, at t = j∆ for j = 1, 2, · · · ,K
1 x̃0 ← x0; // initialization
2 for j ← 1 toK do
3 switch∆-increment do
4 caseϕ∆ do

// input for the steady ∆-increment

5 X ← x̃(j−1)∆;
end

6 case ψ∆ do
// input for the γ-explicit unsteady ∆-increment

7 X ←
[

x̃(j−1)∆

Γ((j − 1)∆)

]
;

end
8 case ξ∆ do

// input for the γ-implicit unsteady ∆-increment

9 X ←
[

x̃(j−1)∆

(j − 1)∆

]
;

end
end

10 x̃j∆ ← x̃(j−1)∆ +NΘ(X ); // update the particle’s position
end

consists ofNtrain input-output pairs in the form of
(
X tj

i ,x
tj+∆
i − x

tj
i

)
, where xtj

i is the position

of the ith particle at a time point tj ∈ [0, T −∆], xtj+∆
i is its position after a time duration of

length∆, and

X tj
i =



x
tj
i , if the NN model is forϕ∆;[
x
tj
i

Γ(tj)

]
, if the NN model is for ψ∆;[

x
tj
i

tj

]
, if the NN model is for ξ∆,

(14)

(see Table 1). We emphasize that training an NN model for the γ-explicit unsteady∆-increment
ψ∆ requires knowing the time-dependent term γ in the fluid velocity vector u(x,γ(t)) or a
polynomial approximation to it. This is not necessary for the γ-implicit unsteady ∆-increment
ξ∆, which only entails trajectory data and their time stamps. We relabel each data pair in the
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training set as
(
X train

k ,ytrain
k − xtraink

)
such that for each index k, there exist a particle index i and

a time point tj satisfying X train
k = X tj

i , xtraink = x
tj
i , and ytrain

k = x
tj+∆
i . The training set can

thus be denoted by {(
X train

k ,ytrain
k − xtraink

)}Ntrain

k=1 . (15)

The optimal parameter vector, Θ∗, for the NN model is the minimizer of the mean-squared
error (MSE) associated with the training set

MSEtrain =
1

Ntrain

Ntrain∑
k=1

∥∥NΘ

(
X train

k

)
−
(
ytrain
k − xtraink

)∥∥2
2, (16)

found by a numerical method.
A test set consisting of input-output pairs in the same format is also obtained from the same

collection of trajectories, which does not overlap with the training set and does not enter the
optimization of the model parameters inΘ. The trained NN model,NΘ∗ , is tested on this set to
examine its adaptability to new, unseen data. It is denoted by{(

X test
k ,ytest

k − xtestk

)}Ntest

k=1. (17)

On a different collection of trajectories that does not overlap with the one from which data
sets (15) and (17) are drawn, we also examine the accuracy of Algorithm 1, that is, the recursive
application of the already-trained NN model NΘ∗ at predicting complete trajectories spanning
over the time domain [0, T ], instead of trajectory segments over a time interval of length∆.

3. NUMERICAL EXAMPLES

We examine the performance of the data-driven approach outlined in Section 2 at approximating
the∆-increments for four benchmark problems: Hill’s spherical vortex (Section 3.1), the classic
steady ABC flow (Section 3.2), a double-gyre flow (Section 3.3), and the unsteady ABC-type
flow (Section 3.4). They consist of three three-dimensional (3D) flows, one two-dimensional
(2D) flow, two steady flows, and two unsteady flows (see Table 2 for a summary), which exhibit
complex behaviors such as eddies and chaotic advection, a hallmark of full turbulence. In all
four problems, the velocity field is known analytically, allowing for convenient acquisition of
training and test data through numerical simulation. We also examine the performance of Al-
gorithm 1, in which the ∆-increment learned from data is applied recursively to predict fluid
particle trajectories.

TABLE 2: Specifications of the benchmark problems

Example 2D/ Steady/ Characteristic
3D Unsteady Length Speed Time

Hill’s spherical vortex 3D Steady 2 0.25 8
Steady ABC flow 3D Steady 2π

√
3+
√
2 2

Double-gyre flow 2D Unsteady 1 0.1 · π 4
Unsteady ABC flow 3D Unsteady 2π

√
3+
√
2 2

Volume 5, Issue 2, 2024



82 Wei et al.

In each example, we follow the procedure described below to train and test a feedforward
NNmodel for the∆-incrementϕ∆,ψ∆, or ξ∆ (see Table 1), where∆ > 0 is a duration of time.
Let there be Nlay hidden layers in the NN and Nneu “neurons” on each hidden layer. In Eq. (13),
the activation function σi is chosen to be the hyperbolic tangent function if 1 ≤ i ≤ Nlay and a
linear function if i = Nlay + 1. These choices are quite standard for regression problems.

Step 1. Use the Latin hypercube sampling (LHS) (Tang, 1993) to determine the initial positions
of Npar particles in a computational domain D taken from the literature.

Step 2. Simulate the trajectories of these particles between time 0 and an end time T > 0 using
the explicit four-stage Runge-Kutta method (RK4) with step size 0 < τ < ∆.‡ This step
entails solving Npar straightforward initial-value problems since the fluid velocity u in
Eq. (1) or Eq. (4) is known explicitly. The trajectories generated this way are considered
the “ground truth” for comparison with the predicted results of an NN. The end time T
varies from problem to problem and is calculated as a characteristic length divided by
a characteristic speed, both of which are listed in Table 2 for each example and further
explained in its corresponding subsection.

Step 3. On each trajectory, randomly select Nseg segments with the starting time and end time
separated by a duration∆. As a result, we obtain Ntotal = Npar ·Nseg pairs of data points

{(X k,yk − xk)}Ntotal
k=1 , (18)

from which the ∆-incrementϕ∆, ψ∆, or ξ∆ can be learned. As in Section 2.3, for each
index k in Eq. (18), there exist a particle index i and a time point tj in [0, T − ∆] such
that xk is the position of the ith particle at time tj , and yk is its position at time tj +∆;
in addition, X k is as defined in Eq. (14).
Steps 1–3 constitute the process of data acquisition for the training and testing of an NN
model for the ∆-increment. It is also illustrated graphically in Fig. 1 for the double-gyre
example (see Section 3.3) with∆ = T/25 = 0.16, Npar = 10, and Nseg = 3.

Step 4. Randomly select a training set (15) and a test set (17) from (18) that do not overlap. The
ratio between their sizes, Ntrain : Ntest, is about 5:1.

Step 5. Determine the optimal parameters of the NN model by minimizing the MSE of the
training set defined in (16). We solve the minimization problem using 1000 epochs of the
Levenberg-Marquardt algorithm (Marquardt, 1963) implemented in MATLAB’s Deep
Learning Toolbox. LetΘ∗ denote the vector of optimal parameter values found this way.

Step 6. Assess the accuracy of the trained NN model NΘ∗ on the test set (17), which has not
been used in the training of the model in any way and can thus be viewed as new, unseen
data. For k = 1, 2, · · · , Ntest, we use the segment relative error, defined as follows, to
measure the accuracy of the NN model:

E segk =

∥∥NΘ∗
(
X test

k

)
− (ytest

k − xtestk )
∥∥
2

length of the kth segment
, (19)

the numerator of which is the absolute error in the estimated kth increment, ytest
k − xtestk ,

from the test set (17). We note that this is different from the error (16) used to determine
‡We assume that T is an integer multiple of∆, and∆ is an integer multiple of τ.
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FIG. 1: Illustration of the process of data acquisition for the training and testing of an NN model for the
∆-increment. The double-gyre flow is considered. ∆ = T/25 = 0.16, Npar = 10, and Nseg = 3. (a) Step
1. (b) Step 2. (c) Step 3.

Θ∗ in Step 5. It allows for a fair comparison between two NN models built for two
different values of∆ as it has been normalized by the length of the segment.

We also perform the following three steps to examine the accuracy of Algorithm 1 at calcu-
lating complete particle trajectories between time 0 and an end time T ′, which is greater than or
equal to T , the trajectory end time used in Step 2.

Step 7. Simulate an additional test set of Ntraj particle trajectories with end time T ′ following
Steps 1 and 2. We select a different seed for the random number generator in the LHS to
avoid reusing a trajectory that has already been sampled to learn the ∆-increment. As-
sume that T ′ is an integer multiple of∆. For i = 1, 2, · · · , Ntraj and j = 0, 1, 2, · · · , K,
where K = T ′/∆, let xj∆

i denote the point on the ith trajectory corresponding to time
j∆.

Step 8. Estimate each trajectory in this set using Algorithm 1. Let x̃j∆
i denote the point on the

ith estimated trajectory corresponding to time j∆. That is,

x̃0i = x0i ,

x̃j∆
i = x̃

(j−1)∆
i +NΘ∗

(
X (j−1)∆

i

)
for 1 ≤ j ≤ K,

(20)
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where X (j−1)∆
i is as defined in Eq. (14) with tj and x

tj
i replaced by (j − 1)∆ and

x̃
(j−1)∆
i .

Step 9. Assess the accuracy of Algorithm 1 at estimating the Ntraj trajectories. For the ith tra-
jectory, we measure the following relative error:

E traji =
∆ ·

∑K
j=1

∥∥∥x̃j∆
i − xj∆

i

∥∥∥
2

length of the ith trajectory
, (21)

the numerator of which is approximately the total absolute error along the ith estimated
trajectory. It allows us to compare the performance of Algorithm 1 at estimating trajecto-
ries with different end times since it has been normalized by the length of the trajectory.

A brief description of some of the parameters and their values used in the numerical experi-
ments can be found in Table 3.

We will explore the performance of various versions of Algorithm 1. They may use NNs with
different network structures and/or corresponding to different variants of ∆-increment. They
may also be applied to estimate trajectories with different end times. To distinguish them from
one another, we refer to each of them as Algorithm 1 (∆-increment, ∆, Nlay, Nneu, T ′). For
example, Algorithm 1 (ϕ∆, 0.08, 5, 20, 8) refers to the version of Algorithm 1 that calculates
trajectories over the time domain [0, 8] by recursively applying an NN with five hidden layers,
20 neurons on each layer built for the steady ∆-incrementϕ∆ where∆ = 0.08.

3.1 Hill’s Spherical Vortex

Hill’s spherical vortex (Rockwood et al., 2019) is a classic example of a 3D vortex flow. It
describes a swirling motion of a fluid vortex ring that fills a spherical volume, and the analytically
definedHill’s spherical vortex has a separatrix at the boundary: fluid does not cross the spherical

TABLE 3: Summary of some parameters used in the numerical experiments

Parameter Description Value

∆
Time duration between the starting and end Between T/400
time points of each trajectory segment and T/25

τ Step size used in RK4 to simulate particle trajectories 0.001
Nlay Number of hidden layers in the NN Between 1 and 5
Nneu Number of “neurons” on each hidden layer Between 20 and 735
Nparam Number of NN parameters in weight matrices and Between 1823

bias vectors combined, that is, inΘ and 4442

Npar
Number of particle trajectories from which 5000

the trajectory segments are sampled
Nseg Number of segments sampled from each trajectory 10
Ntotal Npar ·Nseg 50,000

Ntraj
Number of additional particle trajectories for testing 1000

Algorithm 1
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vortex boundary. The velocity of the fluid is proportional to the distance from the center of the
vortex ring, and the vorticity (i.e., the rotation of the fluid) is proportional to the inverse of the
distance squared. Hill’s spherical vortex is an important solution in fluid dynamics because it
provides a simple and idealized model for the motion of a fluid with rotational symmetry. It has
been used to study a wide range of phenomena, including the formation of hurricanes and other
atmospheric vortices, the motion of planets and stars, and the behavior of viscous fluids.

In our example, the mathematical expression of the velocity vector field u(x) within and
around Hill’s spherical vortex can be represented piecewise. Let u = [u v w]T and x =
[x y z]T . Inside the spherical vortex ring boundary, the velocity components are as follows:

u(x) =
αxz

5
, (22)

v(x) =
αyz

5
, (23)

w(x) =
α(r2 − z2 − 2x2 − 2y2)

5
, (24)

while outside of the spherical vortex, the velocity components are as follows:

u(x) =
αr5xz

5(x2 + y2 + z2)(5/2)
, (25)

v(x) =
αr5yz

5(x2 + y2 + z2)(5/2)
, (26)

w(x) =
−αr2{[2(x2 + y2 + z2)(5/2)]− 2r3z2 + r3y2}

15(x2 + y2 + z2)(5/2)
. (27)

The vortex strength parameter is α = 2, and the radius of the sphere is r = 1. 3D and 2D
streamlines are shown in Fig. 2.

In this example, the characteristic length is chosen to be 2, the non-dimensional diameter
of the spherical vortex, and the characteristic speed is chosen to be the non-dimensional free-
stream speed, 0.25, as seen in Fig. 2(b). It follows that the characteristic time is T = 2/0.25 = 8.
The domainD from which the trajectory starting points in Steps 1 and 7 are sampled is the cube
[−2, 2]× [−2, 2]× [−2, 2]. Recall that for a steady flow, the∆-incrementϕ∆, defined in Eqs. (2)
and (B.1), is a function from Rdflo to Rdflo which, given a starting position of a particle in this
flow, produces the change in the particle’s position after a time duration of fixed length ∆. In
this example, dflo = 3 as the flow is 3D.

We first fix∆ = T/100 and examine the effectiveness of four NNs of different structures at
approximating ϕ∆. For a fair comparison, as the number of hidden layers, Nlay, increases, the
number of neurons on each hidden layer,Nneu, are adjusted accordingly so that the total number
of network parameters, Nparam, to be determined is about 2000 for every NN. We follow Steps
1–6 to construct each NN model. In Table 4, we report the minimum, mean, and maximum of
the segment relative error E segk defined in Eq. (19) for the test set. [For a fair comparison, the
data set (18) and its partition in Steps 3 and 4 are kept the same in the training and testing of
NN models of different structures.] More detailed statistics of E segk , including its median and
quartiles, are also displayed in Fig. 3(a) by box plots. From Table 4 and Fig. 3(a), we observe
that as the network structure varies, the mean/median of E segk can differ by as much as two orders
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(a) (b)

FIG. 2: Streamlines in the Hill’s spherical vortex example. (a) 3D streamlines. The red streamlines are
initiated inside of the unit sphere centered at the origin. The blue streamlines are initiated on the plane
z = 2. (b) 2D streamlines on the plane y = 0 calculated using the x- and z-directional velocities on the
plane. The background coloring indicates the fluid speed on the plane calculated using all three velocity
components. (For interpretation of the colors in the figure(s), the reader is referred to the web version of
this article.)

TABLE 4: The minimum, mean, and maximum of the segment relative
error E segk (19) for four NN models of the steady ∆-increment ϕ∆ in
the Hill’s spherical vortex example. ∆ = T/100 = 0.08 is fixed. (See
Table 3 for the meaning of Nlay, Nneu and Nparam)

Nlay Nneu Nparam Min. Esegk Mean Esegk Max. Esegk

1 300 2103 7.37 · 10−4 2.46 · 10−2 6.98 · 10−1

2 40 1923 1.05 · 10−5 7.79 · 10−4 4.12 · 10−2

3 30 2073 3.89 · 10−6 3.22 · 10−4 3.44 · 10−2

5 20 1823 2.65 · 10−6 1.15 · 10−4 1.42 · 10−2

of magnitude, indicating that network structure plays an important role in the accuracy of an NN
model forϕ∆. Furthermore, the deepest NN equipped with five hidden layers approximatesϕ∆

most accurately, despite having the fewest parameters; it boasts a mean/median E segk in the order
of 10−4.

We also observe that prominent flow features, such as the vortex in this case, can have strong
implications on the accuracy of NN models. For the NN model with∆ = T/100, Nlay = 5, and
Nneu = 20, in Fig. 4, we plot E segk against ∥xtestk ∥2, which is the distance between the starting
point of the kth segment in the test set (17) and the origin. For reference, a vertical dotted line is
included in this figure to mark where ∥xtestk ∥2 would be exactly 1 such that ∥x

test
k ∥2 < 1 (inside
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FIG. 3: Box plots of the segment relative error E seg
k (19) in the Hill’s spherical vortex example. A log scale

is used on the vertical axis. In each box plot, the mean (circle) and median (horizontal line through the box),
first and third quartiles (lower and upper edges of the box), outliers (dots), and minimum and maximum
of the nonoutliers (boundaries of the lower and upper whiskers) of E seg

k are shown. Outliers are defined
to be E seg

k that are 1.5 times of the interquartile range (height of the box) below the first quartile or above
the third quartile. (a) The NN models for the steady ∆-increment ϕ∆ with fixed ∆ = T/100 = 0.08
and four different network structures (see Table 4). (b) The NNs with fixed network structure (Nlay = 5,
Nneu = 20) and five different values of ∆ (T/25 = 0.32, T/50 = 0.16, T/100 = 0.08, T/200 = 0.04,
and T/400 = 0.02).
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FIG. 4: The segment relative error E seg
k (19) against the distance between the segment starting point xtest

k

and the origin in the Hill’s spherical vortex example. A semi-log scale is used. ∆ = T/100 = 0.08,
Nlay = 5,Nneu = 20. The vertical dotted line marks the boundaryof the vortex. The horizontal dashed line
marks the mean E seg

k . The horizontal dashed-dotted line marks the median of E seg
k .
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the spherical vortex) to its left, and ∥xtestk ∥2 > 1 (outside the spherical vortex) to its right. A
horizontal dashed line and a horizontal dashed-dotted line are also included to mark the mean
and median E segk , respectively. As this figure indicates, for most cases where ∥xtestk ∥2 ≈ 1 or
∥xtestk ∥2 < 1, E segk is larger than its mean and median; in particular, the largest E segk occurs when
∥xtestk ∥2 ≈ 1, that is, when xtestk is close to the unit sphere, the boundary of the vortex. As shown
in Fig. 2, the flow pattern undergoes drastic changes near the boundary and is far more complex
on the inside.

Next, we examine how the choice of∆ affects the accuracy of NN models forϕ∆ by fixing
Nlay = 5, Nneu = 20 and varying ∆ between T/400 = 0.02 and T/25 = 0.32. For each value
of ∆, we again follow Steps 1–6 to build the NN. (For a fair comparison, the trajectories in
Step 2, once generated, are kept the same in the training and testing of NN models for different
values of ∆.) The statistics of E segk are illustrated by box plots in Fig. 3(b). We observe that the
mean/median E segk is consistently on the order of 10−4 and not very sensitive to the choice of∆;
E segk achieves the minimum when ∆ is neither too small nor too large, at T/100.

All the experiments so far aim to inspect the performance of NN models at estimating the
increment in a fluid particle’s position over a relatively small time duration of length ∆. We
now turn to the performance of Algorithm 1, where a trained NN model is applied recursively to
estimate the complete trajectory of the particle over the time domain [0, T ′], where T ′ ≥ T . In
all the experiments below, Nlay = 5, and Nneu = 20.

Recall that following Steps 1–6, we have already built five NNs with Nlay = 5, Nneu = 20
for five values of ∆ between T/400 and T/25, whose performance at estimating changes in
fluid particles’ positions is summarized and compared in Fig. 3(b). We now follow Steps 7–
9 to investigate how the choice of ∆ affects the accuracy of Algorithm 1. More specifically,
we first follow Step 7 to generate a new set of Ntraj trajectories with end time T . For a fair
comparison, this set is kept the same as we vary ∆ in Algorithm 1. Then for each ∆, we repeat
Algorithm 1 (ϕ∆, ∆, 5, 20, T )§ and depict the statistics of the trajectory relative error E traji

defined in (21) in Fig. 5(a). For all five values of ∆, the median of E traji is in the order of 10−4;
and while more variability can be observed for the mean of E traji , it stays well below 10−2.
Moreover, the median/mean E traji also achieves the minimum at∆ = T/100, as observed for the
segment relative error E segk in Fig. 3(b). For this value of ∆, we plot the fifty most inaccurate
estimated trajectories (circles) as well as their exact counterparts (solid lines) in Figs. 6(a) and
6(b) viewed from two different angles. All trajectories but one lie within or close to the unit
sphere boundary [also shown in Figs. 6(a) and 6(b) for reference], where the NNs have the
most difficulty estimating the increment in a fluid particle’s position, as demonstrated in Fig. 4.
Additionally, in Fig. 6(c), we zoom in on the six most inaccurate estimated trajectories and the
exact ones corresponding to them. The error E traji in each estimated trajectory and the unit sphere
boundary are displayed as well.

In the previous set of experiments, the same trajectory end time T is used to acquire the
trajectories for training NNmodels (Step 2) and those for testing Algorithm 1 (Step 7). Naturally,
we wonder about the applicability of the NNs beyond the time point T , that is, whether and to
what extent they can be used to extrapolate trajectory data. To look into this, we repeat Steps
7–9 for four end times between T and 2T , while fixing∆ = T/100, Nlay = 5, and Nneu = 20.
That is, the end time in Step 2 remains T for the trajectories used to train the NN, whereas

§Recall that this is the version of Algorithm 1 that calculates trajectories over the time domain [0, T ] by
recursively applying an NN with five hidden layers, 20 neurons on each layer built for the steady ∆-
incrementϕ∆.
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FIG. 5:Box plots of the trajectory relative error E traj
i (21) associated with Algorithm 1 in the Hill’s spherical

vortex example. A log scale is used on the vertical axis. (See the caption of Fig. 3 for interpretation of box
plots.) (a) Algorithm 1 (ϕ∆, ∆, 5, 20, T ) where ∆ equals T/25 = 0.32, T/50 = 0.16, T/100 = 0.08,
T/200 = 0.04, or T/400 = 0.02. (b) Algorithm 1 (ϕ∆, T/100, 5, 20, T

′), where T ′ equals T = 8,
1.25T = 10, 1.5T = 12, or 2T = 16.

the end time T ′ in Step 7 can be greater than T for the trajectories used to test Algorithm 1.
(For a fair comparison, the trajectory starting points in Step 7, once sampled, remain unchanged.
We extend its trajectory as T ′ increases.) For each end time T ′ considered, the statistics of E traji

associated with Algorithm 1 (ϕ∆, T/100, 5, 20, T ′) are summarized in a box plot in Fig. 5(b).
We observe that E traji increases with T ′; and while the increase is slow between T and 1.5T , it
becomes considerably steeper between 1.5T and 2T . When T ′ = 1.5T , the mean/median E traji

is still below 10−3 and the maximum E traji is around 10−1, indicating that Algorithm 1 can be
applied to trace fluid particles up to time 1.5T to a reasonable degree of accuracy, even though
the training data for the NN are all collected at time points that do not exceed T . (See Appendix C
for additional graphics.)

3.2 Steady ABC Flow

The steady ABC flow (Haller, 2005) is a useful test case because it exhibits a wide range of flow
phenomena, including turbulence, boundary layers, and complex flow structures. It is character-
ized by a 3D periodic flow pattern that is created by the motion of three vortices rotating around
perpendicular axes.

In this example, the fluid velocity vector fieldu(x) where u = [u v w]T and x = [x y z]T

is given by
u(x) = A sin z + C cos y, (28)

v(x) = B sinx+A cos z, (29)

w(x) = C sin y +B cosx. (30)
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(c)
FIG. 6: The fifty most inaccurate trajectories estimated by Algorithm 1 (ϕ∆, T/100, 5, 20, T ) and the
corresponding true trajectories in the Hill’s spherical vortex example. The circles mark the estimated trajec-
tories, and the solid lines represent the true trajectories. The starting point of each trajectory is marked with
a star. (a), (b) All 50 pairs of trajectories viewed from two different angles. The unit sphere centered at the
origin is included for reference. (c) The six most inaccurate estimated trajectories and the corresponding
exact trajectories. The relative trajectory errors E traj

i (21) are displayed at the top of the respective panels.
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In particular, we consider the parameter values A =
√
3, B =

√
2, C = 1 as in Haller

(2005). We show the 2D streamlines on three planes in Fig. 7(a) and a bundle of 3D “stream
ribbons” in Fig. 7(b), where the twist in the ribbons is proportional to the curl of the flow.

Like the Hill’s spherical vortex example, the steady ABC flow is a 3D steady flow. Therefore,
we proceed as in Section 3.1 to examine the performance of NN models at advancing fluid
particles’ positions. In Steps 2 and 7, the particles are sampled from the domain D = [0, 2π] ×
[0, 2π]× [0, 2π]. The characteristic length of the steady ABC is chosen to be 2π, the length of the
edges of D. The maximum amplitude in the three velocity components, A + B = (

√
3 +
√
2),

is identified as the characteristic speed. Consequently, the characteristic time T is determined to
be 2 by rounding 2π/(A+B) to the next bigger integer.

We first explore how the structure of the NN influences the performance of NNmodels for the
steady∆-incrementϕ∆ where∆ = T/100 is fixed. We adopt the same four network structures
used in Section 3.1, the number of parameters,Nparam, of which stays around 2000 as the number
of hidden layers,Nlay, and the number of neurons on each layer,Nneu, vary. The minimum, mean,
and maximum of the segment relative error E segk defined in Eq. (19) are presented in Table 5. For
each network structure, we also present more detailed statistics of E segk in a box plot in Fig. 8(a).
We observe that the mean and median of E segk are around 10−4 for all four networks. Unlike in
the previous example where a deeper network is more accurate, the network with a single hidden
layer and the most network parameters outperforms the other networks.

We also observe that the accuracy of the NN model depends on the balance between the local
rate of strain and rate of rotation, which can be characterized by the Q criterion (Hunt et al.,
1988). Roughly speaking, the Q criterion at a given point increases with the rate of rotation and
decreases with the rate of strain at that point. A positive Q indicates the dominance of rotation

(a) (b)

FIG. 7: Streamlines and stream ribbons in the steady ABC flow example. (a) 2D streamlines calculated
using the 2D fluid velocity vector field on each of the three planes x = 0, y = 2π, and z = 2π. The
background coloring of each plane indicates the fluid speed on the plane calculated using the full 3D
velocity vector field. (b) A bundle of 3D stream ribbons initiated from the plane y = 0. The inset shows
the same bundle viewed from a different angle.
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TABLE 5: The minimum, mean, and maximum of the segment relative
error E segk (19) for four NN models of the steady∆-incrementϕ∆ in the
classic steady ABC flow example. ∆ = T/100 = 0.02 is fixed. (See
Table 3 for the meaning of Nlay, Nneu, and Nparam)

Nlay Nneu Nparam Min. Esegk Mean Esegk Max. Esegk

1 300 2103 1.45 · 10−6 4.63 · 10−5 3.00 · 10−2

2 40 1923 1.70 · 10−6 1.31 · 10−4 5.00 · 10−2

3 30 2073 2.63 · 10−6 1.26 · 10−4 5.62 · 10−2

5 20 1823 4.76 · 10−6 2.94 · 10−4 1.10 · 10−2
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FIG. 8:Box plots of the segment relative error E seg
k (19) in the steady ABC flow example. A log scale is used

on the vertical axis. (See the caption of Fig. 3 for interpretation of box plots.) (a) The NN models for the
steady∆-incrementϕ∆ with fixed∆ = T/100 and four different network structures (see Table 5). (b) The
NNs with fixed network structure (Nlay = 1, Nneu = 30) and five different values of ∆ (T/25 = 0.08,
T/50 = 0.04, T/100 = 0.02, T/200 = 0.01, and T/400 = 0.005).

over strain, whereas a negativeQ value indicates the dominance of strain over rotation. In Fig. 9,
for the NN model withNlay = 1,Nneu = 300, and∆ = T/200, we plot E segk against theQ value
at the starting point for every segment in the test set (17). It shows that the NN model tends to
be less accurate as the initial Q decreases, that is, as the strain becomes more dominant at the
segment starting location. In particular, for the majority of the segments with initial Q less than
−2, E segk is above the mean and median.

We next look into how the value of ∆ affects the accuracy of NN models of ϕ∆ by fixing
Nlay = 1, Nneu = 300 and varying ∆ between T/400 = 0.02 and T/25 = 0.32. For each value
of∆, we again follow Steps 1–6 to build an NN. The statistics of E segk are illustrated by box plots
in Fig. 8(b). The mean/median E segk is consistently in the order of 10−4, and E segk achieves the
minimum at ∆ = T/200.

Following Steps 7–9, we also examine the performance of Algorithm 1 at estimating particle
trajectories. As in Section 3.1, we perform two sets of experiments. First, we fix the network
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FIG. 9: The segment relative error E seg
k (19) against the initial Q value for the test set (17) in the steady

ABC flow example. A semi-log scale is used. ∆ = T/200 = 0.01, Nlay = 1, Nneu = 300, and ∆ =
T/200 = 0.01. The horizontal dashed line marks the mean E seg

k . The horizontal dash-dotted line marks the
median of E seg

k .

structure (Nlay = 1, Nneu = 300) and T ′ = T in Step 7, that is, the end time of the trajectories
generated for testing Algorithm 1 is the same as the end time of the trajectories generated for
training the NN in Step 2. For five values of ∆, we report the statistics of the trajectory relative
error E traji defined in (21) in Fig. 10(a). The mean/median E traji is in the order of 10−4 in all cases.
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FIG. 10: Box plots of the trajectory relative error E traj
i (21) associated with Algorithm 1 in the steady ABC

flow example. A log scale is used on the vertical axis. (See the caption of Fig. 3 for interpretation of box
plots.) (a) Algorithm 1 (ϕ∆, ∆, 1, 300, T ) where ∆ equals T/25 = 0.08, T/50 = 0.04, T/100 = 0.02,
T/200 = 0.01, or T/400 = 0.005. (b) Algorithm 1 (ϕ∆, T/200, 1, 300, T

′) where T ′ equals T = 2,
1.25T = 2.5, 1.5T = 3, or 2T = 4.
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We plot the fifty least-accurate trajectories (circles) estimated by Algorithm 1 (ϕ∆, T/200, 1,
300, T ) and the corresponding true trajectories (solid lines) in Figs. 11(a) and 11(b). The isosur-
faces of Q values 2 and −2 are also shown in the two subplots. (Interestingly, each isosurface
resembles a network of interconnected tubes.) We can see that most of the 50 trajectories initi-
ate outside of the isosurface of Q value 2 [Fig. 11(a)] and within the isosurface of Q value −2
[Fig. 11(b)]. This is consistent with our observation from Fig. 9 that the NN model tends to be
less accurate when strain is more dominant than rotation. Furthermore, as seen in Fig. 12, the six
most inaccurate trajectories all start within the isosurface of Q value −2.

Next, we fix the NN (Nlay = 1, Nneu = 300, and ∆ = T/200) and repeat Steps 7–9 for
four end times between T ′ = T and T ′ = 2T . For each end time T ′, the statistics of the
trajectory relative error E traji (21) associated with Algorithm 1 (ϕ∆, T/200, 1, 300, T ′) are
shown in Fig. 10(b). As in the previous example, when the end time is as large as T ′ = 1.5T ,
the maximum E traji is around 10−1, indicating that the NN model can be applied to trace fluid
particles up to time T ′ = 1.5T to a reasonable degree of accuracy, even though the training data
(15) for the NN are all collected at time points that do not exceed T .

3.3 Double-Gyre Flow

The double-gyre flow (Shadden et al., 2005) is a model of oceanic circulation patterns compris-
ing two rotating eddies, or gyres, that are found in the surface layer of the ocean. These kinds of
flows are created by the interaction between the wind-driven surface currents and the underlying,

∆-increment:ϕ∆

(a) (b)

FIG. 11: The fifty least accurate trajectories estimated by Algorithm 1 (ϕ∆, T/200, 1, 300, T ), the cor-
responding true trajectories, and Q isosurfaces in the steady ABC flow example. The circles mark the
estimated trajectories, and the solid lines represent the true trajectories. The starting point of each trajec-
tory is marked with a star. (a) The fifty pairs of trajectories shown with the isosurface ofQ value 2. (b) The
50 pairs of trajectories shown with the isosurface of Q value −2.
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∆-increment:ϕ∆

FIG. 12: The six least-accurate trajectories estimated by Algorithm 1 (ϕ∆, T/200, 1, 300, T ), the corre-
sponding true trajectories, and the isosurface of Q value −2 in the steady ABC flow example. The circles
mark the estimated trajectories, and the solid lines represent the true trajectories. The starting point of
each trajectory is marked with a star. The trajectory relative errors E traj

i (21) are displayed at the top of the
respective panels.

stratified layers of the ocean. Researchers use the double-gyre example to study a wide range of
oceanic phenomena, including the transport of nutrients and pollutants, the formation and move-
ment of marine ecosystems, and the impact of ocean circulation patterns on climate change. By
studying the behavior of the double-gyre flow, researchers can gain insights into the behavior
of more complex oceanic flows and develop more accurate and efficient numerical models for
simulating them.

For this 2D unsteady flow, the velocity vector fieldu(x,γ(t)) is

u(x,γ(t)) = −πA sin(πf(x, t)) cos(πy), (31)

v(x,γ(t)) = πA cos(πf(x, t)) sin(πy)
∂f

∂x
(x, t), (32)

where u = [u v]T , x = [x y]T , and

f(x, t) = ϵ sin(ωt)x2 + (1− 2ϵ sin(ωt))x. (33)
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Equations (31)–(33) imply that the time-dependent term is γ(t) = ϵ sin(ωt) in this example.
We chooseA = 0.1, ϵ = 0.25, andω = 2π as in Shadden et al. (2005). The flow velocity vector
field when t = 0, 0.25, 0.5, 0.75 is illustrated in Fig. 13. Note that as suggested by Eqs. (32)
and (33), the velocity fields are identical at t = 0 and 0.5 [see Figs. 13(a) and 13(c)].

The domain D from which the starting points of fluid particle trajectories are sampled in
Steps 1 and 7 is [0, 2] × [0, 1]. At time t = 0 or t = 0.5, the diameter of either gyre is 1 [see
Figs. 13(a) and 13(c)], which is chosen to be the characteristic length. The amplitude of the
right-hand sides of Eqs. (31) and (32), πA, is taken to be the characteristic speed. Rounding the
ratio 1/(πA) up to the next larger integer results in the characteristic time T = 4. Since the flow
is unsteady, we also compare the performance of NN models built for the γ-explicit unsteady∆-
incrementψ∆ defined in Eqs. (5), (B.3), and the γ-implicit unsteady∆-increment ξ∆ defined in
Eqs. (11), (B.5). Recall that they are two variants resulting from two different ways of rewriting
the original non-autonomous system Eq. (4) into an autonomous system: Eq. (6) or Eq. (10). We
have summarized and compared them in Table 1 as well as in the text preceding it.

As seen in Table 1, ψ∆ is a function from Rdflo+m+1 to Rdflo, where dflo is the dimension of
the flow, andm is the degree of the polynomial γ of time t in the velocity vector fieldu(x,γ(t)).
In this example, dflo = 2, and γ = ϵ sin(ωt), which is not a polynomial. Therefore, for the
starting time point tk of each trajectory segment in Eq. (18) selected in Step 3, we use the
second-degree Taylor polynomial of γ around tk to approximate γ locally on that segment,
between time points tk and tk+∆. This leads to aψ∆ that is from R5 to R2. The other unsteady
∆-increment, ξ∆, is a function from R3 to R2 in this example, according to Table 1.

As in the previous two examples, we first follow Steps 1–6 to examine the performance of
NN models for ψ∆ and ξ∆, which is summarized in Tables 6 and 7 and depicted in Fig. 14.
Various network structures and values of ∆ are again considered. By comparing Table 6 to

(a) (b)

(c) (d)

FIG. 13: Snapshots of the double-gyre flow. The lengths of the arrows and the background coloring indicate
fluid speed. (a) t = 0. (b) t = 0.25. (c) t = 0.5. (d) t = 0.75.
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TABLE 6: The minimum, mean, and maximum of the segment relative
error E segk (19) for four NN models of the γ-explicit unsteady ∆-
increment ψ∆ in the double-gyre example. ∆ = T/200 = 0.02 is fixed.
(See Table 3 for the meaning of Nlay, Nneu and Nparam)

Nlay Nneu Nparam Min. Esegk Mean Esegk Max. Esegk

1 250 2002 5.20 · 10−6 7.43 · 10−4 4.47 · 10−2

2 40 1962 4.76 · 10−6 7.83 · 10−5 1.22 · 10−2

3 30 2102 1.03 · 10−7 4.12 · 10−5 6.71 · 10−3

4 25 2152 2.61 · 10−7 5.97 · 10−5 3.54 · 10−3

TABLE 7: The minimum, mean, and maximum of the segment relative
error E segk (19) for four NN models of the γ-implicit unsteady ∆-
increment ξ∆ in the double-gyre example. ∆ = T/200 = 0.02 is fixed.
(See Table 3 for the meaning of Nlay, Nneu and Nparam)

Nlay Nneu Nparam Min. Esegk Mean Esegk Max. Esegk

1 735 4412 3.09 · 10−5 6.24 · 10−3 2.85 · 10−1

2 63 4412 1.41 · 10−5 8.14 · 10−4 1.98 · 10−1

3 45 4412 3.85 · 10−6 4.98 · 10−4 7.89 · 10−2

4 37 4442 4.56 · 10−6 4.56 · 10−4 6.78 · 10−2

Table 7 and Figs. 14(a) and 14(b) to Figs. 14(c) and 14(d), we note that the NN models for ξ∆
are noticeably less accurate than the NN models for ψ∆. For every combination of ∆ and Nlay
considered, even though twice as many network parameters are used in the NN model for ξ∆,
the segment relative error E segk (19) associated with it is still about one order of magnitude larger
than the E segk associated with the NN model forψ∆. (Note thatNparam ≈ 4400 in the case of ξ∆,
and Nparam ≈ 2000 in the case of ψ∆.) In addition, as seen in Figs. 14(a) and 14(c), network
structure plays an important role in the accuracy of NN models for bothψ∆ and ξ∆, and deeper
networks are more desirable when the total number of network parameters remains more or less
the same. Figures 14(b) and 14(d) suggest that the accuracy of the NN models for both ψ∆ and
ξ∆ is not very sensitive to the value of ∆. For every ∆ considered, the mean/median E segk is in
the order of 10−5 for the NN model for ψ∆ and is in the order of 10−4 for the NN model for
ξ∆.

We emphasize that although the trained NN models for ψ∆ are more accurate, to train or
simulate such a model entails knowing the time-dependent term γ in the velocity vector field
u(x,γ(t)); that is, we need to know how the fluid velocity varies with time, which is not realistic
in a setting where only trajectory data are available and the flow is simply a “black box.” Learning
ξ∆ only requires trajectory data and the time stamps at which they are collected, making it more
applicable in precisely the type of scenarios where data-driven methods are highly sought after.

As in Section 3.1, we also look into the effects of distinct flow structures (the two gyres) on
the accuracy of NN models for ψ∆ and ξ∆. We fix∆ = T/200 and Nlay = 3, Nneu = 30 for
ψ∆, Nlay = 3, Nneu = 45 for ξ∆. In Fig. 15, for both NNs, we plot E segk against the smaller of
the following two distances: 1)

∥∥xtestk − [0.5 0.5]T
∥∥
2, that is, the distance between the starting
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∆-increment: ξ∆
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FIG. 14: Box plots of the segment relative error E seg
i (19) in the double-gyre example. A log scale is used on

the vertical axis. (See the caption of Fig. 3 for interpretation of box plots.) (a) The NNs for the γ-explicit
unsteady ∆-increment ψ∆ with fixed ∆ = T/200 = 0.02 and four different network structures (see
Table 6). (b) The NNs for ψ∆ with Nlay = 3, Nneu = 45, and five different values of ∆ (T/25 = 0.16,
T/50 = 0.08, T/100 = 0.04, T/200 = 0.02, and T/400 = 0.01). (c) The NNs for the γ-implicit
unsteady ∆-increment ξ∆ with fixed ∆ = T/200 = 0.02 and four different network structures (see
Table 7). (d) The NNs for ξ∆ with Nlay = 3, Nneu = 45 and five different values of ∆ (T/25 = 0.16,
T/50 = 0.08, T/100 = 0.04, T/200 = 0.02, and T/400 = 0.01).

point of the kth segment in the test set (17), xtestk , and [0.5 0.5]T , and 2)
∥∥xtestk − [1.5 0.5]T

∥∥
2,

that is, the distance between xtestk and [1.5 0.5]T , where [0.5 0.5]T and [1.5 0.5]T are roughly
the gyre centers at t = 0 and t = 0.5 [see Figs. 13(a) and 13(c)]. The mean and median of E segk

are also displayed in each plot for reference. We observe that for both NNs, the errors loosely
form a U shape, indicating that large errors occur either close to the center or the edges of the
gyres; in particular, the largest errors correspond to segments furthest away from the gyres, at
the boundary of the domain.
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FIG. 15: The segment relative error E seg
k (19) against min

{∥∥xtest
k − [0.5 0.5]T

∥∥
2,

∥∥xtest
k − [1.5 0.5]T

∥∥
2

}
in the double-gyre example, where xtest

k is the starting point of the kth segment in the test set (17), and
[0.5 0.5]T , [1.5 0.5]T are roughly the gyre centers at t = 0 and t = 0.5 [see Figs. 13(a) and 13(c)]. A
semi-log scale is used. The horizontal dashed line marks the mean E seg

k . The horizontal dash-dotted line
marks the median of E seg

k . (a) The NN with ∆ = T/200 = 0.02, Nlay = 3, and Nneu = 30 for the γ-
explicit unsteady ∆-increment ψ∆. (b) The NN with ∆ = T/200 = 0.02, Nlay = 3, and Nneu = 45 for
the γ-implicit unsteady∆-increment ξ∆.

As in the previous two examples, we follow Steps 7–9 to examine how well Algorithm 1
approximates complete fluid particle trajectories. Recall that for five values of ∆, we have built
five NNs with Nlay = 3, Nneu = 30 for the γ-explicit unsteady ∆-increment ψ∆, and five NNs
with Nlay = 3, Nneu = 45 for the γ-implicit unsteady ∆-increment ξ∆ [see Tables 6, 7, and
Figs. 14(b) and 14(d) for their performance]. We first simulate Ntraj trajectories with end time T
in Step 7, and then repeat Steps 8 and 9 for every version of Algorithm 1 equipped with one of
the 10 trained NNs, that is, Algorithm 1 (ψ∆,∆, 3, 30, T ) and Algorithm 1 (ξ∆,∆, 3, 45, T ) for
the five values of ∆ considered in Figs. 14(b) and 14(d). The statistics of the trajectory relative
error E traji (21) associated with every version of Algorithm 1 are depicted in Figs. 16(a) and 16(c).
Similar to what has been observed for the segment relative error E segk (19) from Figs. 14(b) and
14(d), for every∆, the mean/median E traji associated with Algorithm 1 (ξ∆,∆, 3, 45, T ) is about
one order of magnitude higher than the mean/median E traji associated with Algorithm 1 (ψ∆,∆,
3, 30, T ), even though the NN model used in the former has about twice as many network
parameters as the NN model used in the latter (see Tables 6 and 7).

In Fig. 17(a), we also show the fifty most-inaccurate trajectories (marked by circles) esti-
mated using Algorithm 1 (ξ∆, T/200, 3, 45, T ). The exact trajectories are shown in solid lines
for comparison. All fifty pairs of trajectories are near the boundary of the domain D, which is
consistent with our observation based on Fig. 15 that the NN models are less accurate away from
the gyre centers. In Fig. 17(b), we zoom in on the five least-accurate estimated trajectories and
the true trajectories corresponding to them. The errors E traji (21) associated with them are also
displayed.

Next, we extend the trajectory end time T ′ in Step 7 to as large as 2T and examine the
performance of Algorithm 1 again. The end time used in Step 2 to acquire the data set (18)
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∆-increment: ξ∆
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FIG. 16: Box plots of the trajectory relative error (21) associated with Algorithm 1 in the double-gyre
example. A log scale is used on the vertical axis. (See the caption of Fig. 3 for interpretation of box
plots.) (a) Algorithm 1 (ψ∆, ∆, 3, 30, T ) where ∆ equals T/25 = 0.16, T/50 = 0.08, T/100 = 0.04,
T/200 = 0.02, or T/400 = 0.01. (b) Algorithm 1 (ψ∆, T/200, 3, 30, T

′) where T ′ equals T = 4,
1.25T = 5, 1.5T = 6, or 2T = 8. (c) Algorithm 1 (ξ∆, ∆, 3, 45, T ) where ∆ equals T/25 = 0.16,
T/50 = 0.08, T/100 = 0.04, T/200 = 0.02, or T/400 = 0.01. (d) Algorithm 1 (ξ∆, T/200, 3, 45, T ′)
where T ′ equals T = 4, 1.25T = 5, 1.5T = 6, or 2T = 8.

for the NNs remains T and does not change. For each end time T ′ considered, we estimate
the Ntraj trajectories simulated in Step 7 using two versions of Algorithm 1: Algorithm 1 (ψ∆,
T/200, 3, 30, T ′) and Algorithm 1 (ξ∆, T/200, 3, 45, T ′). The trajectory relative errors E traji

(21) associated with them are illustrated in Figs. 16(b) and 16(d), respectively. As expected,
for both versions of Algorithm 1, E traji grows as the end time T ′ increases beyond T . However,
comparing the two figures, we notice that the growth of E traji is considerably more rapid in the
case of Algorithm 1 (ξ∆, T/200, 3, 45, T ′) than in the case of Algorithm 1 (ψ∆, T/200, 3, 30,
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∆-increment: ξ∆
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FIG. 17: The fifty most-inaccurate trajectories estimated by Algorithm 1 (ξ∆, T/200, 3, 45, T ) and the
corresponding true trajectories in the double-gyre example. The circles mark the estimated trajectories, and
the solid lines represent the true trajectories. The starting point of each trajectory is marked with a star.
(a) All 50 pairs of trajectories. (b) The five most-inaccurate estimated trajectories and the corresponding
true trajectories. The trajectory relative error E traj

i (21) in each estimated trajectory is displayed at the top
of the respective panel.
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T ′). In particular, the mean/median/maximum E traji associated with Algorithm 1 (ξ∆, T/200, 3,
45, 1.25T ) is already of order 10−1, suggesting that Algorithm 1 (ξ∆, T/200, 3, 45, T ′) should
not be applied to trace fluid particles beyond the end time T ′ = 1.25T . In stark contrast, as
observed in Fig. 16(b), for T ′ as large as 2T , the mean/median E traji associated with Algorithm 1
(ψ∆, T/200, 3, 30, T ′) is below 10−4, and the maximum E traji associated with it is below 10−2,
demonstrating the overwhelming superiority of the NN models for ψ∆ over the NN models for
ξ∆ at extrapolating trajectory data. (See Appendix C for additional graphics.)

3.4 Unsteady ABC Flow

The unsteady ABC flow (Haller, 2005) resembles the steady ABC flow but incorporates time-
dependent oscillations in the velocity field.

The velocity fieldu(x,γ(t)) where u = [u v w]T and x = [x y z]T is as follows:

u(x,γ(t)) = A(t) sin z + C cos y, (34)

v(x,γ(t)) = B sinx+A(t) cos z, (35)

w(x,γ(t)) = C sin y +B cosx, (36)

where A(t) = A0 + (1 − e−qt) sinωt characterizes the growth and saturation of an unstable
mode, and γ(t) coincides with A(t). The parameter values are A0 =

√
3, q = 0.1, ω =

2π, B =
√
2, and C = 1 as in Haller (2005). Since this flow is also unsteady, we proceed as in

the previous example. One major difference is that the flow is 3D in this example. In Steps 1 and
7, we sample the particles within the cubeD = [0, 2π]× [0, 2π]× [0, 2π] and let the edge length
2π be the characteristic length. The largest amplitude in all three components of the velocity,
A0 + B, is chosen to be the characteristic speed. Consequently, as in Section 3.2 for the steady
ABC flow, we employ T = 2 as the characteristic time, which is approximately 2π/(A0 +B).

As in Section 3.3, we first follow Steps 1–6 to examine the performance of NN models
for the γ-explicit unsteady ∆-increment ψ∆ and the γ-implicit unsteady ∆-increment ξ∆. The
time-dependent term γ in the fluid velocity vector field (34)–(36) is again not a polynomial. For
the starting time point tk of each trajectory segment in (18) selected in Step 3, we again use
the second-degree Taylor polynomial of γ around tk to approximate γ locally on that segment,
between time points tk and tk+∆. Since the flow is 3D, according to Table 1,ψ∆ is from R6 to
R3, and ξ∆ is from R4 to R3. Various network structures and values of ∆ are again considered.
The statistics of the segment relative error E segk (19) are summarized in Tables 8, 9, and Fig. 18.
As seen in Figs. 18(a) and 18(c), the network structure plays an important role in the accuracy of
NN models for bothψ∆ and ξ∆. When the total number of network parameters,Nparam, remains
more or less the same, the NN for ψ∆ with two hidden layers (Nlay = 2) is the most accurate,
while the NN for ξ∆ with one hidden layer (Nlay = 1) is the most accurate. Figures 18(b) and
18(d) suggest that the accuracy of NN models is not very sensitive to the value of ∆. For every
∆ considered, the mean/median E segk is in the order of 10−4 for the NN models of both ψ∆ and
ξ∆.

As in the previous three examples, we follow Steps 7–9 to examine the performance of
Algorithm 1 at approximating fluid particle trajectories. For five values of ∆, we report the
statistics of the trajectory relative error E traji (21) associated with Algorithm 1 (ψ∆,∆, 2, 55, T )
and Algorithm 1 (ξ∆, ∆, 1, 400, T ) in Figs. 19(a) and 19(c). The median/mean of E traji is in the
order of 10−4 across the board.
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TABLE 8: The minimum, mean, and maximum segment relative errors
E segk (19) for four NNmodels of the γ-explicit unsteady∆-incrementψ∆

in the unsteady ABC example.∆ = T/200 = 0.01 is fixed. (See Table 3
for the meaning of Nlay, Nneu and Nparam)

Nlay Nneu Nparam Min. Esegk Mean Esegk Max. Esegk

1 400 4003 1.62 · 10−5 5.77 · 10−4 2.19 · 10−2

2 55 3633 2.58 · 10−6 1.07 · 10−4 7.11 · 10−3

3 40 3683 6.04 · 10−6 2.36 · 10−4 1.27 · 10−2

5 30 4023 6.83 · 10−6 4.78 · 10−4 1.91 · 10−2

TABLE 9: The minimum, mean, and maximum segment relative errors
E segk (19) for four NN models of the γ-implicit unsteady∆-increment ξ∆
in the unsteady ABC example.∆ = T/200 = 0.01 is fixed. (See Table 3
for the meaning of Nlay, Nneu and Nparam)

Nlay Nneu Nparam Min. Esegk Mean Esegk Max. Esegk

1 400 3604 2.06 · 10−6 1.04 · 10−4 3.29 · 10−2

2 55 3579 1.28 · 10−5 5.29 · 10−4 1.93 · 10−2

3 40 3644 5.01 · 10−6 4.28 · 10−4 1.40 · 10−2

5 30 3994 2.22 · 10−6 8.74 · 10−4 2.52 · 10−2

Finally, we apply Algorithm 1 (ψ∆, T/400, 2, 55, T ′) and Algorithm 1 (ξ∆, T/400, 1, 400,
T ′) to estimate trajectories with end time T ′ between T and 2T . Recall that T is the end time
of the trajectories from which the training data (15) are collected. For each T ′ considered, the
trajectory relative error E traji (21) is reported in Figs. 19(b) and 19(d). As expected, whether an
NN model for ψ∆ or ξ∆ is employed in Algorithm 1, E traji increases with T ′. It is again evident
that the NN models for ξ∆ are worse at extrapolating than the NN models forψ∆. For example,
the median E traji is about 10−2 for Algorithm 1 (ξ∆, T/400, 1, 400, 1.5T ) and less than 10−3 for
Algorithm 1 (ψ∆, T/400, 1, 400, 1.5T ).

In this example, the NN models for the γ-implicit unsteady∆-increment ξ∆ are as accurate
as the NN models for the γ-explicit unsteady ∆-increment ψ∆ at interpolating, when the time
domains of the training data and test data coincide [see Tables 8, 9, Fig. 18, and Figs. 19(a) and
19(c)]. However, the former are less accurate at extrapolating, when the test data are collected
outside of the time domain of the training data [see Figs. 19(b) and 19(d)]. We emphasize again
that training an NN for ξ∆ does not require any knowledge of the time-dependent term γ in the
fluid velocity, which is a huge advantage in scenarios where only trajectory data are available.

4. DISCUSSION

The position of a fluid particle is governed by an autonomous or a non-autonomous dynamical
system, depending on whether the the flow is steady or unsteady. This system can be simulated
using a numerical ODE solver, given that the fluid velocity field is known or can be resolved.
Our main contribution is demonstrating that given abundant trajectory data, we can learn the
solution to this system and thus track the fluid particle without knowledge of the fluid velocity.
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∆-increment: ψ∆
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∆-increment: ξ∆
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FIG. 18: Box plots of the segment relative error E seg
k (19) in the unsteady ABC example. A log scale is

used on the vertical axis. (See the caption of Fig. 3 for interpretation of box plots.) (a) The NNs for the
γ-explicit unsteady∆-incrementψ∆ with fixed∆ = T/100 = 0.02 and four different network structures
(see Table 8). (b) The NNs forψ∆ withNlay = 2,Nneu = 55 and five different values of∆ (T/25 = 0.08,
T/50 = 0.04, T/100 = 0.02, and T/200 = 0.01, and T/400 = 0.005). (c) The NNs for the γ-implicit
unsteady ∆-increment ξ∆ with fixed ∆ = T/100 = 0.02 and four different network structures (see
Table 9). (d) The NNs for ξ∆ with Nlay = 1, Nneu = 400 and five different values of ∆ (T/25 = 0.08,
T/50 = 0.04, T/100 = 0.02, and T/200 = 0.01, and T/400 = 0.005).

Our work is based on and inspired by Qin et al. (2019, 2021), where DNNs were used to
approximate the flow map of an autonomous system (Qin et al., 2019) or a non-autonomous
system (Qin et al., 2021), which, given the solution to the system at one time point, produces
the solution at a later time point. The flow map was built on an increment function that outputs
the change in the solution between the two time points. One of our contributions is finding novel
analytic expressions for the increment function for an autonomous system (Qin et al., 2019) and
the one for a non-autonomous system (Qin et al., 2021), termed the steady∆-increment and the

Journal of Machine Learning for Modeling and Computing



Predicting Fluid Particle Trajectories without Flow Computations 105

∆-increment: ψ∆
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∆-increment: ξ∆
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FIG. 19: Box plots of the trajectory relative error E traj
i (21) associated with Algorithm 1 in the unsteady

ABC flow example. A log scale is used on the vertical axis. (See the caption of Fig. 3 for interpretation of
box plots.) (a) Algorithm 1 (ψ∆,∆, 2, 55, T ) where∆ equals T/25 = 0.08, T/50 = 0.04, T/100 = 0.02,
T/200 = 0.01, or T/400 = 0.005. (b) Algorithm 1 (ψ∆, 0.005, 1, 400, T

′) where T ′ equals T = 2,
1.25T = 2.5, 1.5T = 3, or 2T = 4. (c) Algorithm 1 (ξ∆, ∆, 2, 55, T ) where ∆ equals T/25 = 0.08,
T/50 = 0.04, T/100 = 0.02, T/200 = 0.01, or T/400 = 0.005. (d) Algorithm 1 (ξ∆, 0.005, 1, 400, T ′)
where T ′ equals T = 2, 1.25T = 2.5, 1.5T = 3, or 2T = 4.

γ-explicit unsteady ∆-increment in this work, and thus providing new insights into how they
relate to the forcing terms in these dynamical systems.

A disadvantage of the γ-explicit unsteady ∆-increment is that to learn it, we need to know
the time-dependent term γ in the velocity field in addition to trajectory data, which can be un-
realistic in real-world applications where an analytic expression of the velocity field is truly
unknown and only trajectory data are available. To remedy this, we propose a new increment
function for a non-autonomous system that can be learned from time-stamped trajectory data
alone, termed the γ-implicit unsteady ∆-increment. This is another contribution of our work.
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Numerical results show that the DNNs built for the γ-explicit unsteady ∆-increment are more
accurate and also better at extrapolating trajectory data, compared to the DNN models of the
proposed γ-implicit unsteady ∆-increment. This is not surprising since the former are also in-
formed by additional knowledge of the flow (specifically, how the fluid velocity changes with
time) besides the trajectory data.

Furthermore, we look into how the physical features of a fluid flow affect the accuracy of a
DNN model for the increment function. For example, we observe that near the boundary of a
vortex, the model is the least accurate. Such information could lead to more clever sampling of
the trajectory data as well as adaptive refinement of the model that improves its performance in
certain regions of the flow.

One limitation of this work is that the fluid velocity is known analytically in all examples con-
sidered. This allows for computationally cheap simulation of trajectory data but fails to account
for the noises that will inevitably arise from resolving the fluid velocity field by a numerical
method for the PDEs governing the fluid dynamics, such as the Navier-Stokes equations, or by a
flow measurement technique such as the PIV. Our future directions include using more realistic
trajectory data generated by these means.
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APPENDIX A. PROOF OF THE THEOREMS

In this section and the next, we assume that the dimension of the flow, dflo, is 3. In order to prove
Theorem 1 for the autonomous system Eq. (1), we first prove the following lemma.

Lemma 1. Let {uk}∞k=1 be a sequence of functions from R3 to R3 defined as follows:

1. u1 = u, where u is the fluid velocity on the right-hand side of Eq. (1);
2. for any integer k > 1, uk = Jk−1u, where Jk−1 is the 3× 3 Jacobian matrix of uk−1.

Then for any x satisfying Eq. (1) and any integer k ≥ 1,

dkx

dtk
= uk(x(t)). (A.1)

The definition of Jk is as follows:

Jk =



∂uk

∂x

∂uk

∂y

∂uk

∂z
∂vk
∂x

∂vk
∂y

∂vk
∂z

∂wk

∂x

∂wk

∂y

∂wk

∂z

, (A.2)

where uk = [uk vk wk]
T and x = [x y z]T .

Proof. — For k = 1, Eq. (A.1) follows immediately from the definition of u1 and Eq. (1).
— Assume that for k = m ≥ 2, Eq. (A.1) holds, that is,

dmx

dtm
= um(x(t)). (A.3)

By the definition of uk, the definition of Jk, Eq. (1), Eq. (A.3), and the chain rule,

dm+1x

dtm+1 =
d

dt

(
dmx

dtm

)
=

dum

dt
= Jm

dx

dt
= Jmu = um+1,

that is, Eq. (A.1) holds for k = m+ 1 as well.
— By the principle of mathematical induction, Lemma 1 holds.

We are now ready to prove Theorem 1.

Proof. Let t0 be an arbitrary, fixed time point in [0, T −∆]. Using the Taylor expansion of x(t)
around t0, we get

x(t0 +∆)− x(t0) = ∆
dx

dt

∣∣∣∣
t0

+
∆2

2
d2x

dt2

∣∣∣∣
t0

+
∆3

6
d3x

dt3

∣∣∣∣
t0

+ · · · . (A.4)

By Lemma 1, Eq. (A.4) can be rewritten as

x(t0 +∆)− x(t0) =
∞∑
k=1

∆k

k!
uk(x(t0)) ≡ ϕ∆(x(t0)) (A.5)

for any x satisfying Eq. (1). Since t0 is arbitrary, Eq. (2) and Theorem 1 follow immediately.
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In the case of the non-autonomous system Eq. (4), depending on whether we rewrite it into
the autonomous system Eq. (6) or the autonomous system Eq. (10), we can prove Theorem 2 or
Theorem 3 in a similar fashion.

APPENDIX B. EXPRESSIONS OF THE ∆-INCREMENTS

We note that the proof of Theorem 1 is constructive. From Eq. (A.5), we obtain the following
expression of the steady ∆-incrementϕ∆ in terms of {uk}∞k=1:

ϕ∆ =
∞∑
k=1

∆k

k!
uk. (B.1)

Similarly, we can write down an expression of the γ-explicit unsteady ∆-increment ψ∆ in
terms of {ũk}∞k=1 defined as follows:

1. ũ1 = u, where u the fluid velocity on the right-hand side of Eq. (4);

2. for any integer k > 1, ũk = J̃k−1

[
u[

γ(1) γ(2) · · · γ(m) 0
]T ]

, where

J̃k =



∂ũk

∂x

∂ũk

∂y

∂ũk

∂z

∂ũk

∂γ

∂ũk

∂γ(1) · · · ∂ũk

∂γ(m)

∂ṽk
∂x

∂ṽk
∂y

∂ṽk
∂z

∂ṽk
∂γ

∂ṽk
∂γ(1) · · · ∂ṽk

∂γ(m)

∂w̃k

∂x

∂w̃k

∂y

∂w̃k

∂z

∂w̃k

∂γ

∂w̃k

∂γ(1) · · · ∂w̃k

∂γ(m)

, (B.2)

and ũk = [ũk ṽk w̃k]
T .

This expression is

ψ∆ =
∞∑
k=1

∆k

k!
ũk. (B.3)

We can also write down an expression of the γ-implicit unsteady ∆-increment ξ∆ in terms
of {ûk}∞k=1 defined as follows:

1. û1 = u, where u the fluid velocity on the right-hand side of Eq. (4);

2. for any integer k > 1, ûk = Ĵk−1

[
u
1

]
, where

Ĵk =



∂ûk

∂x

∂ûk

∂y

∂ûk

∂z

∂ûk

∂t
∂v̂k
∂x

∂v̂k
∂y

∂v̂k
∂z

∂v̂k
∂t

∂ŵk

∂x

∂ŵk

∂y

∂ŵk

∂z

∂ŵk

∂t

, (B.4)

and ûk = [ûk v̂k ŵk]
T .
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This expression is

ξ∆ =
∞∑
k=1

∆k

k!
ûk. (B.5)

APPENDIX C. ADDITIONAL GRAPHICS OF THE PARTICLE TRAJECTORIES

We present additional figures that illustrate the growth of the error of Algorithm 1 with time. We
consider one steady flow and one unsteady flow: the Hill’s spherical vortex example (Section 3.1)
and the double-gyre example (Section 3.3).

Recall that in Section 3.1, we apply Algorithm 1 (ϕ∆, T/100, 5, 20, T ′) to track 1000 par-
ticles from time 0 to T ′, where the end time T ′ varies between T and 2T , and the NN model for
ϕ∆ is trained on trajectory data collected on the time domain [0, T ] with T = 8 [see Fig. 5(b)].
For the end time T ′ = 1.5T , we plot the x, y, and z components of the least accurately estimated
trajectory as well as their exact counterparts against time in Fig. C1. The relative error, Eq. (21),
associated with this trajectory is about 1.04 × 10−1. Even though T ′ is 1.5 times as large as T ,
the x and y components of the estimated and exact trajectories are almost indistinguishable (see
the top and center panel of Fig. C1); the error in the z component of the estimated trajectory
becomes noticeable as time approaches T ′.

Recall that in Section 3.3, we apply both Algorithm 1 (ψ∆, T/200, 3, 30, T ′) and Algo-
rithm 1 (ξ∆, T/100, 3, 45, T ′) to track 1000 particles from time 0 to T ′, where the end time
T ′ varies between T and 2T , and the NN models for ψ∆ and ξ∆ are trained on trajectory data
collected on the time domain [0, T ] with T = 4 [see Figs. 16(b) and 16(d)]. Also recall that the
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FIG. C1: The x, y, and z components of the least accurate trajectory estimated by Algorithm 1 (ϕ∆,
T/100, 5, 20, 1.5T ) as functions of time (t) in the Hill’s spherical vortex example (Section 3.1). The
red dashed line represents the x, y, or z component of the estimated trajectory, and the solid black line
represents the x, y, or z component of the exact trajectory. The trajectory end time is 1.5T , whereas the
training data are sampled from the time domain [0, T ] (T = 8).
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FIG. C2: The x and y components of the least-accurate trajectory estimated by Algorithm 1 as functions of
time (t) in the double-gyre example (Section 3.3). The red dashed line represents the x or y component of
the estimated trajectory, and the solid black line represents the x or y component of the exact trajectory. The
trajectory end time is 1.5T , whereas the training data are sampled from the time domain [0, T ] (T = 4).
(a) Algorithm 1 (ψ∆, T/200, 3, 30, 1.5T ). (b) Algorithm 1 (ξ∆, T/200, 3, 45, 1.5T ).

training of NN models forψ∆ requires knowing the time-dependent term γ(t) in the fluid veloc-
ity u(x,γ(t)) explicitly, whereas the training of NN models for ξ∆ does not. As in the previous
example, we consider the end time T ′ = 1.5T . In Fig. C2(a), we plot the x and y components
of the least-accurate trajectory estimated by Algorithm 1 (ψ∆, T/200, 3, 30, 1.5T ) as well as
their exact counterparts against time. The relative error associated with this trajectory is about
1.3× 10−3. As displayed in Fig. C2(a), both the x and y components of the estimated trajectory
are indistinguishable from the exact ones between time 0 and 1.5T .

We also plot the x and y components of the least-accurate trajectory estimated by Algo-
rithm 1 (ξ∆, T/200, 3, 45, 1.5T ) as well as their exact counterparts against time in Fig. C2(b).
Both estimated components lose accuracy rapidly around time 1.1T ; and the relative error in the
estimated trajectory is as large as 1.37. The comparison between Figs. C2(a) and C2(b) shows
that although both the NN model forψ∆ and the NN model for ξ∆ are able to make predictions
beyond the time domain of the training data, the former, due to the additional knowledge of the
time-dependent term γ(t), remains accurate for a much longer period of time.
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