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Abstract—Model Predictive Control (MPC) determines the
control input by solving a receding horizon optimal control
problem at each time instant, which may be computationally
challenging for systems with limited computing capacity. One
possible approach to address this issue in tracking problems is to
reduce the prediction horizon length and modify the conventional
MPC formulation so as to enlarge the region of attraction. Prior
work assumes that the desired admissible steady-state configu-
ration is known for each sequence of the reference, which is
unrealistic when sequences of the reference are unknown a priori.
This letter develops a steady-state-aware MPC that guarantees
tracking of piecewise constant references and satisfaction of
constraints, without requiring the desired admissible steady-
state configuration and without adding extra computational
load. Stability, recursive feasibility, and local infinite-horizon
optimality of the proposed MPC are proven analytically. The
effectiveness of the proposed MPC is investigated in comparison
with prior work.

Index Terms—Model Predictive Control, Steady-State Config-
uration, Limited Computing Capacity, Output Tracking.

I. INTRODUCTION

ODEL Predictive Control (MPC) is a widely used

method to control systems that are subject to state
and/or input constraints [1]. At each time instant, MPC deter-
mines the control input by solving a receding horizon optimal
control problem, which can be computationally challenging
[2].

Reducing the computational complexity of MPC has been
widely investigated in the literature. One method to reduce the
computational cost of MPC, employed in explicit MPC [3],
[4], is to pre-compute the optimal laws offline and store them
for future online use. Making use of triggering mechanisms
[5], [6] is another way to reduce computational load. Anytime
MPC [7] ensures stability with minimal iterations, though does
not ensure constraint satisfaction. Converting MPC problem
into the evolution of a continuous-time system has been
discussed in [8], [9], without addressing its discrete-time
implementation.

The most intuitive approach to reduce the computational
cost of MPC is to shorten the prediction horizon length, which
has been considered in [10], [11]. Although this approach
maintains stability, it may degrade feasibility by reducing the
Region of Attraction (RoA), defined as the set of all initial
conditions at which MPC is feasible.
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One possible way to enlarge the RoA of MPC problem is to
modify the structure of the conventional MPC. In this context,
[12] characterizes the set of steady-state configurations (a.k.a.
operation points) by a characterizing vector and considers
that as a decision variable in addition to control sequence;
it has been shown that adding a penalty term to the cost
function ensures output tracking without violating the con-
straints. However, when the desired reference can be tracked
with multiple steady-state configurations, [12] has no control
over the achieved steady-state configuration. One possible
approach to address this issue, which is pursued in [13], is
to determine the desired admissible steady-state configuration
for the given reference and penalize the difference between the
steady-state configuration and the desired one. Unfortunately,
[13] does not address how to compute the desired admissible
steady-state configuration, in particular, for piecewise constant
references where the sequences are not known a priori; note
that computing the desired admissible steady-state configura-
tion is not trivial and its online computation can add extra
computational burden [14]-[16]. Given a desired steady-state
configuration, [17] develops a MPC that tracks the desired
configuration if it is admissible, or else, tracks the “best”
admissible configuration; however, [17] does not guarantee
output tracking.

This letter addresses the above-mentioned issues by propos-
ing a steady-state-aware MPC for tracking piecewise constant
references. Given a desired steady-state configuration, the term
steady-state-aware indicates that the proposed MPC guarantees
that the steady-state configuration of the system converges to
the desired configuration if it is admissible, or else, to the
best admissible configuration, while ensuring output tracking
and constraint satisfaction at all times. Thus, despite prior
work, the proposed MPC addresses the problem of tracking
piecewise constant references and of steady-state configura-
tion convergence simultaneously, without requiring any prior
knowledge on the reference.

II. PROBLEM STATEMENT

Consider the following discrete-time system:
x(t+ 1) =Ax(t) + Bu(t), y(t) = Cz(t) + Du(t), (1)

where x(t) € R™ is the state vector, u(t) € RP is the control
input y(t) € R™ is the output. At any ¢, system (1) should
satisfy the following constraints:

xz(t) € X, wu(t) €U, (2)



where X C R™ and & C RP are convex and compact sets.
Assumption 2.1: The pair (A, B) is stabilizable.
Let » € R™ be the desired reference. Assumption 2.1
implies that there exists at least one steady-state configuration
(xs, ug) such that

Xs = Axs + Bug, r = Cxg+ Dug, 3)

where x5 € Int(X) and us € Int(U). Such a reference is
called a steady-state admissible reference; we denote the set
of all such references by R C R™. For any r € R, we denote
the set of admissible steady-state configurations by Z., i.e.,
Z, = {(xs,us) € R"™P|xg = Axs + Bug, Cxs + Dug =
r, Xs € Int(X), and ug € Int(U/)}. According to (3), given
r € R, elements of Z, must satisfy the following equation:

A
Xs
A-1, B 0 _o 4
C D —I, Us| = U, 4
r

implying that [XST ug " TT] i belongs to the null space of

A. Assumption 2.1 ensures [15] null space of A is non-trivial;
thus, elements of Z, can be characterized [13] as:

[XST ug | rT]T:MQ, @)

where columns of M € R("tP+m)xne form a basis for the
null space of A, and § € R™ is the characterizing vector with
ng being equal to the nullity of A. Partitioning M as M =
(M7 My LT]7, where M; € R™™, M, € RP*™, and
L € R™*"0_ elements of Z,. can be expressed as xs = M0,
us = M0, and r» = L6.

Remark 2.2: According to the above-mentioned discussion,
to determine the characterizing matrices, one can follow the
following procedure: i) find a basis for the null space of A
given in (4); ii) construct a matrix with basis vectors as its
columns; iii) partition the matrix into three row blocks, where
the number of rows of the first, second, and third blocks are
n, p, and m, respectively.

Problem 2.3: Given r € R, the desired steady-state con-
figuration (Zges, Uges) € R™ x RP, and the initial condition
x(0) € X, obtain an optimal control input that drives the
output of system (1) to  and its steady-state configuration to
(Zges, Udes )» Without violating constraints (2).

III. STEADY-STATE-AWARE MPC FOR TRACKING

Let N € Z-( be the prediction horizon length. At time
instant ¢, the proposed MPC computes the optimal character-
izing vector 6*(¢) € R™ and the optimal control sequence

T

w (1) = [ (0]t)) " (u'(N ~11)T] R as:

2

|2 (k[t) — M16][5,

0% (t),u*(t) = arg mign (
’ 0

x>
Il

N-1
+ > lulklt) = M6, + |E(N[t) = Ma6|5,
k=0

+lr = Lol + £ 9)), (6)

subject to the following constraints:

#(k + 1|t) = Az (k|t) + Bu(k), #(0[t) = 2(t),  (6b)
a(klt) € X, u(klt) €U, ke {0,--- ,N—1},  (6¢)
(#(Nt),0) € 2. (6d)

In (6), Z(k|t) represents state prediction at instant k, Q, =
QIto’Qu:QI>OsQNt0er:QI>0vandf:
R™ — R is convex, p-Lipschitz, and twice-differentiable,
such that f(0) = 0 & (xs, Us) = (Zdes, Udes). Given a termi-
nal control law u(k) = x(&(k[t),0) with k : R" x R" — R?,
the terminal constraint set {2 C R™ xIR™ is designed to ensure
that if (£(Nt),0) € £2, then (:%(k\t) n(i(k|t),0)) e X xU
for all £k > N.

Remark 3.1: Similar to conventional MPC (see, e.g., [8],
[9]), it is convenient to select () in (6a) as the solution of the
algebraic Riccati equation Qy = ATQnA—(ATQNB)(Qu+
BTQnB) Y (BTQNnA) + Q.. and use the terminal control
law k(x(t),0) = M2 + K(z(t) — M16) with K = —(Q,, +
BTQNB)_l(BTQNA>.

Remark 3.2: The most intuitive choice for the function
f(0) is the quadratic form f(f) = ||xs— xdesuésm +
”us_udes”ésu’ where Qsz = Q;—m =0 (st S Rnxn),
Qsu = QJ, = 0(Qsy € RP*P), and 740 € R™ and uges € RP
are desired steady state and control input determined by the
designer. Note that in many applications (see, e.g., [15]), it
is desired to minimize the steady-state control effort without
any particular preference on the steady state (i.e., ug4es = O,
without any preference on w4.5); selecting f(0) = Hus||ésu
would steer the system to a steady-state configuration at which
the control effort is minimized.

A. Determining the Terminal Constraint Set {2

System (1) when controlled by the terminal control law
takes the following form:

2(t+1) = (A+ BK)x(t) + (BMy — BKMy)6.  (7)

Let define the maximal output admissible set as the set of
all states = and characterizing vector € such that the predicted
states from the initial state = and with the characterizing vector
0 kept constant satisfies the constraints (2), i.e.,

O = {(x,0)|2(w|z,0) € X, 0(w|z,0) e U,w=0,1,--+},

®)
where Z(w|z, 8) is the predicted state at the prediction instant
k, which, according to (7), can be computed as follows:

Z(w|z,0) =(A+ BK)“x
+Y (A+ BK)Y ' (BMy — BKM))0, (9)
j=1
and @(w|z,0) is the control input at the prediction instant k:
w(wlx, ) = Maf + K (& (w|x, ) — M,6). (10)

Therefore, constraint (6d) with {2 C O, ensures that if the
characterizing vector 6 is kept constant from the time instant



N +t onward, the ensuing state when the terminal control law
is applied will always satisfy constraints (2).

Although 2 = O is an acceptable choice, it is usually
avoided as the set O is not finitely determined (i.e., it cannot
be described by a finite set of constraints). However, Appendix
A implies that [2], [13], [18] the terminal constraint set defined
as 2 = Oy N OF, where O° = {0|M10 € (1 — €)X, M0 €
(1 — e)d} for some € € (0,1), is finitely determined and
positively invariant. That is, there exists a finite index w* such
that 2 can be defined as 2 = O~ N OF. The value of index
w* can be obtained by solving a sequence of mathematical
programming problems detailed in [18].

Remark 3.3: According to the above-mentioned discussion,
and equations (9) and (10), constraint (6d) can be implemented
by 2w*+2 constraints given in (11), where € € (0, 1) (typically
small) is a design parameter.

IV. THEORETICAL ANALYSIS

Theorem 4.1 (Recursive Feasibility): Consider system (1)
which is subject to constraints (2). Suppose that (6) is feasible
at ¢ = 0. Then, it remains feasible for all ¢ > 0.

Proof: Suppose that MPC (6) is feasible at
t, where the optimal characterizing vector and the
optimal control sequence are denoted by 6*(t) and

u*(t) = [(u*(0|t))T (u*(N — 1|t))T} , respectively.
Also, (Z(N|t),0*(t)) € £2, where £(N|t) is the terminal state
given the optimal control sequence u*(t).

Since the terminal constraint set (2 is positively
invariant (see Subsection III-A and Equation (11)), it is
concluded that x(&(N|t),0%(t)) = K(A + BK)Z(N|t) +
K(BMs — BKM)0*(t) + (BMy — BKM,)6*(t) € U,

E(N + 1)t) = AZ(N|t) + Be(2(Nt),0%(t) € X,
and  (2(N + 1]t),0%(¢)) € (2.Thus, the charac-
terizing vector 6*(t) and the control sequence

* * - * T
[ )" - @ (N =1)"  (s(2(N]1),6°(1))) ]

construct a feasible solution for the proposed steady-state-
aware MPC at time instant ¢ 4 1. Therefore, feasibility at time
instant ¢ implies feasibility at time instant ¢ + 1, meaning that
the proposed MPC is recursively feasible. ]
Theorem 4.2 (Closed-Loop Stability): Suppose that the MPC
given in (6) is used to address Problem 2.3. Then,
o if (Tges,Udes) € Zp, y(t) — 7 and (xs,us) —
(Zdes, Udes) as t — 00.
o if (Tages,Udes) ¢ Zr y(t) — LO and (x,u5) —
(M1, M) as t — oo, where 6 satisfies:

with 6° being the solution of the following problem:

6° = argm@inf(Q), s.t. (M10, M20) € Z,. (13)

Proof: Let J(0,ulz(t)) and J (6, u|z(t + 1)) be the cost
functions of the MPC given in (6) at time instants ¢ and ¢+ 1,
respectively. Also, let (6*(¢), u*(t)) and (0*(t+1),u*(t+1))
be the optimal solutions at time instants ¢ and ¢ + 1, respec-
tively. First, we show that J (6% (¢t + 1), u*(t + 1)[z(t + 1)) —

J(0*(t),u* (t)|z(t)) < 0.
According to the optimality of the solution (6*(¢+1), u*(t+
1)) € R™ x RV? at time instant ¢ + 1, we have:
J(O*(t+1),u*(t+ 1)zt + 1))
< J(0(t),u (t + )]zt +1)). (14)

where 0*(¢) is the optimal characterizing vector at ¢. Subtract-
ing J(6*(t),u*(t)|z(t)) from both sides of (14) yields:
J(OF(t+1),u (t+ )]t + 1)) — J(0%(t), u*(¢)|z(t))
< J(0F(8), u (t+ D]z(t + 1)) — J (0" (), u*(t)]z(t)).
5)
From (6a), and since u*(k + 1|t) = v*(k|¢t + 1) and Z(k +
1t) = &(k|t+1), k=0,---,N — 2, (15) implies that:
J(OF(t+1),u*(t+ Dot + 1)) — J(0*(t), u*(t)|z(t))
< (Nt +1) = Mi6* (), — 2(N]E) = M16" ()l
+ 2N — 1)t +1) = M6*(1)][5,,
+[u(N = Lt +1) — Ma6" (1|7,
— [l2(0f¢) - M19*( )HZ
= Jlur(0]) — Ma26"(#)]I5, -

As shown in [19], when the matrix () is determined via
the algebraic Riccati equatlon d1scussed in Remark 3. 1 for
any 0*(t) € R™, we have — MLO* (¢ ||

(16)

#(Nt) — M0*(t Hé A(N— 1\t+1 — M, 0*(t \%
Hu( —1t+1) — Ma6*(t )Héu < 0. Thus, (16) implies that:

J(OF(t+1),u(t+ 1)|x(t + 1)) = J(0*(t), u* (¢)|z(t))
_m@m_ 10 (115, — [l 01t) = M20" @), <0
(17

At this stage, we use LaSalle invariance principle [20] to
show that the only entire trajectory that satisfies J (0*(t +
1), u* (t+1)|z(t+1)) = J (6% (t), u*(t)|z(t)) = 0 is the desired
steady-state configuration (Zges,Udes) if (Tdes, Udes) € Zrs

) T _ S
10° = 0| < /AL Q. L), (12)  and is (M0, M) if (2des tiaes) & 2.
(A+BE)“#(N|t) + > _(A+ BK)' " (BMy — BEM) € X, w € {0,1,+-w*}, (11a)
j=1
K(A+ BE)*&(N[t) + K Y (A+ BK)'={(BM, — BKM;)0 + (BMy — BEM)0 € U, w € {0,1,---w*},  (11b)
j=1
M19 S (1 - G)X Mge S ( ) (11C)



On the one hand, as shown in Appendix B, imposing
(Ot + 1w (¢ + D]t + 1)) — (0% (1), w* (0)]()) =
0 for ¢t > ¢t implies that the optimal cost function
J(6*(t),u*(t)|z(t)) takes the following form for ¢ > ¢i:

J(07 (1), u (D(t)) = lIr = LO*(1)l[, + f (07 (1)) -

On the other hand, from optimality of the solution
(0*(t),u*(t)) for t > tT, we have:

J(07(t), u* (t)|z(t)) < J(0°,u*(t)|z(t)), t > ., (19

where 6° is as in (13). Since J(6°,u*(t)|z(t)) = f (6°), (18)
and (19) imply that:

lr — LO* (0|5, + f (07(t)) < £(6°), t >t

Now, consider the following two cases.

o Case I—(Zges, Udes) € Z,: We have 6° = 60,.,, where
O4es € R™ is the characterizing vector corresponding
to the desired steady-state configuration (Zges,Udes). Since
F(0°=04e) = 0, (20) implies that [[r — LO*(t)[|5, =
f(6*(t) = 0 for t > tf; consequently LO*(t) = r,
M10*(t) = Tges, and M20*(t) = uge, for t > t1,

o Case I—(Zges,Udes) ¢ Zr: From (13), we have
L#° = r. Furthermore, we have A(LTQ, L) [|6° — 6*(t)|* <
||LO° — L9*(t)||ér. Thus, according to Lipschitz continuity of
the function f(#), (20) implies that

MLTQ L) [|6° — 0" (t)[|> < f(6°) — £ (67(t))
<|FO°) = FO @) < pllo° =07 @),

for ¢ > t¥, which yields the inequality (12). [ |

Remark 4.3: Since @, and the function f(6) are design
parameters, the upper-bound in (12) can be made arbitrarily
small; thus, the output tracks r and the steady-state configu-
ration converges to the best admissible one.

Remark 4.4: Consider the reference r, desired steady state
Tges, and desired steady input uges. It is not unusual that
the steady-state configuration (Zges,udes) 1S not admissible
associated with the desired reference r. To deal with such sit-
uations in predictive controllers, prior work [21], [22] suggests
to add an upper level steady-state optimizer to decide the best
admissible steady-state configuration; note that this approach
can add extra computational burden [14]-[16]. According to
Theorem 4.2, the proposed MPC scheme steers the system to
the optimal steady-state configuration according to the offset
cost function f(#), while ensuring output tracking. Then, it
can be concluded that the proposed MPC scheme has a built-
in steady-state configuration optimizer, and f(f) defines the
function to be optimized.

(18)

(20)

2n

V. LOCAL INFINITE-HORIZON OPTIMALITY

Let r € R be the desired reference and (& ges, Udes) € Z, be
the desired steady-state configuration. Let 04.; € R™ be the
characterizing vector corresponding to the desired steady-state
configuration, i.e., Tges = M104cs and uges = M64e5. Fur-
thermore, let f(0) = || M10 — xdesHéw + || M2 — udesHém
(see Remark 3.2). Thus, we have

MLTQrL) 10 = Oaes|” < Aar 10 — Baes|> (22

where Ay i= M(LTQ, L)+ A(M{ Qsp M1) + MMy Qg M>).
It is obvious that Ay > A(LTQ,L).

The standard MPC control law to regulate the output of the
system to r can be derived from the solution of the optimiza-
tion problem (6) subject to the constraint || — O]|> = 0; we
use J, (6, ulz(t)) to denote the cost function of the resulting
optimization problem and XA/7¢ to denote its RoA.

Theorem 5.1: For sufficiently large A\(LT Q,.L), we have:

e The proposed MPC is equal to the MPC for regulation.

o If the terminal control gain K is chosen as in Remark 3.1,

then the control law generated by the proposed MPC is
equal to the constrained Linear Quadratic Programming
(LQR) control law.

Proof: Consider the optimization problem (6) where
the term \|7“7L9||2QT + f(0) in (6a) is replaced with
MLTQ,L)||6 — 04c5]|*; we denote the resulting cost func-
tion by Ji(6,ulz(t)). Also, we use J3(6,ulz(t)) to de-
note the cost function in which the term ||r—L9||2QT +
f(0) is replaced with Aps||6 — Baes||>. It is obvious
that Jy (6% (¢), u*(t)|z(t)) < J(O (), u*(@®)|z(t) <
Jo (0% (t), u*(t)|z(t)), where (6*(t),u*(t)) € R™ x RN? is
the optimal solution at time instant ¢.

In virtue of the exact penalty method, there exist
o € Rsg such that for A(LTQ,L) > o, we have
Ju(0%(t), u*(t)|z(t)) = Js(0%(t),u*(t)|z(t)). Also, since
A > AMLTQ,L) > o, we have Jo (6 (t), u*(t)|z(t)) =
Js (67 (t), u*(t)|x(t)). Therefore, according to the above-
mentioned discussion, we have J(0*(¢),u*(t)z(t)) =
Js(6*(t),u*(t)|x(t)), which implies the first statement.

For what regards the second statement, let § = 64, and
let XA be the set of all states such that the infinite-horizon
optimal trajectories enter the terminal constraint set (2 after
N steps. Then, the second statement can be derived according
to the fact [12], [17] that X1 C XM PC, ]

VI. COMPARISON STUDY

Consider a system with the following matrices [13]:

1 1 0.0 0.5

, B= ,C=[1 0], (23
0 1 1.0 0.5
which is subject to the constraints |z;(¢)| < 5 and |u;(¢)| <
0.3, 7 € {1,2}. The characterizing matrices are:

]\4—10]\4—01 N=1|1 0 24
1_01a2_0727 _[ ] ()

A=

Let » = 4.95, and the weighting matrices be chosen as
Q. = diag{1,1} and Q, = diag{1,1}. We use the method
described in [9] to determine the terminal control law x(-),
matrix @)y, and the terminal constraint set {2. To implement
the proposed steady-state-aware MPC, we set (), = 1. We
want to minimize the steady-state control effort, without any
particular preference on the steady state; thus, according to
Remark 3.2, we select f(6) = |us|”.

Simulations are run on an 13" Gen Intel® Core"" i9-13900K
processor with 64GB RAM. We use YALMIP toolbox to
implement the computations of the methods.
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Fig. 1. RoA of the conventional MPC, of the proposed steady-state-aware
MPC, and of MPC schemes presented in [12] and [17] for N = 3.

‘ Proposed MPC ——MPC in [17] - - —Constraints‘
i
| 0.3
1 1
{ 0.15
805 [u} ! = 0
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x1 Timels|

Fig. 2. Achieved steady-state configuration with the proposed steady-state-
aware MPC and MPC scheme described in [17]; in the right figure, solid line
represents w1 (¢) and dashed line represents ua(t).

A. Comparison with respect to the RoA

The RoA of the conventional MPC, of the proposed MPC,
and of the MPC in [12] and [17] are shown in Fig. 1 for
N = 3. As seen in this figure, the proposed MPC and those
described in [12] and [17] provide the same RoA.

B. Comparison with respect to computing time

To provide a quantitative comparison, we consider 2,000
experiments with initial condition x(0) = [« 0]T, where in
each experiment, « is uniformly selected from the interval [-
5,5]. TABLE 1 reports the computing time of the proposed
MPC and MPC schemes described in [12] and [17]; for any
N, the methods have a comparable computing time.

C. Comparison with respect to output tracking performance

TABLE 1I reports the statistics of 2,000 experiments on
the achieved performance with the proposed MPC and the
one described in [12], where Performance Index (PI) :=
Zfﬂo |ly(t) — r||>. From this table, both methods yield a
comparable performance index.

For what regards MPC in [17], let z4.s = [o 8]T and
Uges = [0 0]T, where @, 3 € R. When a € [-5,5] and
B € [-0.15,0.15], MPC in [17] steers the steady state and
input to x5 = [a B]7 and us = [B,—2p]", respectively,
implying that the output converges to «; thus, if « # r, [17]
does not guarantee output tracking; see Fig. 2.

D. Comparison with respect to steady-state configuration

It can be shown that for the system given in (23), we
have Z, = {(xs,us)|xs = [r 0], us = [0 —20]", 6 €
[~0.15,0.15]}. Suppose that 24,5 = [r 5] T and uges = [00] .

0.2

JROROOD

-0.2

1 I 1
1 I 1
L 4 4

2 4 6 8 10 12
Prediction Horizon N

Fig. 3. Distribution of the achieved steady-state configuration with the MPC
scheme described in [12].

The proposed MPC steers the characterizing vector 6 to zero,

. . . T
which implies that ugs converges to [0 0] .

When the MPC in [17] is applied, even though the steady
input ug converges to a single value, it does not converge
to Uges; using the MPC in [17], the characterizing vector 6

. . T
converges to /3 implying that ug converges to [ — 20] .

When the MPC in [12] is employed, § may converge to any
value between -0.15 and 0.15, which implies that the steady
input ug does not converge to a single value. Fig. 3 presents the
distribution of € for 2,000 experiments (details are provided
above) with MPC in [12].

VII. CONCLUSION

This letter proposed a steady-state-aware MPC which is
capable of addressing tracking objectives and guaranteeing
constraint satisfaction with any prediction horizon length,
without adding any extra computational burden to the system.
Closed-loop stability, recursive feasibility, and local infinite-
horizon optimality of the proposed MPC have been proven
analytically. The effectiveness of the proposed MPC has been
assessed in comparison with prior work.
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APPENDIX A
SUPPLEMENTARY DISCUSSION FOR SET {2

For a fixed 6, consider the extended state ¢(t) =
()T 07] . System (7) can be expressed as follows:
p(t+1)=wp(t), V() ==z(t)=Coh(t),

A+ BK BM,— BKM,
where ¥ =
0 I,
Since A + BK is Schur (see Remark 3.1), it can be easily
shown that |\;(¥)| < 1, Vi, and |[\;(¥)] = 1 implies that
Ai(¥) is simple, where \;(¥) indicates the ith eigenvalue of

(A.1)

,and C = [In O}.

matrix ¥. Also, it is obvious that the pair (C, ¥) is observable,
implying [18] that O, given in (8) is bounded.

APPENDIX B
SUPPLEMENTARY DISCUSSION FOR THEOREM 4.2
According to (17), imposing J(6* (¢ + 1), u*(t + 1)|=(t +
1)) — J(6*(t),u*(t)|z(t)) = 0 for ¢ >t implies that:

#(0[t) = M10*(t), u*(0[t) = Maf*(t), (A2)

Since #(0|t) = x(t) and &(1]t) = (0]t + 1) = z(t + 1), it
follows from (1) and (A.2) that for any ¢ > tT, we have:

My6*(t + 1) = AM,6*(t) + BM,6*(t). (A3)

Since M7160*(t) = AM10*(t) + BM>6*(t) for all ¢ (see Eq.
(4)), it follows from (A.3) that M,6*(t + 1) = M,0*(¢), t >
tT, which implies that #(1|t) = 2(0[t) = M,0*(t), t > tI.

Following the same procedure, it can be easily shown that
#(k[t) = 2(0ft) = M10*(t), t > t, k € Z>0. Hence,

N—1 4 .12
r—o ||Z(k[t) — M0 (t)HQI =0
[#(N|t) = Mi6*(1)[|5,, =0

t >t

cve>th A4

As a result, the optimal cost function J(6*(t), u*(t)|z(t))
takes the following form for ¢ > t1:

N-1
J(07 (), w ()]a(t)) = D Ilu* (k[t) — Ma6" ()],
k=0

+llr = L"), + £ (0°(1)) - (A.5)

-
Let@i(t) i= |(u*(0)) -+ (u*(0]t)) | € RYP. From the
optimality of the solution at any ¢ > ¢f, we have
J(0*(t),u* (t)|x(t)) < J(6*(t),a(t)|z(t)),
which implies that 3! ur(k[t) — Maf*(1)]|5,, <
oo llu*(0[t) — Mad*(t)[|7,,. According to (A.2), the
right-hand side of this last inequality is zero, which implies
that S"p 0" [|u* (k[t) — Maf*(t)||7,, = 0. Thus, it follows

from (A.6) that the optimal cost function takes the following
form for ¢ > ¢t1:

J(0* (), u* (t)|z(t)) = ||Ir — LH*(t)HéT + £ (67 (t), t >t
(A7)

(A.6)



