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Abstract

This study takes advantage of recent advances in machine learning to establish a physics-based data analytic
platform for distributed reconstruction of mechanical properties in layered components from full waveform
data. In this vein, two logics, namely the direct inversion and physics-informed neural networks (PINNs), are
explored. The direct inversion entails three steps: (i) spectral denoising and differentiation of the full-field
data, (ii) building appropriate neural maps to approximate the profile of unknown physical and regularization
parameters on their respective domains, and (iii) simultaneous training of the neural networks by minimizing
the Tikhonov-regularized PDE loss using data from (i). PINNs furnish efficient surrogate models of complex
systems with predictive capabilities via multitask learning where the field variables are modeled by neural
maps endowed with (scaler or distributed) auxiliary parameters such as physical unknowns and loss function
weights. PINNs are then trained by minimizing a measure of data misfit subject to the underlying physical
laws as constraints. In this study, to facilitate learning from ultrasonic data, the PINNs loss adopts (a)
wavenumber-dependent Sobolev norms to compute the data misfit, and (b) non-adaptive weights in a specific
scaling framework to naturally balance the loss objectives by leveraging the form of PDEs germane to elastic-
wave propagation. Both paradigms are examined via synthetic and laboratory test data. In the latter case, the
reconstructions are performed at multiple frequencies and the results are verified by a set of complementary
experiments highlighting the importance of verification and validation in data-driven modeling.
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1. Introduction

Recent advances in laser-based ultrasonic testing has led to the emergence of dense spatiotemporal datasets
which along with suitable data analytic solutions may lead to better understanding of the mechanics of complex
materials and components. This includes learning of distributed mechanical properties from test data which is
of interest in a wide spectrum of applications from medical diagnosis to additive manufacturing [1, 2, 3, 4, 5,
6, 7]. This work makes use of recent progress in deep learning [8, 9] germane to direct and inverse problems in
partial differential equations [10, 11, 12, 13] to develop a systematic full-field inversion framework to recover the
profile of pertinent physical quantities in layered components from laser ultrasonic measurements. The focus is
on two paradigms, namely: the direct inversion and physics-informed neural networks (PINNs) [14, 15, 16, 17].
The direct inversion approach is in fact the authors’ rendition of elastography method [18, 19, 20] through the
prism of deep learning. To this end, tools of signal processing are deployed to (a) denoise the experimental
data, and (b) carefully compute the required field derivatives as per the governing equations. In parallel,
the unknown distribution of PDE parameters in space-frequency are identified by neural networks which are
then trained by minimizing the single-objective elastography loss. The learning process is stabilized via the
Tikhonov regularization [21, 22] where the regularization parameter is defined in a distributed sense as a
separate neural network which is simultaneously trained with the sought-for physical quantities. This unique
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exercise of learning the regularization field without a-priori estimates, thanks to neural networks, proved to
be convenient, effective, and remarkably insightful in inversion of multi-fidelity experimental data.

PINNs have recently come under the spotlight for offering efficient, yet predictive, models of complex
PDE systems [10] that has so far been backed by rigorous theoretical justification within the context of linear
elliptic and parabolic PDEs [23]. Given the multitask nature of training for these networks and the existing
challenges with modeling stiff and highly oscillatory PDEs [12, 24], much of the most recent efforts has been
focused on (a) adaptive gauging of the loss function [12, 25, 26, 27, 28, 29, 13], and (b) addressing the gradient
pathologies [24, 13] e.g., via learning rate annealing [30] and customizing the network architecture [11, 31, 32].

In wave-based sensing, PINNs have been recently implemented for computational surrogate modeling of
acoustic waveforms in complex subterranean environments [33] as well as computational full waveform inver-
sion in Helmholtz domains which entails reconstruction of the propagating acoustic waves and velocity profile
of the subsurface from surface data [34]. In the context of elastic-wave sensing, PINNs are employed to recover
elements of the constant stiffness tensor in polycrystalline nickel from ultrasonic test data [35]. In this work,
our primary focus is on the reconstruction of distributed PDE parameters in composite materials using full-
field ultrasonic measurements. Special attention is paid to the impact of noise on the reconstructions and cases
where the assumed governing laws are locally violated due to (unknown) bi-material interfaces responsible for
piecewise-differentiable wavefields that may lead to instability in data inversion. In laboratory implementa-
tions, careful selection of test parameters as well as verification and validation of the obtained solutions are
further highlighted via multifrequency reconstructions where it is shown that the assigned governing equations
may not remain valid over a wide bandwidth which may lead to identification of non-physical properties.

In this vein, our initially austere implementations of PINNs using both synthetic and experimental wave-
forms led almost invariably to failure which further investigation attributed to the following impediments: (a)
high-norm gradient fields due to large wavenumbers, (b) high-order governing PDEs in the case of laboratory
experiments, and (c) imbalanced objectives in the loss function. These problems were further magnified by
our attempts for distributed reconstruction of discontinuous PDE parameters — in the case of laboratory ex-
periments, from contaminated and non-smooth measurements. The following measures proved to be effective
in addressing some of these challenges: (i) training PINNs in a specific scaling framework where the dominant
wavenumber is the reference length scale, (ii) using the wavenumber-dependent Sobolev norms in quantifying
the data misfit, (iii) taking advantage of the inertia term in the governing PDEs to naturally balance the
objectives in the loss function, and (iv) denoising of the experimental data prior to training.

This paper is organized as follows. Section 2 formulates the direct scattering problem related to the
synthetic and laboratory experiments, and provides an overview of the data inversion logic. Section 3 presents
the computational implementation of direct inversion and PINNs to reconstruct the distribution of Lame
parameters in homogeneous and heterogeneous models from in-plane displacement fields. Section 4 provides
a detailed account of laboratory experiments, scaling, signal processing, and inversion of antiplane particle
velocity fields to recover the distribution of a physical parameter affiliated with flexural waves in thin plates.
The reconstruction results are then verified by a set of complementary experiments.

2. Concept

This work is focused on four model problems in ultrasonic full-field characterization, namely: (i) plane-
strain wave propagation in homogeneous solids, (ii) in-plane wave motion in materials with distributed and non-
smooth properties, (iii) antiplane wave motion in homogeneous plates, and (iv) flexural waves in heterogeneous
and discontinuities composites. Every problem is further divided into several cases where critical aspects
are studied e.g., reconstruction from noiseless vs. noisy data, the impact of random computational noise
vs. systematic noise in multi-fidelity experimental data, and the effect of additional test parameters such as
the number of sources in identification of distributed PDE parameters. In light of the above, this section aims
to: (a) present the principle idea behind the two methods described in this study i.e., the direct inversion
and physics-informed neural networks, (b) demonstrate their generic nature and facilitate their application to
other PDE systems, (c) discuss challenges pertinent to their application to ultrasonic datasets, and (d) furnish
a framework for a comparative analysis of the results.
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2.1. Forward scattering problem

Consider ultrasonic tests where the specimen TT C R? d = 2,3, is subject to (boundary or internal)
excitation over the incident surface S C TT and the induced (particle displacement or velocity) field u: TT x
[0 7] — RN (Nj < d) is captured over the observation surface S°* C IT in a timeframe of length 7. Here, TT
is an open set whose closure is denoted by TT, and the sensing configuration is such that Sinc N §obs = (). In
this setting, the spectrum of observed waveforms w: S°P* x Q — C4 is governed by

A[@;9)(&,w) = 0, 6 := Fu](¢w), €c5° weq, (1)

where A of size Ny x 1 designates a differential operator in frequency-space; % represents the temporal Fourier
transform; 9 of dimension Ny x 1 is the vector of relevant geometric and elastic parameters e.g., Lamé constants
and mass density; £ € R? is the position vector; and w > 0 is the frequency of wave motion within the specified
bandwidth 2.

2.2. Dimensional platform

All quantities in (1) are rendered dimensionless by identifying po, 0o, and ¢, as the respective reference
scales [36] for mass density, elastic modulus, and length whose explicit values will be later specified.

2.8. Data inversion

Given the full waveform data @ on S°P® x (2, the goal is to identify the distribution of material properties
over S°PS. For this purpose, two reconstruction paradigms based on neural networks are adopted in this
study, namely: (i) direct inversion, and (ii) physics-based neural networks. Inspired by the elastography
method [18, 19], quantities of interest in (i) are identified by neural maps over S°P x ) that minimize a
regularized measure of A in (1). The neural networks in (ii), however, are by design predictive maps of the
waveform data (i.e., 1) obtained by minimizing the data mismatch subject to (1) as a soft or hard constraint.
In this setting, the unknown properties of A may be recovered as distributed parameters of the (data) network
during training via multitask optimization. In what follows, a detailed description of the deployed cost
functions in (i) and (ii) is provided after a brief review of the affiliated networks.

2.3.1. Waveform and parameter networks

Laser-based ultrasonic experiments furnish a dense dataset on S°P x €. Based on this, multilayer per-
ceptrons (MLPs) owing to their dense range [37] may be appropriate for approximating complex wavefields
and distributed PDE parameters. Moreover, this architecture has proven successful in numerous applications
within the PINN framework [15]. In this study, MLPs serve as both data and property maps where the
input consists of discretized space and frequency coordinates (§;,w;), i = 1,2,...,N¢, j = 1,2,...,N,, as
well as distinct experimental parameters, e.g., the source location, distilled as one vector 7 on domain 7
with k = 1,2,..., N;, while the output represents waveform data Z;j; = [RQ, J0](&;,w;;7) € RV x RVa,
and/or the sought-for mechanical properties &;;, = [R0,,30,](§;,w;) € Rx R, n=1,2,..., Ny. Note that
following [38], the real R and imaginary J parts of (1) and every complex-valued variable are separated such
that both direct and inverse problems are reformulated in terms of real-valued quantities. In this setting, each
fully-connected MLP layer with N; neurons is associated with the forward map Y;: RNi-1 — RN

Tz~ = tanh(W'az!=! 4+ b'), z!~!e RN, (2)

where W' € RV*Ni-1 and bl € RV respectively denote the I layer’s weight and bias. Consecutive compo-
sition of Y for [ =1,2,..., N,, builds the network map wherein NN,, designates the number of layers.

2.3.2. Direct inversion

Logically driven by the elastography method, the direct inversion approach depicted in Fig. 1 takes advan-
tage of the leading-order physical principles underpinning the test data to recover the distribution of relevant
physical quantities in space-frequency i.e., over the measurement domain. The ML-based direct inversion
entails three steps: (a) spectral denoising and differentiation of (n-differentiable) waveforms @ over S°" x Q
according to the (n-th order) governing PDEs in (1), (b) building appropriate MLP maps to estimate the
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Figure 1: Direct inversion: (a) FFT-based spatial differentiation of the full-field data as per operator A, (b) MLP-based approx-
imation of the unknown PDE and regularization parameters (1, ) on their respective domains, and (c) training the MLPs via
minimizing the elastography loss % according to (3).

profile of unknown physical parameters of the forward problem and regularization parameters of the inverse
solution, and (c) learning the MLPs through regularized fitting of data to the germane PDEs.

Note that synthetic datasets — generated via e.g., computer modeling or the method of manufactured
solutions, may directly lend themselves to the fitting process in (c) as they are typically smooth by virtue
of numerical integration or analytical form of the postulated solution. Laboratory test data, however, are
generally contaminated by noise and uncertainties, and thus, spectral differentiation is critical to achieve the
smoothness requirements in (c). The four-tier signal processing of experimental data follows closely that of [39,
Section 3.1] which for completeness is summarized here: (1) a band-pass filter consistent with the frequency
spectrum of excitation is applied to the measured time signals at every receiver point, (2) the obtained
temporally smooth signals are then differentiated or integrated to obtain the pertinent field variables, (3)
spatial smoothing is implemented at every snapshot in time via application of median and moving average
filters followed by computing the Fourier representation of the processed waveforms in space, (4) the resulting
smooth fields may be differentiated (analytically in the Fourier space) as many times as needed based on the
underlying physical laws in preparation for the full-field reconstruction in step (c¢). It should be mentioned
that the experimental data may feature intrinsic discontinuities e.g., due to material heterogeneities or contact
interfaces. In this case, the spatial smoothing in (3) must be implemented in a piecewise manner after the
geometric reconstruction of discontinuity surfaces in S°P which is quite straightforward thanks to the full-field
measurements, see e.g., [39, section 3.2].

Next, the unknown PDE parameters 1 are approximated by a fully connected MLP network 9™ := A5 (€, w)
as per Section 2.3.1. The network is trained by minimizing the loss function

Ze(0,9%0a) = [|A@ )72 (govexax 7y T 10012 om0 0y (3)

Here, the PDE residual based on (1) is penalized by the norm of unknown parameters. Observe that the latter
is a function of the weights and biases of the neural network which may help stabilize the MLP estimates during
optimization. Such Tikhonov-type functionals are quite common in waveform tomography applications [40,
41, 42] owing to their well-established regularizing properties [21, 22]. Within this framework, R 5 o > 0 is
the regularization parameter which may be determined by three means, namely: (i) the Morozov discrepancy
principle [43, 44], (ii) its formulation as a (constant or distributed) parameter of the ¥* network which could
then be learned during training, and (iii) its independent reconstruction as a separate MLP network o*: =
N (€, w) illustrated in Fig. 1 (b) that is simultaneously trained along with 9* by minimizing (3). In this study,
direct inversion is applied to synthetic and laboratory test data with both v = 0 and « > 0, based on (ii) and
(iii). It was consistently observed that the regularization parameter « plays a key role in controlling the MLP
estimates. This is particularly the case in situations where the field 01 is strongly polarized or near-zero in
certain neighborhoods which brings about instability i.e., very large estimates for 9¥*in these areas. In light of
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Figure 2: Two logics for the physics-informed neural networks (PINNs) with distributed parameters: (i) the test data G(&,w;T)
are modeled by a MLP map, while the unknown physical parameters 9 — on S°P% x Q, and the loss function weight v — on
S°bs x QO x 7, are defined as network parameters, and (ii) @(€,w;T) and 9(€,w) are identified by separate MLPs, while v is a
parameter of 45. The MLP(s) in (i) and (ii) are then trained by minimizing % of (4) in the space of data and PDE parameters.

this, all direct inversion results in this paper correspond to the case of a > 0 identified by the MLP network

a*.

2.8.3. Physics-informed neural networks

By deploying the knowledge of underlying physics, PINNs [14, 15] furnish efficient neural models of complex
PDE systems with predictive capabilities. In this vein, a multitask learning process is devised according
to Fig. 2 where (a) the field variable @ — i.e., measured data on S°% x Q x .7, is modeled by the MLP
map u*: = A4(€,w;T) endowed with the auxiliary parameter (&, w;7) related to the loss function (4),
(b) the physical unknowns ¥ could be defined either as parameters of G* as in Fig. 2 (i), or as a separate
MLP 9*: = (&, w) as shown in Fig. 2 (ii), and (c) learning the MLPs and affiliated parameters through
minimizing a measure of data misfit subject to the governing PDEs as soft /hard constraints wherein the spatial
derivatives of @* are computed via automatic differentiation [45]. It should be mentioned that in this study
all MLP networks are defined on (a subset of) S°P% x Q x .7 where S°P°N 91T = ). Hence, the initial and
boundary conditions — which could be specified as additional constraints in the loss function [15], are ignored.
In this setting, the PINNs loss takes the form

Lo (a5, 9%y) = |a-— ﬁ*Hfzn(sobsXQXg)NA + ||’yA(ﬁ*;19*)||2Lz(50bSXQXy)NA, N = L% H', +<n, (4)

where n is the order of A, and H* denotes the adaptive H" norm defined by

. glel d
s ::¢ S IV + 3 V= Gemrgerge leli= 2 5)
1752 i=1

1<lel<e d

Here, e:= {e1,ea,...e4} is a vector of integers e; > 0. Provided that Ve, v¢ = 1, then H is by definition
equal to H* [46]. Note however that at high wavenumbers, H* is dominated by the highest derivatives Veu*,
|e| = ¢, which may complicate (or even lead to the failure of) the training process due to uncontrolled error
amplification by automatic differentiation particularly in earlier epochs. This issue may be addressed through
proper weighting of derivatives in (5). In light of the frequency-dependent Sobolev norms in [47, 40], one
potential strategy is to adopt the wavenumber-dependent weights as the following

1 2
e _
7= (H?KSQ._.KZC;,) ) 1 < |e| g Ly

wherein k; is a measure of wavenumber along & for i = 1,...,d. In this setting, the weighted norms of
derivatives in (5) remain approximately within the same order as the L? norm of data misfit. Another way to
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automatically achieve the latter is to set the reference scale ¢, such that x;~1. Note that the H* norms directly
inform the PINNs about the “expected” field derivatives — while preventing their uncontrolled magnification.
This may help stabilize the learning process as such derivatives are intrinsically involved in the PINNs loss via
A(0*;9%). It should be mentioned that when 9 = H* in (4), the “true” estimates for derivatives V€ may
be obtained via spectral differentiation as per Section 2.3.2.

The Lagrange multiplier [48, 49] v(&,w;T) in (4) is critical for balancing the loss components during
training. Its optimal value, however, highly depends on (a) the nature of A [12], and (b) the distribution
of unknown parameters . It should be mentioned that setting v = 1 led to failure in almost all of the
synthetic and experimental implementations of PINNs in this study. Gauging of loss function weights has
been the subject of extensive recent studies [12, 25, 50, 26, 27, 28]. One systematic approach is the adaptive
SA-PINNs [12] where the multiplier v(&,w;T) is a distributed parameter of G* whose value is updated in
each epoch according to a minimax weighting paradigm. Within this framework, the data (and parameter)
networks are trained by minimizing .%,, with respect to i* and 9*, while maximizing the loss with respect to
~ as shown in Fig. 2.

Depending on the primary objective for PINNs, one may choose nonadaptive or adaptive weighting. More
specifically, if the purpose is high-fidelity forward modeling via neural networks where 1 is known a-priori and
PINNS are intended to serve as predictive surrogate models of A, then ideas rooted in constrained optimization
e.g., minimax weighting is theoretically sound. However, if the inverse solution i.e., identification of ¥(&,w)
from “real-world” or laboratory test data is the main goal particularly in a situation where any assumption on
the smoothness of ¥ and/or applicability of A may be (at least locally) violated e.g., due to unknown material
heterogeneities or interfacial discontinuities, then trying to enforce A everywhere on S°% x Q x .7 (via point-
wise adaptive weighting) may lead to instability and failure of data inversion. In such cases, nonadaptive
weighting may be more appropriate. In light of this, in what follows, « is a non-adaptive weight specified by
taking advantage of the PDE structure to naturally balance the loss objectives.

In this vein, within the dimensional framework of Section 2.2, note that PDEs germane to dynamical
systems of form (1) typically feature a linear term a@(€,w) = O(1), a > 0, affiliated with inertial effects. In
this setting, observe from (4) that on setting v = ||a ||Z:07 both the PDE residue and data misfit components of
the loss function %, emerge as some form of balance in terms of the displacement field. Unifying the physics
of loss components may naturally facilitate maintaining of the same scale for both terms during training, and
thus, simplify the learning process by dispensing with the need to tune an additional parameter ~. This is
particularly advantageous in systems where a (related in this study to mass density, excitation frequency, and
some geometric quantities) is known a priori. This point is made further explicit in the four model problems
of this work in Sections 3.3 and 4.5.

It should be mentioned that in ultrasonic characterization, the MLP map of PDE parameters may be
directly used for medical diagnosis or evaluation of additively manufactured components. Note that the
distribution of material properties may (uniquely) vary for different patients (due to various factors such as
age and presence of different types of tumors), and components (due to manufacturing uncertainties). Thus,
using the trained MLPs for surrogate modeling may not be directly of relevance in many applications of
nondestructive evaluation. One may, however, integrate the reconstruction algorithms of this study with other
deep learning (or computational) tools for predictive modeling, which is beyond the scope of this work.

3. Synthetic implementation

Full-field characterization via the direct inversion and physics-informed neural networks are examined
through a set of numerical experiments. The waveform data in this section are generated via a FreeFem++ [51]
code developed as part of [52].

3.1. Problem statement

Plane-strain wave motion in two linear, elastic, piecewise homogeneous, and isotropic samples is modeled
according to Fig. 3 (a). On denoting the frequency of excitation by w, let ¢, = %’r tr/pry pr =1, and p,. =1
be the reference scales for length, mass density, and stress, respectively. In this framework, both specimens
are of size 16 x 16 and uniform density p = 1. The first sample TT; C R? is characterized by the constant Lamé
parameters ji, = 1 and A\, = 0.47, while the second sample TT, C R? is comprised of four perfectly bonded



homogenous components Ty, of ; = j and \; = 25/3, j = {1,2,3,4} such that M, = Uj‘:1 TI_QJ Accordingly,
the shear and compressional wave speeds read ¢; = 1, ¢ = 1.57 in Ty, and ¢ = V7, ¢, = 1.63+/5 .in T,
Every numerical experiment entails an in-plane harmonic excitation at w = 3.91 via a point source on 5™ (the
perimeter of a 14 x 14 square centered at the origin). The resulting displacement field u® = (u3,u$), s=1,2,
is then computed in TTg over S°P (a concentric square of dimension 8 x 8) such that

ps AU (€) + (As+ ps)VV - u*(€) + puu(€) = 6(€ —a)d,  EeTl,ze 5™,

AV ()2 + 215V, (€)] - ml€) = O, g o, )

where x and d respectively indicate the source location and polarization vector; n is the unit outward normal
to the specimen’s exterior, and

Hs = o, As = Ao, s=1
Hs = i, As = Aj, s=2NE€ ﬂ2je{1,2,3,4}
When s = 2, the first of (6) should be understood as a shorthand for the set of four governing equations
s over Ty, j = {1,2,3,4}, supplemented by the continuity conditions for displacement and traction across
OTTy,\ 0Tl as applicable.
In this setting, the generic form (1) may be identified as the following

A = Ag = pA + N+ ps)VV - + pw?Is, s = 1,2,

7
U= wEwT), 9 = [us\(&w), EeS™weTe T, ™
wherein I is the second-order identity tensor; 7 = (z,d) € S x %, = .7 with %, denoting the unit circle of
polarization directions. Note that p is treated here as a known parameter. Observe that, here, Ny = Ny = 2.
In the numerical experiments, S™¢ (resp. S°b%) is discretized by a uniform grid of 32 (resp. 50 x 50) points,
1o while 2 and %, are respectively sampled at w = 3.91 and d = (1, 0).
All inversions in this study are implemented within the PyTorch framework [53].

(©)

Figure 3: synthetic experiments simulating plane-strain wave motion in homogeneous (top-left) and heterogeneous (bottom—left)
specimens: (a) testing configuration where the model is harmonically excited at frequency w by a point source on S™€¢, and the
induced displacement field u is computed over S°P% along &; and &2 as shown in (b) and (c), respectively.
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8.2. Direct inversion

The three-tier logic of Section 2.3.2 is employed to reconstruct the distribution of us and As, s = 1,2,
over S°P entailing: (a) spectral differentiation of the displacement field u* in order to compute Awu® and
VV - u® as per (6), (b) construction of three positive-definite MLP networks p*, A*, and o*; each of which
is comprised of one hidden layer of 64 neurons, and (c) training the MLPs by minimizing %, as in (3)
and (7) by way of the ADAM algorithm [54]. To avoid near-boundary errors affiliated with the one-sided FFT
differentiation in Au® and VV - u®, a concentric 40 x 40 subset of collocation points sampling S°P* is deployed
for training purposes. It should also be mentioned that in the heterogeneous case, i.e., s = 2, the discontinuity
of derivatives across dls,_,, ,,,, calls for piecewise spectral differentiation. According to Section 2.3.1, the
input to Z* = N»(§,w), P = p, A, and o* = A, (€,w) is of size N¢N; x N, = 1600N; x 1 where N, < 32
is the number of simulations i.e., source locations used to generate distinct waveforms for training. In this
setting, since the physical quantities of interest are independent of 7, the real-valued output of MLPs is of
dimension 1600 x 1 furnishing a local estimate of the Lame and regularization parameters at the specified
sampling points on S°. Each epoch makes use of the full dataset and the learning rate is 0.005.

In this work, the reconstruction error is measured in terms of the normal misfit

. la* — qllze
(q) = ———— (8)
lallze

(1]

where gq* is an MLP estimate for a quantity with the “true” value q.

Let S™¢ be sampled at one point i.e., Ny = 1 so that a single forward simulation in TTs, s = 1,2, generates
the training dataset. The resulting reconstructions are shown in Figs. 4 and 5. It is evident from both figures
that the single-source reconstruction fails at the loci of near-zero displacement which may explain the relatively
high values of the recovered regularization parameter a*. Table 1 details the true values as well as mean and
standard deviation of the reconstructed Lame distributions 9" = (u*, A*) in Ty (resp. Ty, for j = 1,2,3,4)
according to Fig. 4 (resp. Fig. 5).

This problem may be addressed by enriching the training dataset e.g., via increasing N,. Figs. 6 and 7
illustrate the reconstruction results when S™¢ is sampled at N, = 5 source points. The mean and standard
deviation of the reconstructed distributions are provided in Table 2. It is worth noting that in this case the
identified regularization parameter a* assumes much smaller values — compared to that of Figs. 4 and 5. This
is closer to the scale of computational errors in the forward simulations.

To examine the impact of noise on the reconstruction, the multisource dataset used to generate Figs. 6
and 7 are perturbed with 5% white noise. The subsequent direct inversions from noisy data are displayed in
Figs. 8 and 9, and the associated statistics are presented in Table 3. Note that spectral differentiation as the
first step in direct inversion plays a critical role in denoising the waveforms, and subsequently regularizing the
reconstruction process. This may substantiate the low magnitude of MLP-recovered a* in the case of noisy
data in Figs. 8 and 9. The presence of noise, nonetheless, affects the magnitude and thus composition of terms
in the Fourier representation of the processed displacement fields in space which is used for differentiation.
This may in turn lead to the emergence of fluctuations in the reconstructed fields.

3.8. Physics-informed neural networks

The learning process of Section 2.3.3 is performed as follows: (a) the MLP network u®* = A4:(&,w, |7, 9")
endowed with the positive-definite parameters v and 9* = (u*, A*) is constructed such that the input x labels
the source location and the auxiliary weight + is a nonadaptive scaler, (b) pu* and \* may be specified as scaler
or distributed parameters of the network according to Fig. 2 (i), and (¢) »** is trained by minimizing %,
in (4) via the ADAM optimizer using the synthetic waveforms of Section 3.1. Reconstructions are performed
on the same set of collocation points sampling S°P% x Q x .7 as in Section 3.2. Accordingly, the input to
u®* is of size N¢ x Ny x Ny = 1600 x 1 x Ny, while its output is of dimension (1600 x 1 x NS)2 modeling the
displacement field along &; and & in the sampling region. Similar to Section 3.2, each epoch makes use of
the full dataset for training and the learning rate is 0.005. The PyTorch implementation of PINNs in this
section is accomplished by building upon the available codes on the Github repository [55]. The MLP network
u' = ul*(ﬁ,w, x|v,9”) with three hidden layers of respectively 20, 40, and 20 neurons is employed to map
the displacement field ! (in TT;) associated with a single point source of frequency w = 3.91 at & = x; € Sn°.
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Figure 4: Direct inversion of the Lame parameters in TT; using noiseless data from a single source: (a) MLP-predicted distributions
p* and A*, (b) reconstruction error (8) with respect to the true values po = 1 and Ao = 0.47, (¢) MLP-recovered distribution of
the regularization parameter a*, and (d) loss function % vs. the number of epochs N in the log = log; scale.
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Figure 5: Direct inversion of the Ldme parameters in TTy using noiseless data from a single source: (a) MLP-predicted distributions
w* and A*, (b) reconstruction error (8) with respect to the true values pu; = j and A\; = 25/3, j = {1,2, 3,4}, (c) MLP-recovered
regularization parameter o*, and (d) loss function .Z; vs. the number of epochs Ne.

Table 1: Mean (-)o and standard deviation o(-|») of the reconstructed Lame distributions in 2 =TIy, Tl2,_, , , ,. Here,
the direct inversion is applied to noiseless data from a single source as shown in Figs. 4 and 5.

| 2 M, My, M, Mo, M,
1% po =1 p=1 pe=2 | p3=3| =4
(1o 0.998 0.991 1.983 2.825 3.835
o(u*lz) | 0.024 0.083 0.182 0.441 0.325
A Mo=047 | M =067 | =133 [ \3=2 | \y = 2.66
BRY 0.376 0.615 0.850 1.746 1.412
o(M|g) | 0.128 0.161 0.399 0.486 0.864
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Figure 6: Direct inversion of the Lidme parameters in TT; using noiseless data from five distinct simulations: (a) MLP-predicted
distributions p* and A*, (b) reconstruction error (8) with respect to the true values po = 1 and Ao = 0.47, (c) MLP-recovered
regularization parameter o*, and (d) loss function .Z; vs. the number of epochs Ne.

4

.|

w

no

(b)

)

F

1.75

0.75

x1072

M)

—_

.

1
J&i

0.4

x1071

(d)

log(£2)

"~ x10*

Figure 7: Direct inversion of the Lame parameters in TTo using five noiseless datasets: (a) MLP-predicted distributions p* and
A*, (b) reconstruction error (8) with respect to the true values p; = j and A\; = 25/3, j = {1,2,3,4}, (c) MLP-recovered
regularization parameter o*, and (d) loss function .%; vs. the number of epochs Ne.

Table 2: Mean and standard deviation of the reconstructed Lame distributions from five distinct noiseless datasets

according to Figs. 6 and 7.

L 2 [T [T [ Ty [ Ty [ Th, |
L 1 1 2 3 4
(") | 1.000 | 0.999 | 2.003 | 2.999 | 3.999
o(*[2) | 0.001 [ 0.012]0.011 | 0.012 | 0.016
A 047 | 067 | 1.33 | 2 | 2.66
(M) | 0.464]0.660 | 1.302 | 1.997 | 2.635
o(A*|5) 0.012]0.039 [ 0.071 | 0.048 | 0.068
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Figure 8: Direct inversion of the Lame parameters in TT; using five datasets perturbed with 5% white noise: (a) MLP-predicted
distributions p* and A\*, (b) reconstruction error (8) with respect to the true values po = 1 and Ao = 0.47, (¢) MLP-recovered
regularization parameter o*, and (d) loss function .Z; vs. the number of epochs Ne.
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Figure 9: Direct inversion of the Lame parameters in TT2 using five datasets perturbed with 5% white noise: (a) MLP-predicted
distributions u* and A*, (b) reconstruction error (8) with respect to the true values p; = j and A\; = 25/3, j = {1,2,3,4}, (c)
MLP-recovered regularization parameter o, and (d) loss function .%; vs. the number of epochs Ne.

Table 3: Mean and standard deviation of the reconstructed Lame distributions from noisy data according to Figs. 8

and 9.

L 2 | T [Ty [Ty | Thy [ M |
[ 1 1 2 3 4
(Y | L.OOL | 1.002 | 2.005 | 2.996 | 3.996
o(1*]2) | 0.005 | 0.016 | 0.035 | 0.054 | 0.088
A 047 | 067 | 133 | 2 | 266
(Ao | 0462 | 0.650 | 1.263 | 2.006 | 2.654
o(A]z) | 0.042 | 0.051 | 0.225 | 0.182 | 0.300
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Figure 10: PINN wvs. FEM maps of vertical displacement and its derivatives in TTy: (a) MLP estimates, from noiseless data, for
{ud”, u%flh u%fgg, u%fw} wherein the derivatives u%;j, i,j = 1,2, are obtained by automatic differentiation, (b) FEM displacement
solution and its spectral derivatives for {ul,ud ;;,ud 55, u} 15}, and (c) normal misfit 8 between (a) and (b).

The Lame constants are defined as the unknown scaler parameters of the network i.e., 9* = {u*, \*},
and the Lagrange multiplier ~ is specified per the following argument. Within the dimensional framework
of this section and with reference to (7), observe that on setting v = pw% (i.e., v = 0.065), both (the PDE
residue and data misfit) components of the loss function .2, in 4 emerge as some form of balance in terms
of the displacement field. This may naturally facilitate maintaining of the same scale for the loss terms
during training, and thus, simplifying the learning process by dispensing with the need to tune an additional
parameter . Keep in mind that the input to uw'” is of size 1600 x 1 x 1, while its output is of dimension
(1600 x 1x 1)2. In this setting, the training objective is two-fold: (a) construction of a surrogate map for u?,
and (b) identification of p* and A*.

Fig. 10 showcases (i) the accuracy of PINN estimates based on noiseless data in terms of the vertical
component of displacement field u} in TTy, and (ii) the performance of automatic differentiation [45] in capturing
the field derivatives in terms of components that appear in the governing PDE 7 i.e., u%,ij = 0%ud /(8&0¢;),
i,7 = 1,2. The comparative analysis in (ii) is against the spectral derivates of FEM fields according to
Section 2.3.2. It is worth noting that similar to Fourier-based differentiation, the most pronounced errors
in automatic differentiation occur in the near-boundary region i.e., the support of one-sided derivatives. It
is observed that the magnitude of such discrepancies may be reduced remarkably by increasing the number
of epochs. Nonetheless, the loci of notable errors remain at the vicinity of specimen’s external boundary or
internal discontinuities such as cracks or material interfaces. Fig. 10 is complemented with the reconstruction
results of Fig. 11 indicating (u*, A*) = (1.000,0.486) for the homogenous specimen TT; with the true Lame
constants ({0, Ao) = (1,0.47). The impact of noise on training is examined by perturbing the noiseless data
related to Fig. 10 with 5% white noise, which led to (p*, A*) = (0.999,0.510) as shown in Fig. 12.

Next, the PINN u?* = w2 (€, w, x|9*) with three hidden layers of respectively 120, 120, and 80 neurons

12
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Figure 11: PINN reconstruction of Lame constants in the homogeneous plate TT; from noiseless data: (a) pu* vs. number of epochs
Ne, (b) A* vs. Ne, and (c) total loss £ and its components (the PDE residue and data misfit) vs. Ne in log scale.
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Figure 12: PINN reconstruction of Ldme constants in TT; from noisy data: (a) p* vs. number of epochs Ne, (b) A* vs. N, and
(c) total loss Zw and its components (the PDE residue and data misfit) vs. Ne in log scale.

is created to reconstruct (i) displacement field u? in the heterogeneous specimen TTo, and (ii) distribution of
the Lame parameters over the observation surface. In this vein, synthetic waveform data associated with five
point sources {x;} € S™¢ i =1,2,...,5 at w = 3.91 is used for training. Here, 9" is the network’s unknown
distributed parameter, of dimension (40 x 40)2, and the nonadaptive scaler weight v = 0.065 in light of the

»s  sample’s uniform density p = 1. In this setting, the input to u?” is of size 1600 x 1 x 5, while its output is
of dimension (1600 x 1 x5)%. Fig. 13 provides a comparative analysis between the FEM and PINN maps of
horizontal displacement 3 in TTy and its spatial derivatives computed by spectral and automatic differentiation
respectively.

Table 4: Mean and standard deviation of the PINN-reconstructed Lame distributions from five distinct noiseless datasets
according to Fig. 14.

7 | T, [ My, [ T, | T,
Yo | 0975 [ 1.973 [ 2.941 [ . 3.918
l2) | 0.054 [ 0.123 | 0.135 | 0.226

(A | 0.686 | 1.250 | 2.045 | 2.065
|2) | 0.247 1 0.400 | 0.520 | 0.857

The PINN-reconstructed distribution of PDE parameters is illustrated in Fig. 14 whose statistics is

%0 detailed in Table 4. It is worth mentioning that the learning process is repeated for a suit of weights

~v = {0.01,0.025,0.1,0.25,0.5,1.5,2,5,10,15}. In all cases, the results are either quite similar or worse than
that of Figs. 13 and 14.
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Figure 13: PINN vs. FEM maps of horizontal displacement and its derivatives in TTa: (a) PINN estimates, from noiseless data, for
{u?", ui*n, U%,*z% ui*m} wherein the derivatives u%;j, i,j = 1,2, are obtained by automatic differentiation, (b) FEM displacement
solution and its spectral derivatives for {u2,u? ;,,u? ,,,u? |5}, and (c) normal misfit 8 between (a) and (b).
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4. Laboratory implementation

This section examines the performance of direct inversion and PINNs for full-field ultrasonic character-
ization in a laboratory setting. In what follows, experimental data are processed prior to inversion as per
Section 2.3.2 which summarizes the detailed procedure in [39]. To verify the inversion results, quantities of
interest are also reconstructed through dispersion analysis, separately, from a set of auxiliary experiments.

4.1. Test set-up

Experiments are performed on two (homogeneous and heterogeneous) specimens: ﬂ;xp which is a 27 cm
x27 cm x 1.5 mm sheet of T6 6061 aluminum, and T, composed of (a) 5 cm x 27 cm x 1.5 mm sheet of Grade
2 titanium, (b) 2.5 cm x 27 cm x 1.5 mm sheet of 4130 steel, and (¢) 5 cm x27 ¢cm x1.5 mm sheet of 260-H02
brass, connected via metal epoxy. For future reference, the density p,, Young’s modulus E,, and Poisson’s
ratio v, for p = {Al, Ti, St, Br} are listed in Table 5 as per the manufacturer.

Ultrasonic experiments on both samples are performed in a similar setting in terms of the sensing config-
uration and illuminating wavelet. In both cases, the specimen is excited by an antiplane shear wave from a
designated source location S, shown in Fig. 15, by a 0.5 MHz p-wave piezoceramic transducer (V101RB by
Olympus Inc.). The incident signal is a five-cycle burst of the form

H(fct) H(5—fct) sin (0.27ft) sin (27fct), (9)

where H denotes the Heaviside step function, and the center frequency f.is set at 165 kHz (resp. {80, 300} kHz)
in 117" (resp. Ty ). The induced wave motion is measured in terms of the particle velocity vP, f = 1,2, on the
scan grids ¥ sampling S°P where S°P* NS¢ = 5P N IIT," = . A laser Doppler vibrometer (LDV) which is
mounted on a 2D robotic translation frame (for scanning) is deployed for measurements. The VibroFlex Xtra
VFX-1-120 LDV system by Polytec Inc. is capable of capturing particle velocity within the frequency range
~ DC — 24 MHz along the laser beam which in this study is normal to the specimen’s surface.

The scanning grid 4 C ﬂixp is identified by a 2 cm x2 cm square sampled by 100 x 100 uniformly spaced
measurement points. This amounts to a spatial resolution of 0.2 mm in both spatial directions. In parallel,
Gy C Ty is a 2.5 cm x 7.5 cm rectangle positioned according to Fig. 15 (b) and sampled by a uniform grid of
180x60 scan points associated with the spatial resolution of 0.42 mm. At every scan point, the data acquisition
is conducted for a time period of 400 us at the sampling rate of 250 MHz. To minimize the impact of optical
and mechanical noise in the system, the measurements are averaged over an ensemble of 80 realizations at
each scan point. Bear in mind that both the direct inversion and PINNs deploy the spectra of normalized
velocity fields v°P® for data inversion. Such distributions of out-of-plane particle velocity at 165 kHz (resp. 80
kHz) in T, (resp. TTy ') is displayed in Fig. 15.

It should be mentioned that in the above experiments, the magnitude of measured signals in terms of
displacement is of O(nm) so that it may be appropriate to assume a linear regime of propagation. The nature
of antiplane wave motion is dispersive nonetheless. Therefore, to determine the relevant length scales in each
component, the associated dispersion curves are obtained as in Fig. 19 via a set of complementary experiments
described in Section 4.4.1. Accordingly, for excitations of center frequency {f,,f.,,f,} = {165,80,300} kHz,
the affiliated phase velocity c, and wavelength A, for p = {Al, Ti, St, Br} is identified in Table 6.

“ o

Figure 15: Test set-ups for ultrasonic full-field characterization: (a) an Al plate ﬂixP is subject to antiplane shear waves at 165
kHz by a piezoelectric transducer; the out-of-plane particle velocity field is then captured by a laser Doppler vibrometer scanning
on a robot over the observation surface, and (b) a Ti-St-Br plate TT, P undergoes a similar test at 80 kHz and 300 kHz.
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25 4.2. Dimensional framework

On recalling Section 2.2, let £,.: = Ax; = 0.01 m, p,.: = Ex; = 68.9 GPA, and p,.: = pa; = 2700 kg/m3 be
the reference scales for length, stress, and mass density, respectively. In this setting, the following maps take
the physical quantities to their dimensionless values

1 1

(pua Euayu) — (p;uEuaVu) = (p Pus ;Eu,l/u), H= {Al, Ti, St: BI‘},
Pr 1 Pr
(fcu}\;ucu) — (ch7/\uaCu) = (zr ;fcu EA;“ ;Cu)a L= 172737 (10)
1 s T
(0,608 = (h f0P) = (h oy [ 226 TEVP), B=12,

where h = 1.5 mm and f respectively indicate the specimen’s thickness and cyclic frequency of wave motion.
Table 5 (resp. Table 6) details the normal values for the first (resp. second) of (10). The normal thickness and
center frequencies are as follows,

{feys fess fes } = {0.33,0.16,0.59}, h = 0.15. (11)

Table 5: Properties of the aluminum, titanium, steel and brass sheets as per the manufacturer. Here, x.:= E./pp.

I Al Ti St Br
physical E, [GPA] 689 105 199.95 110
quantity p, [kg/m3] 2700 4510 7850 8530

Vn 033 034 029 031

| E, 1 152 290 1.60

norma i 1 167 291 316
value

Xn 1 091 1 051

Table 6: Phase velocity c,, and wavelength A, in u = {Al, Ti, St, Br} at {f,,f,,f,} = {165,80,300} kHz as per Fig. 19,
and their normalized counterparts according to (10).

physical quantity normal value

I Al Ti St Br I3 Al Ti St Br
Au(fe,) [em] 1 - - - Au(fer) 1 - - -
cu(fe) [m/s]  1610.4 — - - cu(fe)) 032 — — —
Au(fe) [em]  — 1.4 1.4 117 Mo(fer) — 1.4 14 117
cu(fe,) [m/s] — 1140 1126 936 cu(fes) — 023 0.22 0.19
Au(fey) [em] — 0.65 0.64 0.5 Au(fes) — 065 0.64 0.5
cu(fes) (m/s] — 1960.8 1929 1501.6 cu(fes) — 039 038 0.3

4.8. Governing equation

In light of (11) and Table 6, observe that in all tests the wavelength-to-thickness ratio ’\T‘ € [3.33 9.33],
u = {Al, Ti, St, Br}. Therefore, one may invoke the equation governing flexural waves in thin plates [56] to
approximate the physics of measured data. In this framework, (1) may be recast as

Xﬁh3 4 2 Eg
A = Ap = —F— V' _ h2rf)?, g = —2, B =1,2,
B 12(1 - 13) P e (12)
a = P& fi7m), 9 = xp(& f), £e S resnc fel08 1.2f,,t=1,2,3,

where pg, E, g respectively denote the normal density, Young’s modulus, and Poisson’s ratio in ﬂgp, B =
1,2, and 7 indicates the source location. Note that g ~ 0.32 according to Table 5 and A, related to 1 — l/g,
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shows little sensitivity to small variations in the Poisson’s ratio. Thus, in what follows, v is treated as a known
parameter. Provided vP (&, f;7), the objective is to reconstruct x (€, f). Note that in this case Ny = Ny = 1.

4.4. Direct inversion

Following the reconstruction procedure of Section 3.2, the distribution of xp in ¥, p = 1,2, is obtained
at specific frequencies. In this vein, the positive-definite MLP networks xj = 43, (&,w) and o* = A, (&, w)
comprised of three hidden layers of respectively 20, 40, and 20 neurons are constructed according to Fig. 1.
In all MLP trainings of this section, each epoch makes use of the full dataset and the learning rate is 0.005.

When B = 1, the inversion is conducted at f; = 0.336. S™™° is sampled at one point i.e., the piezoelectric
transducer remains fixed during the test on Al plate, and thus, N, = 1, while a concentric 60 x 60 subset
of collocation points sampling S°P° is deployed for training. In this setting, the input to x} and a* is of
size N¢N, x N, = 3600 x 1, and their real-valued outputs are of the same size. The results are shown in
Fig. 16. When 3 = 2, the direct inversion is conducted at fo = 0.17 and f3 = 0.61. For the low-frequency
reconstruction, S™¢ is sampled at one point, while a 40 x 120 subset of scan points in % is used for training
so that the input/output size for x3 and a* is 4600 x 1. The recovered fields and associated normal error are
provided in Fig. 17. Table 7 enlists the true values as well as mean and standard deviation of the reconstructed
distributions XE in T[EXP, B = 1,2, according to Figs. 16 and 17. For the high-frequency reconstruction, when
B = 2, S is sampled at three points i.e., experiments are performed for three distinct positions of the
piezoelectric transducer, while the same subset of scan points is used for training. In this case, the input to
x5 and o is 13800 1, while their output is of dimension 4600 x 1. The high-frequency reconstruction results
are illustrated in Fig. 18, and the affiliated means and standard deviations are provided in Table 8. It should
be mentioned that the computed normal errors in Figs. 16, 17, and 18 are with respect to the verified values
of Section 4.4.1. Note that the recovered a*s from laboratory test data are much smoother than the ones
reconstructed from synthetic data in Section 3.2. This could be attributed to the scaler nature of (12) with a
single unknown parameter — as opposed to the vector equations governing the in-plane wave motion with two
unknown parameters. More specifically, here, o controls the weights and biases of a single network xj, while
in Section 3.2, a* simultaneously controls the parameters of two separate networks p* and A*. A comparative
analysis of Figs. 17 and 18 reveals that (a) enriching the waveform data by increasing the number of sources
remarkably decrease the reconstruction error, (b) the regularization parameter « in (3) is truly distributed
in nature as the magnitude of the recovered a* in brass is ten times greater than that of titanium and steel
which is due to the difference in the level of noise in measurements related to distinct material surfaces, and
(c) the recovered field x5 — which according to (12) is a material property Es/p2, demonstrates a significant
dependence to the reconstruction frequency. The latter calls for proper verification of the results which is the
subject of Section 4.4.1.

4.4.1. Verification
To shine some light on the nature discrepancies between the low- and high- frequency reconstructions in

x1073 (d)

(a) (b) (©)
1.06 0.06 6 _, | log(£)
1.04 0.04 4
1.02 0.02 2 N,

0 9 4 x10°

Figure 16: Direct inversion of the PDE parameter x1 in ﬂix‘) using test data from a single source at frequency fi1 = 0.336: (a) MLP-
predicted distribution x1 (€, f1) in & € %, (b) reconstruction error (8) with respect to the true value x1 = xa1 = 1, (¢) MLP-
recovered distribution of the regularization parameter a*, and (d) loss function . vs. the number of epochs N in log scale.
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Figure 17: Direct inversion of the PDE parameter x2 in TIZXP using test data from a single source at frequency fo = 0.17: (a) MLP-
predicted distribution x2(€, f2) in € € %, (b) reconstruction error (8) with respect to the true value x2 € {xTi, Xst, XBr} =
{0.91,1,0.51} as per Table 5, (¢) MLP-recovered distribution of the regularization parameter a*, and (d) loss function .Z: vs. the

number of epochs N, in log scale.

Table 7: Mean and standard deviation of the reconstructed distributions in Figs. 16 and 17 via the direct inversion of

single-source test data.

| P | 1 [ 20 [ 2% [ 28 |
Xp 1 0.91 1 0.51
(Xp)nee | 1.041 | 0.872 | 0.978 | 0.443
cr(x’,§|n;xp) 0.017 | 0.044 | 0.060 | 0.052
0.6
0.4
()
0.2 o
0.08
0.04

x1073
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Figure 18: Direct inversion of the PDE parameter y2 in ﬂ;xp using test data from three source locations at frequency fs =
0.61: (a) MLP-predicted distribution x2(&, f3) in € € %, (b) reconstruction error (8) with respect to the related estimates
{0.57,0.59,0.24} as per Fig. 20, (c) MLP-recovered distribution of the regularization parameter a*, and (d) loss function .Z,

vs. the number of epochs N in log scale.

Table 8: Mean and standard deviation of the reconstructed distributions in Fig. 18 via the direct inversion applied to

high-frequency test data from three distinct sources.

| P | 2mi | 2s¢ | 28 |
X 0.57 | 0.59 | 0.24
(X3) e | 0-585 | 0606 0.227
o(xplre) | 0.015]0.029 | 0.016

Figs. 17 and 18, a set of secondary tests are performed to obtain the dispersion curve for each component of
the test setup. For this purpose, antiplane shear waves of form (9) are induced at f, = 505 kHz, j = 1,2,...,7,
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Figure 19: Experimental vs. theoretical dispersion curves f(A;l) for p = {Al, Ti, St, Br}. Analytical curves (solid lines) are

computed from (13) using the pertinent properties in Table 5.
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Figure 20: Discrepancy in the balance law (12) at f3 = 0.61: (a) elastic force field ‘IL, wu = {Ti, St, Br}, according to (14) with
adjusted coefficients {xTi, Xxst, xBr} = {0.57,0.59,0.24}, (b) the inertia field ‘Ii, and (c) normal discrepancy D,.

in 60 cm X 60 cm cuts of aluminum, titanium, steel, and brass sheets used in the primary tests of Fig. 15.
In each experiment, the piezoelectric transducer is placed in the middle of specimen (far from the external
boundary), and the out-of-plane wave motion is captured in the immediate vicinity of the transducer along
a straight line of length 8 cm sampled at 400 scan points. The Fourier-transformed signals in time-space
furnish the dispersion relations of Fig. 19. In parallel, the theoretical dispersion curves affiliated with (12) are
computed according to

—2 | xuh? E. .
f=2r(A,) 2 m, Xu = é, w = {Al, Ti, St, Br}, (13)

using the values of Table 5 for x, and v, and h = 1.5mm. A comparison between the experimental and
theoretical dispersion curves f (?\;1) in Fig. 19 verifies the theory and the values of Table 5 for x, in the low-
frequency regime of wave motion. This is also in agreement with the direct inversion results of Figs. 16 and 17.
Moreover, Fig. 19 suggests that at approximately f, = {170,200, 120,110} kHz for u = {Al, Ti, St, Br} the
governing PDE (12) with physical coefficients fails to predict the experimental results which may provide an
insight regarding the high-frequency reconstruction results in Fig. 18. Further investigation of the balance
law (12), as illustrated in Fig. 20, shows that the test data at 312 kHz satisfy — with less than 10 — 20%
discrepancy depending on the material — a PDE of form (12) with modified coefficients. More specifically,
Fig. 20 demonstrates the achievable balance between the elastic force distribution ‘Z}L and inertia field ‘Ii
in (12) by directly adjusting the PDE parameter x5 to minimize the discrepancy ©, according to
11,3 1 _ <2
T o= %V%Q, T = h2rf)*?, D, = [~ 2l

mOTO12(1 - 1) (14)

max [T2]
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With reference to Table 8, the recovered coefficients x4 at f = f3 = 0.61 verify the direct inversion results of
Fig. 18. This implies that the direct inversion (or PINNs) may lead to non-physical reconstructions in order to
attain the best fit for the data to the “perceived”” underlying physics. Thus, it is imperative to establish the
range of validity of the prescribed physical principles in data-driven modeling. Here, the physics of the system
at f3 is in transition, yet close enough to the leading-order approximation (12) that the discrepancy is less
than 20%. It is unclear, however, if this equation with non-physical coefficients may be used as a predictive
tool. It would be interesting to further investigate the results through the prism of higher-order continuum
theories and a set of independent experiments for validation which could be the subject of a future study.

4.5. Physics-informed neural networks

Following Section 3.3, PINNs are built and trained using experimental test data of Section 4.4. The MLP
network v1* = vl*(f, fyx|7v,x}) with six hidden layers of respectively 40, 40, 120, 80, 40, and 40 neurons is
constructed to map the out-of-plane velocity field v! (in TT;") related to a single transducer location x; and
frequency f; = 0.336. The PDE parameter x; is defined as the unknown scaler parameter of the network, and
following the argument of Section 3.3, the Lagrange multiplier v is specified as a nonadaptive scaler weight of
magnitude W = 1.5. The input/output dimension for RS Nex Ny x Ny = 3600x1x1, and each epoch
makes use of the full dataset for training and the learning rate is 0.005. Keep in mind that the objective here
is to (a) construct a surrogate map for v!, and (b) identify x7}.

Fig. 21 demonstrates (a) the accuracy of PINN-estimated field v'* compared to the test data v', (b)
performance of automatic differentiation in capturing the fourth-order field derivatives e.g., vljul that appear
in the governing PDE (12), and (c) the evolution of parameter x%. The comparison in (b) is with respect to the
spectral derivates of test data according to Section 2.3.2. It is no surprise that the automatic differentiation
incurs greater errors in estimating the higher order derivatives involved in the antiplane wave motion compared
to the second-order derivatives of Section 3.3.

In addition, the PINN v2* = v2*(€, f, x| 7, x%) with seven hidden layers of respectively 40, 40, 120, 120, 80,
40, and 40 neurons is created to reconstruct (i) particle velocity field v2 in the layered specimen T, , and (ii)
distribution of the PDE parameter s in the sampling area. The latter is defined as an unknown parameter

of the network with dimension 40x 120, and the scaler weight ~ is set to m = 5.84 for the low-frequency

reconstruction. In this setting, the input/output dimension for v2" reads 4800 x 1x 1. Fig. 22 provides a
comparative analysis between the experimental and PINN-predicted maps of velocity and PDE parameter.
The associated statistics are provided in Table 9. It is evident from the waveform in Fig. 22 (a) that the most
pronounced errors in Fig. 22 (d) occur at the loci of vanishing particle velocity. Similar to Section 3.2, this
could be potentially addressed by enriching the test data.

5. Comparative analysis

This section compares the performance of direct inversion and PINN methods in terms of the reconstruction
accuracy, computational cost and robustness against noise. It should be noted that there are fundamental
differences in the logic, and thus, implementation of the two methods that underlie their distinct function.
In particular, the direct method relies on dense full-field measurements and tools of signal processing to
compute the required spatiotemporal field derivatives prior to inversion. This sequential application of (i)
preconditioners, (ii) differential operators, and then (iii) ML-based waveform inversion allows for a more
stable and expedited training of MLPs in (iii) using filtered and piecewise smooth signals from (i) and (ii).
PINNs however do not require dense data and take advantage of automatic differentiation to conduct single-
step waveform inversion. In this study, dense waveforms are available thanks to laser-based sensing. This gives
an advantage to the direct method, while complicating (to some extent) the training of PINNs due to large
and highly oscillatory datasets. To help improve the robustness of both methods against noise, the processed
signals resulting from (i) and (ii) are deployed in training of PINNs and MLPs of the direct inversion.

The reconstruction accuracy depends on the noise level and number of datasets used (from distinct exper-
iments) for training. In synthetic implementations of Section 3, a comparison between Figs. 6 and 11 suggests
that both methods offer similar accuracy with noiseless and smooth data i.e., when the Lame parameters are
constant. The corresponding reconstructions in Figs. 8 and 12 from noisy data (perturbed by 5% white noise)
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Figure 21: PINN wvs. experimental maps of particle velocity and its derivatives in ﬂixp: (a) PINN estimates for
{v'", 11,1*111, U,12*222: v}1*122} wherein the derivatives are obtained by automatic differentiation, (b) normalized LDV-captured par-

ticle velocity field v! and its corresponding spectral derivatives, (c) normal misfit 8 between (a) and (b), (d) PINN-reconstructed
PDE parameter x} vs. the number of epochs Ne, and (e) total loss % and its components (the PDE residue and data misfit)

vs. Ne in log scale.

Table 9: Mean and standard deviation of the PINN-reconstructed distributions in Fig. 22 from a single-source, low-

frequency test data.

‘ p ‘ 2 ‘ 25t ‘ 28r ‘
Xp 0.91 1 0.51
(Xf)mew | 0.790 | 0.890 | 0.414
o(XpInee) | 0214 | 0.356 | 0.134
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Figure 22: Low-frequency PINN reconstruction in ﬂ;xp using test data from a single source at fo = 0.17: (a) PINN-predicted distri-
bution of particle velocity v2*, (b) normalized LDV-captured particle velocity v, (c) normal misfit between (a) and (b), (d) PINN-
predicted distribution of the PDE parameter x5, and (e) total loss £ and its components (the PDE residue and data misfit)
vs. the number of epochs N, in log scale.

indicate similar mean values. In presence of bi-material interfaces, which is the case in Figs. 7 and 14, direct
inversion shows better performance in distributed reconstruction of PDE parameters, while the PINN maps
(from the same dataset) exhibit considerable errors near the specimen’s internal and external boundaries. This
could be a compound effect due to near-boundary approximations involved in automatic differentiation, as
illustrated in Fig. 10, and the fact that the assumed PDE system (7) does not hold at the loci of (unknown)
bi-material interfaces. These findings are consistent with the reconstruction results from experimental data in
Section 4.

The computational cost associated with data inversion is related to (a) neural network architecture, (b)
training parameters such as the number of epochs, and (c¢) behavior of the loss function. Given the multitask
optimization involved in training PINNs and the need for high-fidelity derivatives in automatic differentiation,
PINNs feature larger MLPs compared to the direct inversion in both synthetic and experimental implemen-
tations of this study. Whereby, greater number of epochs is required for training PINNs.

6. Conclusions

The ML-based direct inversion and physics-informed neural networks are investigated for full-field ultra-
sonic characterization of layered components. Direct inversion makes use of signal processing tools to directly
compute the field derivatives from dense datasets furnished by laser-based ultrasonic experiments. This allows
for a simplified and controlled learning process that specifically recovers the sought-for physical fields through
minimizing a single-objective loss function. PINNs are by design more versatile and particularly advantageous
with limited test data where waveform completion is desired (or required) for mechanical characterization.
PINNs multi-objective learning from ultrasonic data may be more complex but can be accomplished via
carefully gauged loss functions.

In direct inversion, Tikhonov regularization is critical for stable reconstruction of distributed PDE param-
eters from limited or multi-fidelity experimental data. In this vein, deep learning offers a unique opportunity
to simultaneously recover the regularization parameter as an auxiliary field which proved to be particularly
insightful in inversion of experimental data.

In training PINNSs, two strategies were remarkably helpful: (1) identifying the reference length scale by the
dominant wavelength in an effort to control the norm of spatial derivatives — which turned out to be crucial in
the case of flexural waves in thin plates with the higher order PDE, and (2) estimating the Lagrange multiplier
by taking advantage of the inertia term in the governing PDEs.

Laboratory implementations at multiple frequencies exposed that verification and validation are indis-
pensable for predictive data-driven modeling. More specifically, both direct inversion and PINNs recover the

22



425

430

435

440

445

450

455

460

unknown “physical” quantities that best fit the data to specific equations (with often unspecified range of va-
lidity). This may lead to mathematically decent but physically incompatible reconstructions especially when
the perceived physical laws are near their limits such that the discrepancy in capturing the actual physics
is significant. In which case, the inversion algorithms try to compensate for this discrepancy by adjusting
the PDE parameters which leads to non-physical reconstructions. Thus, it is paramount to conduct comple-
mentary experiments to (a) establish the applicability of prescribed PDEs, and (b) validate the predictive
capabilities of the reconstructed models.
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