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Signal-to-Noise Ratio Aware Minimaxity
and Higher-Order Asymptotics

Yilin Guo*, Haolei Weng“, and Arian Maleki“, Member, IEEE

Abstract— Since its development, the minimax framework has
been one of the corner stones of theoretical statistics, and has
contributed to the popularity of many well-known estimators,
such as the regularized M-estimators for high-dimensional prob-
lems. In this paper, we will first show through the example
of sparse Gaussian sequence model, that the theoretical results
under the classical minimax framework are insufficient for
explaining empirical observations. In particular, both hard and
soft thresholding estimators are (asymptotically) minimax, how-
ever, in practice they often exhibit sub-optimal performances at
various signal-to-noise ratio (SNR) levels. The first contribution
of this paper is to demonstrate that this issue can be resolved if
the signal-to-noise ratio is taken into account in the construction
of the parameter space. We call the resulting minimax framework
the signal-to-noise ratio aware minimaxity. The second contribu-
tion of this paper is to showcase how one can use higher-order
asymptotics to obtain accurate approximations of the SNR-aware
minimax risk and discover minimax estimators. The theoretical
findings obtained from this refined minimax framework provide
new insights and practical guidance for the estimation of sparse
signals.

Index Terms— Minimaxity, signal-to-noise ratio, sparsity, soft
thresholding, hard thresholding, linear shrinkage, higher-order
asymptotics, Gaussian sequence model.

I. INTRODUCTION
A. Motivation

HE minimax framework is one of the most popular

approaches for comparing the performance of estimators
and obtaining the optimal ones. Since its development, the
minimax framework has been used for the study of optimality
and the design of optimal estimators in a broad range of
areas including, among others, classical statistical decision the-
ory [1], [2], non-parametric statistics [3], [4], high-dimensional
statistics [5], and mathematical data science [6]. Despite its
popularity, when the parameter space is set too general, since
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the minimax framework focuses on particular areas of the
parameter space, its conclusions can be misleading if translated
and used in practice. Take the high-dimensional sparse linear
regression for example. It has been proved that the best subset
selection is minimax rate-optimal over the class of k-sparse
parameters [7]. Nevertheless, recent empirical and theoretical
works demonstrate the inferior performance of best subset
selection in low signal-to-noise ratio (SNR) [8], [9], [10]. The
key issue in this problem is that the parameter space in the
minimax analysis only incorporates sparsity structure and does
not control the signal strength for non-zero components of the
sparse vector.

In this paper, we focus on the popular example of the sparse
Gaussian sequence model — a special case of the sparse linear
regression model with an orthogonal design. We first discuss
in detail the limitations of classical minimaxity in Section I-B.
The rest of the paper is then devoted to the development of
a much more informative minimax framework that alleviates
major drawbacks of the classical one. This is made possible
by controlling and monitoring the signal-to-noise ratio and
sparsity level through the parameter space. As will be dis-
cussed later, solving this new constrained minimax problem
is much more challenging than the original minimax analysis.
Hence, we resort to higher-order asymptotic analysis to obtain
approximate minimax results. The conclusions of this signal-
to-noise ratio aware minimax framework turn out to provide
new insights into the estimation of sparse signals.

B. Classical Minimaxity and Its Limitations in Sparse
Gaussian Sequence Model

We consider the Gaussian sequence model:

yi=9i+anzi, i:1,27...,n. (1)
Here, y = (y1,...,yn) is the vector of observations, § =
(61,...,0,) is the unknown signal consisting of n unknown
parameters, z;’s are i.i.d. standard Gaussian error variables,
and o, > 0 is the noise level that may vary with sample size
n. The goal is to estimate 6 from the sparse parameter space

O(ky) = {6 € R" : [10]l0 < ko |, @

where [|0||, denotes the number of non-zero components of
0, and the sparsity k,, is allowed to change with n. The most
popular approach for studying this estimation problem and
obtaining the optimal estimators is the minimax framework.
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Considering the squared loss, the minimax framework aims to
find the estimator that achieves the minimax risk given by

R(O(ky),0,) = inf sup EQHé - 9”§a €)]
0 0€O(ky)

where Eg(-) is the expectation taken under (1) with true

parameter value 6.

Gaussian sequence model plays a fundamental role in
non-parametric and high-dimensional statistics. There exists
extensive literature on the minimax estimation of 6 or its
functionals over various structured parameter spaces such
as Sobolev ellipsoids, hyperrectangles and Besov bodies.
These parameter spaces usually characterize the smoothness
properties of functions in terms of their Fourier or wavelet
coefficients. We refer to [3], [4], and [11] and references
therein for a systematic treatment of this topic. The estimation
problem over ©(k,,) has been also well studied in statistical
decision theory (e.g., with application to wavelet signal pro-
cessing) since 1990s. Define the soft thresholding estimator
fis(y, A) € R™ and hard thresholding estimator 75 (y, A) € R™
with coordinates: for 1 < i < n,

[1s(y, N = arglgin (yi — 1) + 2A|p]

ne
= sign(vyi)(|yil — M)+, (4)
[ (y, A)]i = argmin (y; — p)® + AT (1 # 0)
HER
=yl (|ys| > N), (5)

where sign(u), u represent the sign and positive part of u
respectively, I(-) denotes the indicator function, and A > 0 is
a tuning parameter. We summarize a classical asymptotic
minimax result in the following theorem.

Theorem 1 ([3], [12], [13]): Assume model (1) and
parameter space (2) with k,/n — 0 as n — oo. Then the
minimax risk, defined in (3), satisfies

R(O(ky),00) = (24 0(1)) - 02k, log(n/k,).

Moreover, both the soft and hard thresholding estimators with

tuning A, = 07,1/2 log(n/k) are asymptotically minimax, i.e.,
for 6 = 7js(y, A\n) or 7 (y, An), it holds that

sup Egllf — 012 = (2+ 0(1)) - 02k, log(n/kn).
00 (ky,)

Theorem 1 shows that both soft and hard thresholding
estimators are minimax optimal for estimating sparse signals
(with small values of k,, /n). Despite the mathematical beauty
of the above results, its practical implications seem not clear.
We demonstrate this point by a simulation in Figure 1. As is
clear from the upper panel, when the noise level is low, hard
thresholding performs the best among the three estimators; as
the noise level increases, hard thresholding starts to be out-
performed by soft thresholding, and eventually both hard and
soft thresohlding are outperformed by the linear estimator. The
same comparison holds in the lower panel as the sample size
increases from 500 to 5000. This phenomenon can be widely
observed for different types of sparse signals. We provide more
simulations in Section III.

In light of Theorem 1 and Figure 1, we would like to raise
a few critical comments:
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Fig. 1. Mean squared error comparison at different noise levels. Data is
generated according to (1) with k,, = an/ 3] and @ having ky, components
equal to 1.5. “linear” denotes the simple linear estimator p%)\y. All the three
estimators are optimally tuned. MSE is averaged over 20 repetitions along with
standard error. Other details of the simulation can be found in Section III.

1) Despite their minimax optimality, both hard and soft
thresholding estimators selected by the classical mini-
maxity do not perform well compared to a simple linear
estimator when the noise is large.

2) The hard and soft thresholding estimators have distinct
performances at different noise levels, despite they are
both asymptotically minimax.

3) Figure 1 implies that the signal-to-noise ratio (SNR) has a
significant impact on the estimation. However, the effect
of SNR is not well captured in the classical minimax
results (Theorem 1).

These observations lead us to the following question: is it pos-
sible to develop a refined minimax framework which addresses
differences between hard and soft thresholding estimators and
characterizes the role of SNR in the recovery of sparse signals?
Such a framework will provide more proper insights and sound
guidance for practical purpose.

C. Our Contributions and Paper Structure

To overcome the limitations of the classical minimaxity
discussed in Section I-B, in this paper, we aim to develop a
signal-to-noise-ratio-aware minimax framework. This frame-
work imposes direct constraints on the signal strength over
the parameter space and performs the corresponding minimax
analysis that accounts for the impact of signal-to-noise ratio
(SNR). To obtain accurate minimax results in the SNR-
aware setting, we will derive higher-order asymptotics which
provides asymptotic approximations precise up to the second
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order. As will be discussed in detail in Section II, our proposed
framework reveals three regimes in which distinct estimators
achieve minimax optimality. In particular, hard-thresholding
estimator outperforms soft-thresholding estimator and remains
(asymptotically) minimax optimal in the high SNR regime; as
SNR decreases, new optimal estimators will emerge. These
new theoretical findings offer much better explanations for
what is happening in Figure 1, and are much more informa-
tive towards understanding the sparse estimation problem in
practice.

The rest of the paper is organized as follows. Section II
presents the main results from the SNR-aware minimax frame-
work. Section III includes more simulations to support our
theoretical findings. Section IV summarizes the main messages
of the paper and discusses some related works. All the proofs
are presented in Section V.

We collect the notations used throughout the paper here
for convenience. For a scalar z € R, x4 and sign(x) denote
the positive part of = and its sign respectively; |z] is the
largest integer less than or equal to x. For an integer n, [n] =
{1,2,...,n}. We use I4 and I(A) to represent the indicator
function of the set A interchangeably. For a given vector
v = (v1,..,05) € R, flully = #{i = v # 0}, Jolly, =
max; [v;], and [[o]], = (37, [0:]7)"/? for ¢ € (0, 00). We use
the notation §, as the point mass at ;1 € R. We also use
{e; }?77:1 to denote the natural basis in RP. For two non-zero
real sequences {a,}>2; and {b,}2 ;, we use a, = o(b,) to
represent |a,/b,| — 0 as n — oo, and a, = w(b,) if and
only if b, = o(ay); a, = O(b,) means sup,, |a,/b,| < oo,
and a,, = Q(b,) if and only if b, = O(ay,); a, = O(by,)
denotes a, = O(by,) and a,, = Q(b,). For a distribution T,
supp() denotes its support. Finally, we reserve the notations
¢(y) and ®(y) = [Y__ #(s)ds for the standard normal density
and its cumulative distribution function respectively.

II. SNR-AWARE MINIMAXITY
A. SNR-Aware Minimax Framework

We focus on the above-mentioned Gaussian sequence
model (1). To develop the SNR-aware minimax framework,
we start by inserting a notion of signal-to-noise ratio in
the minimax setting. To this end, we consider the following
SNR-aware parameter space:

Ok m) = {0 € R+ 6]y <k, [6]3 < kat2}. (6)

Here, as before, k,, is the parameter that controls the number of
nonzero components of the signal § € R™. The new parameter
T, can be considered as a measure of signal strength (on
average) for each non-zero coordinate of #. Unlike O(k,),
the new parameter space O(k,, 7,,) is responsive to changing
signal strength. Minimax analysis based on it may thus provide
a viable path for revealing the impact of SNR on the estimation
of sparse signals. Define the corresponding minimax risk (for
squared loss):

R(O(kp, ), 00) =inf  sup  Eqll0 — 02 (7)

0 0cO(kn,mn)

We aim to investigate the following problems:
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1) Characterizing the minimax risk, R(©(k,,7,), o), for
different choices of sparsity level and signal-to-noise
ratio. This will help us understand the intertwined roles
of SNR and sparsity on signal recovery.

2) Obtaining minimax optimal estimators in the aforemen-
tioned settings, along with evaluating the performance of
some common estimators (e.g., soft thresholding).

The solutions to the above problems will help resolve the
issues we raised before about the classical minimax results.
First, we introduce two critical quantities associated with the
target parameter space ©(k,, 7,) introduced in (6) under the
model (1). Denote

€n = @7 o = Ti (8)

n On

It is clear that €, represents the sparsity level and i, is a form
of signal-to-noise ratio over the parameter space. We aim to
study R(O(kn,Tn), on) for different values of (e, ii,,). Since
an explicit solution to exact minimaxity is very challenging
to derive (it is not even available for ©(k,)), we focus on
obtaining asymptotic minimaxity, and consider the following
regimes: as n — oo,

Regime (I) Low signal-to-noise ratio: p,, — 0, €, — 0;

Regime (II) Moderate signal-to-noise ratio: p, — o0,

€n — 0, py = o(\/logeﬁl);

Regime (III) High signal-to-noise ratio: ¢, — 0, u, =

w(v/loge,t).

The condition €, — 0 is standard to model sparse signals.
The above three regimes are classified according to the order of
signal-to-noise ratio j,. As will be shown in Section II-C via
higher-order asymptotics, each regime exhibits unique mini-
maxity, and distinct minimax estimators emerge in different
regimes. But before that, we first derive similar first-order
asymptotic result as the classical one and reveal its limitations
in the SNR-aware minimax setting.

B. First Order Analysis of SNR-Aware Minimaxity and Its
Drawbacks

Our first theorem generalizes Theorem 1, to our SNR-aware
minimax framework.

Theorem 2: Assume model (1) and parameter space (6).
The following hold:

« Regime (I). When p,, — 0,€, — 0,
R(O(kn, 7). o) = (14 0(1)) - noeqpi,

and the zero estimator is asymptotically minimax optimal
(up to the first order).
o« Regime (II). When pu,

o(v/logent),
R(O(ky, ), 00) = (1 +0(1)) - naienﬂfw

and the zero estimator is asymptotically minimax optimal
(up to the first order).

e Regime (IIT). When ¢, — 0, u,, = w(v/log eﬁl),
R(O(kn,Tn),0n) = (2+0(1)) - naien log(egl).

— 00, € — 0, pp =

Furthermore, both soft and hard thresholding esti-
mators (4)-(5) with the tuning parameter A, =
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ony/2loge,! are asymptotically minimax optimal (up
to the first order).

This theorem is covered as a special case of Theorems 3,
4, and 6 we present in Section II-C. Hence, the proof is
skipped.

There are a few aspects of the above results that we would
like to emphasize here:

1) As is clear, first-order analysis under the new SNR-aware
minimax framework already provides more information
than in the previous framework. For instance, it implies
that below a certain signal-to-noise-ratio, i.e. when p,, =
o(\/log ey t), sparsity promoting estimators such as hard
or soft thresholding do not seem to have any advantage
over the zero estimator. In fact, the zero estimator is
optimal up to the first order. Later in Section II-C we
will argue that even these theorems should be interpreted
carefully, and that the current interpretation is not fully
accurate.

2) If we consider the rate of ¢, fixed and evaluate the
minimax risk as a function of u,, we will see a
phase transition happening in the first order term of
the minimax risk. As long as the first order is con-
cerned, the trivial zero estimator is minimax optimal for

any u, = o(v/logen 1). Hence, it seems that unless
tn = Q(V1ogen 1), even the optimal minimax estimators
will miss the signal. Once p, = w(\/logeﬁl), the
first order result implies the optimality of non-trivial
estimators, such as soft-thresholding. While it is chal-
lenging to provide an intuitive argument for the phase
transition occurring at \/loge,' = \/log(n/k,), the
following explanation may offer some insight: Consider a
k,-sparse signal (with k, non-zero components) in R"
with Gaussian noises. On average, there exists one
non-zero signal component among n/k, locations. The
maximum absolute value of the noises at the n/k,
locations is on the order of +/log(n/k,). Consequently,
from an intuitive perspective, it becomes easier to detect
signals when their magnitudes exceed this threshold,
but significantly more challenging when they fall below
this threshold. It’s important to note that heuristic argu-
ments like the one above have their limitations and
should not be solely relied upon for drawing conclu-
sive results. This aspect will be further clarified in the
next section, where we will demonstrate that minimax
estimators can outperform zero estimators even when
tn = o(\/logen ).

One of the main issues in the above theorem is that the
first-order asymptotic approximation of minimax risk does not
seem to always offer accurate information. For example, as the
signal-to-noise ratio significantly increases from Regime (I) to
Regime (II), the first-order analysis falls short of capturing any
difference and continues to generate the naive zero estimator
as the optimal one. Moreover, in Regime (III), the analysis
is inadequate to explain the difference between hard and
soft thresholding estimators. In the next section, we push the
analysis one step further to develop second-order asymptotics.
This refined version of the SNR-aware minimax analysis will
provide a much more accurate approximation of the minimax
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risk, and can provide more useful information and resolve
the confusing aspects of the first-order results presented
above.

C. Second Order Analysis of SNR-Aware Minimaxity

In this section, we discuss how the analysis provided in
Section II-B can be refined to resolve the issues we raised in
Section I-B.

1) Results in Regime (I): We start with Regime (I). As dis-
cussed in Theorem 2, as far as the first order of minimax risk
is concerned, the zero estimator is asymptotically optimal in
this regime, and no other estimators can outperform the zero
estimator. The reason this peculiar feature arises is that since
the exact expression for R(O(k,,, 7,), o) is very complicated,
Theorem 2 resorts to an approximation that is asymptotically
accurate. However, this approximation is coarse when n is
not too large and/or ¢, is not too small. The conclusions that
are based on such first order analysis are hence not reliable.
Therefore, we pursue a second-order asymptotic analysis of
minimax risk to achieve better approximations. This more
delicate analysis turns out to be instructive for understanding
the three regimes of varying SNRs. We first present the result
in Regime (I). Define the simple linear estimator 77, (y, \) €
R™ with coordinates:

[ (y, N]i=—r—~=argmin (y; —p)* + A, 1<i<n.

1+ A pneR
(€))

Theorem 3: Consider model (1) and parameter space (6).
For Regime (I) in which ¢, — 0, u,, — 0 as n — oo, we have

R(O(kn, ), ) = nr2 (enti? = i (14 0(1)) ).

In addition, the linear estimator 71, (y, A,) with tuning \,, =

-1, . .
(€,u2) " is asymptotically minimax up to the second order
term, i.e.

sup [Eg HﬁL(y, )\n)—ﬁsznoi (enui—eiui (1+0(1))).
90 (kn, )

The proof of this theorem can be found in Section V-B.
Compared with Theorem 2, Theorem 3 obtains the additional
second dominating term in the minimax risk. This negative
term quantifies the amount of improvement that can be possi-
bly achieved over the trivial zero estimator (whose supremum
risk exactly equals noZe,u2). Indeed, the non-trivial linear
estimator 7jr,(y, A\,) has supremum risk matching with the
minimax risk up to the second order. Therefore, through
the lens of second-order asymptotics, we discover a new
minimax optimal estimator that outperforms the zero estimator
recommended from the first-order analysis.

The second-order optimality of the linear estimator
71 (y, An) in Regime (I) raises the following question: how do
non-linear estimators compare with 71, (y, A,)? For instance,
the soft thresholding estimator 7s(y, A) in (4) with A\ = oo
recovers the zero estimator and is hence first-order optimal.
Can 7jg(y, A) with proper tuning become second-order asymp-
totically optimal in this regime? The following theorem shows
that the answer is negative.
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Proposition 1: Consider model (1) and parameter space (6).
In Regime (I) where €,, — 0, pt,, — 0 as n — oo, the optimally
tuned soft thresholding estimator 7js(y, A) has supremum risk:

inf  sup Ee”ﬁs(yﬂ\)_eui

A 0€0(kn,mn)

11 1\?
=no? | e,u? —exp [Mz <log e) (1+0(1))

The proof of this proposition can be found in Section V-C.
It is straightforward to confirm that

em{—ijgo%;)20+mnﬂﬂéﬁ)=du

under the scaling €, — 0, i, — 0. Hence, soft thresholding
s (y, A) is outperformed by the linear estimator 7y, (y, A,,) and
is sub-optimal (up to second order). A similar result can be
proved for the hard thresholding estimator as well.

Proposition 2: Consider model (1) and parameter space (6).
In Regime (I) where €,, — 0, , — 0 as n — oo, the optimally
tuned hard thresholding estimator 7z (y,A) has supremum
risk:

inf  sup  Eg||Am(y.A) — 9”; =nole .

A 0€O(kn,mn)

The proof of this proposition is presented in Section V-D.

The fact that 7j;, (y, A, ) is optimal and 7)s(y, A) and 7z (y, A)
are sub-optimal in Regime (I) is intriguing. It says that the
former non-sparse estimator is better than the latter sparse
ones for recovering sparse signals. In fact, the result further
implies that any sparsity-promoting procedure cannot improve
over a simple linear shrinkage for the recovery of sparse
signals. A high-level explanation is that since Regime (I) has
low signal-to-noise ratio in which variance is the dominating
factor of mean squared error, linear shrinkage achieves a better
balance between bias and variance than those more “aggres-
sive” sparsity-inducing operations. These results demonstrate
the practical relevance of SNR-aware minimaxity as opposed
to the classical minimax approach.

2) Results in Regime (II): We now move on to discuss
Regime (II) where new minimaxity results arise as the signal-
to-noise ratio increases. Introduce an estimator 7jg(y, A, v) =
2sW:A) ¢ Rn with coordinates:

14+~
o [ﬁS(yvA)]l
)\ =
—argmin (y; —u)? +2\u| +yu?, 1<i<n. (10)

u€R

The estimator 7z (y, A, 7y) is a composition of soft thresholding
and linear shrinkage. It can be considered as an*“interpolation”
between soft thresholding estimator and linear estimator.
Theorem 4: Consider model (1) and parameter space (6).
For Regime (II) in which ¢, — O,u, — oo,u, =

o(v/log e, ') as n — oo, we have
1
R(O(kn,Tn),00) > ’rw'i (en.ui - 56?1#%(3“3’ (1 + 0(1)) )

In addition, based on the estimator 7y (y, An, ¥, ) With tuning
2 ,3u2\-1
parameters A, = 20,4,, and v, = (2e,uneztn)"t — 1,
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we have
R(O(kpn,Tn),0on)

< sup  Eo |72y, A, n) — 9“3

o eea(knﬂ—n)
= 002 (ean2 = (V[T + o(1)) 2 pne ).

The proof of this theorem can be found in Section V-E.

Remark 1: Theorem 4 does not provide a tight upper or
lower bound for the minimax risk approximation. However,
the upper bound given by 7g(y, An,¥n) only differs from
the lower bound up to an order of ., in the second order
term. Note that this difference is very small in view of the
occurrence of et» in the second order term. In this sense,
the estimator 7jg (y, An,Yn) is nearly optimal in Regime (II).
In this theorem, we believe that the upper bound is not
necessarily sharp. In fact, we anticipate that there may be other
estimators capable of outperforming 7z (y, An,¥n). Our next
theorem (Theorem 5) gives an accurate second order term for
the minimax risk in Regime (II), under a uniform boundedness
condition on parameter coordinates in the parameter space.
However, as will be elaborated in the proof, the technique
employed to establish the upper bound on the minimax risk is
not constructive and does not identify the minimax estimator.

Theorem 5: Consider model (1) with the following param-
eter space:

O (kn, T) = {9 ER™: |0]ly < Fn,
(11)

For Regime (II) in which ¢, — O,u, — oo,u, =
o(v/log e, ') as n — oo, we have that for any constant A > 1,

W@smimwugAm}

1 2
RO (b)) = 0% (e0sl, = Gebue (14 0(1) ).

The theorem is proved in Section V-F.

Now let us interpret the above results. First note that in
Regime (II), compared to Regime (I), the magnitude of the
second order term (relative to the first order term) is much
larger, so that the possible improvement over the zero estimator
is much more significant. This is expected as the SNR is
higher compared to Regime (I). Furthermore, the (near) opti-
mality of 9g(y, An,Yn) showed in Theorem 4 indicates that
thresohlding and linear shrinkage together play an important
role in estimating sparse signals in Regime (II). To shed more
light on it, the following three propositions prove that neither
thresohlding estimators 7s(y, ), i (y, A) nor linear estimator
7ir,(y, A) alone is close to optimal.

Proposition 3: Consider model (1) and parameter space (6).
In Regime (IT) where €, — 0, u,, — 00, pn, = o(y/log 651),
as n — oo, the optimally tuned soft thresholding estimator
has supremum risk:

inf  sup

By ||7is(y, \) — 6]
o o [[is (v, ) = 0],

The proof of this proposition can be found in Section V-G.
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Proposition 4: Consider model (1) and parameter space (6).
In Regime (I) where €,, — 0, 1, — 00, i1, = o(v/log e, ')
as n — oo, the optimally tuned hard thresholding estimator
Az (y, A) has supremum risk:

inf  sup [Ey HﬁH(y, A) — 9”; =nole .
A 0€O(kn,n)
The proof of this proposition is presented in Section V-H.
Proposition 5: Consider model (1) and parameter space (6).
In Regime (I) where ¢, — 0, j1,, — 00, i1, = o(y/logent),
as n — oo, the optimally tuned linear estimator has supremum
risk:

inf  sup
A 0€O(kn, )

€2yl
Eo ||z (y, A)—9H§=”Ui <€nui—1_:€/j:;%> :

The proof of this proposition can be easily followed by the
discussion in Section V-B1.

Comparing the second order term in Theorem 4 and Propo-
sitions 3-5 under the scaling condition €, — O0,u, —
00, tin = o(y/loge, '), it is straightforward to verify that
the supremum risk of 7g(y, An,¥n) is much smaller than
that of optimally tuned soft thresholding, hard thresholding,
and linear estimator. In light of what we have discussed in
Regime (I), the results in Regime (II) deliver an interesting
message: when SNR increases from low to moderate level,
sparsity promoting operation becomes effective in estimating
sparse signals; on the other hand, since SNR is not sufficiently
high yet, a component of linear shrinkage towards zero still
boosts the performance.

3) Results in Regime (III): Finally, let us consider the high-
SNR regime, i.e., Regime (III). As shown in Theorem 2, the
first-order approximation of minimax risk claims that both
hard and soft thresholding estimators are optimal. However,
the refined second-order analysis will reveal that hard thresh-
olding remains optimal while soft thresholding is in fact
sub-optimal, up to the second order term.

Theorem 6: Consider model (1) and parameter space (6).
For Regime (II) in which €, — 0,1, = w(y/loge,") as
n — 00, we have

R(O(kn, 1), 04)
= no? (26n log €, — 2€,1,,\/210g vy, (1+ o(l))) ,

where v, = /2loge, ! In addition, the hard thresholding

A (y, \,) with tuning \, = 0,/2loge,* is asymptotically
minimax up to the second order term, i.e.

sup  Eg [|im (y, An) — 0]

eea(knﬂ—n)
= no? (2€n loge, ! — 2e,v,1/2log vy, (1 + 0(1))) .

The proof of this theorem can be found in Section V-I.
Before we interpret this result, let us obtain the risk of the
soft thresholding estimator and linear estimator as well.

Proposition 6: Consider model (1) and parameter space (6).
In Regime (III) where €, — 0, p, = w(+/log eﬁl) asn — oo,
the optimally tuned soft thresholding achieves the supremum
risk:

inf  sup By ||As(y,A) — 9”3

A 9€®(k'n,77'n)
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= no? (2€n loge, " — b€y, log vy, (1 + 0(1))) )

where v,, = y/2log et
The proof of the proposition can be found in Section V-J.
Proposition 7: Consider model (1) and parameter space (6).
In Regime (III) where €, — 0, i1, = w(y/loge, ') as n — oo,
the optimally tuned linear estimator achieves the supremum
risk:

) R 2
u;f sup  Eg|[7z(y, A) — 0|,
969(1671,7'71)
= M = w(n026 log(e_l))
1+ €2 mremn

The proof of this proposition is presented in Section V-K.

Combining the above three results, we can conclude that
overall in Regime (III) hard thresholding offers a better esti-
mate than soft thresholding and linear shrinkage. The intuition
is that Regime (III) has a high SNR where bias becomes
the dominating factor of mean squared error, therefore hard
thresholding has an edge on soft thresholding and linear
shrinkage by producing zero coordinates while not shrinking
the above-threshold coordinates. Moreover, note that the dif-
ference between the first order and second order terms in the
minimax risk is smaller than \/log e, '. This implies that the
second order term in our approximations can be relevant in a
wide range of sparsity levels.

III. NUMERICAL EXPERIMENTS

As discussed in Section I-B through one simulation exam-
ple, classical minimax results are inadequate for characterizing
the role of signal-to-noise ratio (SNR) in the estimation of
sparse signals. Hence, we developed the new SNR-aware
minimax framework in Section II to overcome the limita-
tions of the classical minimaxity. In this section, we provide
more empirical results to evaluate the points we discussed
above.

We generate the signal 6 in the following way: for a sample
size n, 6 = (01,...,0,) is generated by assigning 7,, to a
random choice of k,, coordinates and setting the others to zero.
Then y = (y1,...,yn) and z = (z1,...,2,) are generated
according to Model (1) for a certain noise level o,,.

Given the sample size n, we consider three sparsity levels
ko = [n?/3], |n%/%], |n'/?], so that ¢, = k,/n — 0 as
n — oo. In addition, since SNR is decided by p,, = 7, /0,
without the loss of generality, we fix the value of the signal
strength 7,, = 10. We demonstrate our findings in two ways:

1) Let w, change from small to large values, and plot the
mean squared error (MSE) of different estimators as a
function of p,,.

2) Let o, change from small to large values, and plot the
MSE as a function of o,,.

In our experiments, we consider moderate sample size
n = bH00 and large sample size n = 5000. We consider
the four estimators that have been extensively discussed in
the previous sections: linear estimator 7j;, defined in (9), soft
thresholding 7js defined in (4), hard thresholding 7y defined
in (5), and the soft-linear “interpolation” estimator 7z defined
in (10) (since 7 is the composition of soft thresholding and
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linear shrinkage, we refer to it as soft-linear “interpolation” for
convenience). We evaluate the performance of estimators using
the empirical MSE scaled by the total signal strength: ||6)]|52 -
S (6:—6;)2. The MSEs shown in Figures 2-5 are averaged
over 20 repetitions, plotted with 95% confidence intervals from
t-distribution. For each estimator, tuning parameters are chosen
by grid search to obtain the minimum possible MSE.

From Figures 2-3, when o,, changes from small to large
values, we observed that: (1) When o,, is near zero, hard
thresholding achieves the minimum MSE among the four
estimators discussed in previous sections. This corresponds to
Regime (III) in our theory. (2) When o, is in moderate area,
the soft-linear ‘interpolation’ estimator 7 has the minimum
empirical MSE. This corresponds to Regime (II) in our theory.
(3) When o, becomes large, the linear estimator 7j; as
well as the optimally tuned ng (since 7p can achieve 7,
when optimally tuned) have the minimum empirical MSE.
Our theory in Regime (I) states that when SNR is small,
71, becomes asymptotically minimax optimal. The empirical
studies align well with our current theory.

Figures 4-5 offer similar conclusions as the ones we men-
tioned above. The main difference is that instead of revealing
MSE as a function of the noise level, we view it as a function
of SNR. Due to this difference, the leftmost part of each graph
corresponds to Regime (I). As ., increases, the curves will
correspond to Regime (II) and Regime (III). In particular,
when u,, is large, it corresponds with the area of o, near
zero in Figures 2-3. Here, it is shown more clearly that in
the large SNR regime, hard thresholding has the minimum
empirical MSE among all the estimators.

IV. DISCUSSIONS

A. Summary

We introduced two notions that can make the minimax
results more meaningful and appealing for practical purposes:
(1) signal-to-noise-ratio aware minimaxity, (ii) second-order
asymptotic approximation of minimax risk. We showed that
these two notions can alleviate the major drawbacks of the
classical minimax results. For instance, while the classical
results prove that the hard and soft thresholding estimators are
minimax optimal, the new results reveal that in a wide range
of low signal-to-noise ratios the two estimators are in fact
sub-optimal. Even when the signal-to-noise ratio is high, only
hard thresholding is optimal and soft thresholding remains sub-
optimal. Furthermore, our refined minimax analysis identified
three optimal (or nearly optimal) estimators in three regimes
with varying SNR: hard thresholding 7 (y, A) of (5) in high
SNR; 7 (y, A,y) of (10) in moderate SNR; linear estimator
7L (y, A) of (9) in low SNR. As is clear from the definition
of the three estimators, they are induced by {y-regularization,
elastic net regularization [14] and ¢s-regularization, respec-
tively. These regularization techniques have been widely used
in statistics and machine learning [15].

The concepts of signal-to-noise ratio aware minimaxity
and higher-order asymptotic approximations introduced in this
paper may open up new venues for investigating various esti-
mation problems. We have recently used the same framework
to revisit the sparse estimation problem in high-dimensional
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Fig. 2. Mean squared error comparison at different noise levels. On each
graph, the y-axis is the scaled MSE, and the x-axis is the noise standard
deviation o,. (to be continued in Fig. 3).

linear regression and obtained new insights. That being said,
it is important to acknowledge that the additional insights
gained from this framework come with increased math-
ematical complexity when computing minimax estimators.
Therefore, one direction we plan to explore in the future is the
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Fig. 4. Mean squared error comparison at different SNR levels. On each

graph, the y-axis is the scaled MSE, and the z-axis is the SNR pp,. (to be
continued in Fig. 5).

B. Related Works

There are some recent works on the significance of SNR for
sparse learning. The extensive simulations conducted in the
linear regression setting by [8] demonstrated that best subset
selection ({y-regularization) performs better than the lasso

development of simpler and more general techniques for
obtaining higher-order approximations of minimax risk or the
supremum risk of well-established estimators.
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(¢1-regularization) in very high SNR, while the lasso out-
performs best subset selection in low SNR regimes. [9], [16]
developed new variants of subset selection that can perform
consistently well in various levels of SNR. Some authors
of the current paper (with their collaborators) established
sharp theoretical characterizations of {,-regularization under
varying SNR regimes in high-dimensional sparse regression
and variable selection problems [10], [17], [18]. In particular,
their results revealed that among the ¢,-regularization for g €
[0,2], as SNR decreases from high to low levels, the optimal
value of ¢ for parameter estimation and variable selection will
move from 0 towards 2. All the aforementioned works studied
the impact of SNR on several or a family of popular estimators.
Hence their comparison conclusions are only applicable to
a restricted set of estimators. In contrast, our work focused
on minimax analysis that led to stronger optimality-type
conclusions. For example, the preceding works showed that ¢5-
regularization outperforms other ¢,-regularization when SNR
is low. We obtained a stronger result that ¢s-regularization is in
fact (minimax) optimal among all the estimators in low SNR.

In a separate work, the first order minimax optimality is
also proved for other estimators, such as empirical Bayes
estimators [19]. However, as we discussed before, first order
minimax analysis is inherently incapable of evaluating the
impact of the SNR on the performance of different estimators.

The second-order analysis of the minimax risk of the
Gaussian sequence model under the sparsity constraint has
been discussed in [20]. To compare this paper with our work,
we have to mention the following points: (1) Such analysis
still suffers from the fact that it disregards the effect of the
signal-to-noise ratio. By restricting the signal-to-noise ratio,
our SNR-aware minimax framework provides much more
refined information about the minimax estimators. (2) In terms
of the theoretical analysis, the SNR-aware minimax analysis
requires much more delicate analysis compared to the classical
settings where there is no constraint on the SNR. In particular,
constructing and proving the least favorable distributions is
more complicated in our settings compared to the classical
setting. As a result, all the following steps of the proof become
more complicated too.

We should also emphasize that minimax analysis over
classes of £, balls (i.e., © = {6 : ||0]|, < C,}) for p > 0 under
Gaussian sequence model has been performed in [3], [12],
and [21]. These works revealed that a notion of SNR involving
C,, and o,, plays a critical role in characterizing the asymptotic
minimax risk and the optimality of linear or thresholding
estimators. Finally, see [22] and [23] for non-asymptotic
minimax rate analysis of variable selection and functional
estimation on sparse Gaussian sequence models.

C. Future Research

Several important directions are left open for future
research:

o The paper considered estimating signals with sparsity
kn/n — 0. The other denser regime where k,/n —
¢ > 0 is also important to study. This will provide
complementary asymptotic insights into the estimation
of signals with varying sparsity. There exists classical
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minimax analysis along this line (see Chapter 8 in [3]).
A generalization of SNR-aware minimaxity to this regime
is an interesting future work.

o The obtained minimax optimal estimators involve tuning
parameters that depend on unknown quantities such as
sparsity k, and signal strength 7,, from the parameter
space. It is important to develop fully data-driven esti-
mators that retain optimality for practical use. Hence,
adaptive minimaxity is the next step, and classical
adaptivity results (e.g., [3]) may be helpful for the
development.

« In this paper, we have focused on the parameter spaces
that imposed the exact sparsity on . Sparsity promoting
denoisers such as hard thresholding and soft thresholding
have been also used over other structured parameter
spaces such as Sobolev ellipsoids and Besov bodies.
These parameter spaces usually characterize the smooth-
ness properties of functions in terms of their Fourier
or wavelet coefficients. We refer to [3], [4], and [11]
and references therein for a systematic treatment of this
topic. An interesting future research would be to explore
the implications of the SNR-aware minimaixty and
higher-order approximation of the minimax risk for such
spaces.

o The current work focused on the classical sparse Gaussian
sequence model. It would be interesting to pursue a
generalization to high-dimensional sparse linear regres-
sions. Existing works (see [5], [24] and references there)
established minimax rate optimality (with loose con-
stants) which is not adequate to accurately capture the
impact of SNR. Instead, the goal is to derive asymptotic
approximations with sharp constants as we did for Gaus-
sian sequence models. We believe that this is generally
a very challenging problem without imposing specific
constraint on the design matrix. A good starting point is to
consider the “compressed sensing” model whose design
rows follow independent isotropic Gaussian distribution.
We have made some major progress along this line and
look forward to further development.

V. PROOFS

A. Preliminaries

1) Scale Invariance: The minimax risk defined in (7) has
the following scale invariance property

R(@(km Tn)7 Un) = G’rQL : R(@(kna Nn)? 1)7

where we recall that p, = 7,/0,. This can be easily
verified by rescaling the Gaussian sequence model to have
unit variance. Moreover, similar invariance holds for the four
estimators considered in the paper. We state it without proof
in the following: Vo > 0,

ag- rf]S (yv )‘) = ﬁS (Uya U)‘)a

ag- ﬁH(ya A) = AS(Uya O-A)a
ag- ﬁL(y7 )‘) = ﬁL(U% /\)7 =

o -NMe(Yy, A7) =Me(cy,oA,7).

These invariance properties will be frequently used in the proof
to reduce a problem to a simpler one under unit variance.
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2) Gaussian Tail Bound: Recall the notation that ¢, @
denote the probability density function and cumulative dis-
tribution function of a standard normal random variable,
respectively. The following Gaussian tail bound will be exten-
sively used in the proof.

Lemma 1 (Exercise 8.1 in [3]): Define

~ ! _1)k
By = Ay R TEEE D
k=0 ’

where I'(+) is the gamma function. Then, for each k£ > 0 and
all A > 0:

Dorp1(N) <1 —B(N) < Dor(N).

3) The Minimax Theorem: Consider the Gaussian sequence
model:

yi:9i+azi7 i:1,2,...,n, (12)
where 21, 29,...,2n e N(0,1). If 7 is a prior distribution
of 6 € R, the integrated risk of an estimator 6 (with squared
error loss) is B(0,m) = E,Eg||0 — 6|3, and the Bayes risk
of mis B(m) = infy B(6, 7). We state a version of minimax
theorem suited to the Gaussian sequence model. The theorem
allows to evaluate minimax risk by calculating the maximum
Bayes risk over a class of prior distributions.

Theorem 7 (Theorem 4.12 in [3]): Consider the Gaussian
sequence model (12). Let P be a convex set of probability
measures on R™. Then

inf sup B(6, 7) = sup inf B(0, ) = sup B(r).

6 meP T€P TEP
A maximising 7 is called a least favorable distribution (with
respect to P).

4) Independence Is Less Favorable: We present a useful
result that can often help find the least favorable distributions.
Let 7 be an arbitrary prior, so that the §; are not necessarily
independent. Denote by 7; the marginal distribution of §;.
Build a new prior 7 by making the §; independent: @ = [| 5
This product prior has a larger Bayes risk.

Theorem 8 (Lemma 4.15 in [3]): B(7®) > B(m).

5) A Machinery for Obtaining Lower Bounds for the Min-
imax Risk: In our results, we are often interested in finding
lower bounds for the minimax risk. The following elementary
result taken from Chapter 4.3 of [3] will be useful in those
cases.

Theorem 9: Consider the minimax risk of a risk function
r(-,-) over a parameter set ©:

R(©) = inf sup (0, 0).
6 6co
Recall that B(w) is the Bayes risk of prior m: B(w) =
inf; [ r(6,0)7(d6). Let P denote a collection of probability
measure, and supp P denote the union of all supp 7 for 7 in
P.If

B(P) = ilelgB(W),

then

suppP C©® = R(©)> B(P).
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B. Proof of Theorem 3

To calculate the minimax risk R(O(ky,,T,),0n), we first
obtain an upper bound by computing the supremum risk of
the linear estimator 7, (y, An,),

R(O(ky, ), 00) < sup  Egllnz(y, An) — ‘9”3

0€0(ky,, )

We then derive a matching lower bound based on Theorem 9.
In particular, we construct a particular prior supported on
O(ky,,T,) (that is the least favorable prior at the level of
approximation we require), and its corresponding Bayes risk
leads to a sharp lower bound for the minimax risk. The detailed
derivation of the upper and lower bounds is presented below.

1) Upper Bound: Thanks to the simple form of the linear
estimator 7y, (y, A,), its supremum risk under tuning A, =
(€nu2)~! can be computed in a straightforward way: for all
0 € O(kn, ),

R - 1 2
Eollin ()~ 18 = B0 Y- (50 - )

= 2

A 2 1 \?
n 02 2
(7)) #+ (55)

Aik,mﬁ + nafL _ no’%enui
(1+ )2 1+ €2

= noZenp - (1 — enpin (14 fnﬂi)_l)
= ngienui . (1 — enui(l + 0(1>))7

where we have used the assumption ¢, = k,/n — 0,u, =
Tp/0n — 0, and the constraint ||6]]3 < k, 72,0 € O (kpn, Tn)-
As a result,

R(O(kn, 1), 0n) <

n

sup Bl (y, M) — 013

GE@(kn,ﬂ'n)
= noZenid - (1= eapd (14 0(1)))

2) Lower Bound: First, due to the scale invariance property
R(O(kp,70),00) = 02 - R(O(kn, f1n), 1) (see Section V-Al),
it is sufficient to obtain lower bound for R(©(k,, ), 1),
i.e., the minimax risk under Gaussian sequence model: y; =
0, + 2,1 < i < n, with z i N(0,1). A general
strategy for finding lower bounds of minimax risk in sparse
Gaussian sequence model, is to employ i.i.d. univariate spike
prior as the (asymptotically) least favorable prior. Although
such product prior served as a suitable tool to establish a
sharp lower bound for proving Theorem 1, we have since
recognized its inadequacy in providing a sufficiently sharp
lower bound for obtaining the second-order approximation of
the minimax risk. Hence, in order to use Theorem 9, we utilize
the family of independent block priors [3], [25]. The specific
independent block prior 772 (6) on ©(k,,, i,,) for our problem
is constructed in the following steps:

1) Divide # € R™ into k,, disjoint blocks of dimension m =
n/kn:!

0= (9(1), 9(2)’ o 7g(kn))_

!For simplicity, here we assume n/ky, is an integer. In the case when it is
not, we can slightly adjust the block size to obtain the same lower bound.
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2) Sample each block ) € R™ from the symmetric spike
prior 7™ for 1 < i < 'm,

. . 1
o (9(3) _ Mei) =l (9(]) _ —,uei) =5
m

where p € (0, ] is a location parameter.
3) Combine independent blocks:

kn
B O) = [ =™ (0V)
j=1

In other words, the independent block prior 72 picks a
single spike (from 2m possible locations) in each of k, non-
overlapping blocks of 6, with the spike location within each
block being independent and uniform. As is clear from the
construction, supp(7!?) C O(k,,, i, so that

R(O(kn, pin); 1) > B(x'?) = ky, - B(xle™).  (13)

Here, the last equation holds because when the prior has block
independence and the loss function is additive, the Bayes risk
can be decomposed into the sum of Bayes risk of prior for
each block (see Chapter 4.5 in [3]).

As a result, the main goal of the rest of this section is
to obtain a sharp lower bound (up fo the second order) for
the Bayes risk B(m™), i.e., the risk of the posterior mean
under the spike prior 7. The following two lemmas are
instrumental in obtaining such a sharp lower bound.

Lemma 2: Consider the Gaussian sequence model: y; =
0; + 2,1 < i < m, with 2 L N(0,1). The Bayes risk of
mi"™ takes the form

B(ﬂ'g’m) = Ee, (él - M)Q + (m - 1>Eu62é%a

where E,., (-) is taken with respect to y ~ N (ueq,I) and
E, e, (-) for y ~ N(peq, I); 61 is the posterior mean for the
first coordinate having the expression
6, = %euyl ) .
Zizl(euyi +eHy:)

Proof: Let the posterior mean be § = E[f|y]. Using
Bayes’ Theorem we obtain

01

pP(0 = pey | y) — pP(0 = —per | y)
plP(y | 0 = per) — Py | 0 = —pey)]
i [P(y | 0 = pei) + Py | 0 = —pe;)]
M(euyl _ e—mn)
ST (e
Moreover, since both 6; ’s (under the prior) and z;’s are
exchangeable, the pairs {(6;, 0;) }/, are exchangeable as well.
As a result,

B(rs™) = Ei(éi —0:)" = mE(0, — 6,)

=1
1 A 1 .
=m LmEuel(@ —p)®+ %]E*#el(el + p)?

m

1 ~ N
+% ; (]Eﬂeief + E*HQQ%)
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(B (61— 1) + By (61 + p)?]

N |

1 & - X
+ 5 Z [Eﬂeiaf + E*/»wieﬂ
i=2
:]E/t€1 (él - .u)2 + (m - I)E/M?Qéfv

where in the last equation we have used the facts that the
distribution of 0, under 0 = pep equals that of —6; under 6§ =
—uper, and 01 has the same distribution when 0 = £pue;, i =
2,...,m. O

Lemma 3: As p — 0,m — oo, The Bayes risk of 7™
has the lower bound

4
B(mg™) > u?— E(l +0(1)).

=

. o eMY1 _e—HY1 .
Proof. Denote Pm = W ACCOleI‘lg to

Lemma 2, the Bayes risk can be lower bounded in the
following way:

B(ng™) > p* - {1 — 2Ee,pm + (m — 1)Eue2pfn}~

It is thus sufficient to prove that E,., p,, < ’:—j(l +o0(1)) and

(m — 1)Ee,p2, > %2(1 + o(1)). We first prove the former
one. We have

erluta) _ g—plptz)
]EHE]pm - ]E’ n —_ N _
Zj#l[eu’% +e /‘LZJ} + et(ptz1) 4 e—p(p+z1)

=F (6#2 B 1)(3”21
N Zj#[el*zj + e H7] 4 er(ptz1) 4 e—p(p+z1)

(1- 67#2)67“21 ]

> lersi +emhzi] + eplnta) 4 emnlitz)
eHZL _ pTHZ1

> lersi +emhzi] +eplnta) 4 e—u(u+z1)]

=: | + s + E3.

+E

+E

We study Ei, Es and Fs5 separately. For Ej, given that the
numerator inside the expectation is positive, we apply the basic
inequality a + b > 2\/@7 Va,b > 0 to the denominator to
obtain
e’ —1 2 (e” —1)er 2 p2(140(1
g _ 12 (€ =12 214 o(1))

B <
'="Tom 2m u? 2m

Similarly, for 5 we have

2
ek
E2 S 71 ‘ Eeiﬂzl
2m
2 2
g (—e e (14 o(1))
2m 12 2m ’

To study Es, define
A= Z[GHZJ' + efuz]-} + eu(#+21) + efp(y+z1)7
1
B = Z[e“zj + e_NZj] + eM(M—Zl) + e—u(u—ﬁ).
j#1
The basic inequality a+b > 2v/ab implies that A > 2m, B >

2m. This together with the symmetry of standard normal
distribution yields
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euzl e—uzl euzl euzl
FBy=F ) -k _E
3 A A A B
e (eu2 _ 6*#2)((3*#2& — eh)ghan
o AB
<E (e — e ") (1 — 1), <o)
- AB
2 2
el ek ) 12
< g B[] = 0(5)

It remains to prove (m—1)E,,p%, > %2(1—1—0(1)). Denote
2 2172
C:= [e"b +e M 4 o(m—2)e'T + e 4 e*%} ,

where b > 0 is a scalar to be specified later. Then

Eﬂe2p%1
_r (euzl _ e—lt21)2
o(erFi 4 em 1) 4 ep(ptez)  e—m(pt2z) 2
J#2
(@) nz1 _ p—pz1\2
> E ey
[ers1 4 e=hz1 4 2(m — 2)e's + ezt 4 e T2

(e — e7#51)2 11, 1<h)

> E e - —
[erb 4 e=Hb £ 2(m — 2)e'T + €21 4 e T2
2 ~
= 5 _Ee2uz1l(|z1|§b) —P(|z| < b)}
2 [ 2 b—2p b
= & 21 / o(2)dz —/ o(2)dz
L —b—2pu b
2 [ b—2p
= G (e2u2 _ 1)/ b(2)dz
L —b—2pu

—b

_ /b ;M $(2)dz + /_ . ¢(z)dz]

O 2 (2204 01) + olu?) + o(4?)]
9 m - 21%(1 4 o(1)) = %(1 +o(1)).

Inequality (a) is obtained by conditioning on z; and applying
Jensen’s inequality on the convex function 1/(x + c)? for z >
0. Equality (b) holds by setting b = 1/ /1, for the purpose of
matching the asymptotic order % (1+0(1)). Finally, inequality
(c) is because C' < 4m?e2V# when y is sufficiently small. [J

We are in the position to derive the matching lower bound
for the minimax risk. Recall that in the block prior we have
m = n/kn,pn € (0,u]. Set 4 = p,. The assumption
€n = kn/n — 0,u, — 0 guarantees that the condition
m — oo,u — 0 in Lemma 3 is satisfied. We therefore
combine Lemma 3 and (13) to obtain

R(O(ky,7n),00) = 02 - R(O(kn, tin), 1) > kno? - B(mg™)
4
k
> kog2.],2 — Hnfin
> ko - [u2 = FE (14 o(1))]

=02 (entiZ — b (1+ 0(1)).
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C. Proof of Proposition 1

Define the supremum risk of optimally tuned soft thresh-
olding estimator as

Ry(O(kyn,7n),00) = inf  sup  Egl[As(y,\) — 9”; ,

A>09eo(k,,m0)

where y; = 0; + 0,,2;, with z; e N(0,1). Tt is straightfor-
ward to verify that

Rs(@(knaTn);o-n) = 0-721 Rs(@(knaun)al) (14)

Hence, without loss of generality, in the rest of the proof we
will assume that o,, = 1.

Since 7js(y,A) is the special case of 7g(y,\,y) with
v = 0, the supremum risk result stated in Equation (42)
for ng(y, A,7) applies to 7js(y, A) as well. It shows that the
supremum risk of s (y, A) is attained on a particular boundary
of the parameter space:

sup B [its(yi A) — 053
0€0 (knpin) ; i

= (n—kn)rs(X,0) + knrs(\ i)

n[(1—e)rs(N,0) +ers( N pn)],  (15)
with €, = k,,/n and rg(\, p) defined as
TS(A?ILL) :]E(TA]S(,U‘+Z7>‘)7H)27 ZNN(Ov 1) (16)

To prove Proposition 1, we need to find the optimal A that
minimizes the supremum risk in (15), or equivalently, the
function

F\) :=(1—€)rs(N,0) + enrs(A pn). (17)
Lemma 4: Denote the optimal tuning by M. =
argminy o F'(A). It holds that
2 2 2
log 2¢, ' + %’ —2loglog — < Aptn < log2e, ! + %,
€n
(18)

when n is sufficiently large.
Proof: Using integration by parts, we first obtain a more
explicit expression for F'()\):
F(A) =(1 - €)E3 (2, A) + ey
—2enptn Bl (jn + 2,A) + €nBNE (11 + 2,X),  (19)

where the three expectations take the form

EniZ(z,\) =2(1 + A\?) /:o #(2)dz — 20p(N\)  (20)

Efs(pin + 2, ) =X — pin) + (. — ) /:_o ¢(2)dz
—Mx+mn+um+xyﬁf o(2)dz
’ 210
Eﬁg‘(ﬂn +2,A) = |: (1 + (A= Mn)Q) /}\_ ¢(z)dz

—Q—ud¢@—uw]
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oo

+[(1+(A+un)2)/A

Ot n)o (A + m].

@(z)dz

+n

(22)

Therefore, F'()) is a differentiable function of A, and as long
as the infimum of F'()\) is not achieved at 0 or +oo, A, will
satisfy F’(\.) = 0. From Equations (19)-(22), it is direct
to compute F(0) = 1 > F(+00) = e,u2 for large n.
Moreover, as we will show in the end of the proof, F'(\)
is increasing when )\ is above a threshold. Hence, the optimal
tuning A. € (0,00), and we can characterize it through the
derivative equation:

0=F(\)=(1-¢) [zu* /:o d(2)dz — 4¢(>\*)]

+en| — 2¢()\* - ,Un) - 2¢()\* + ,U/n)

+ 2, </A*_Mn P(2)dz + /»+,m ¢(Z)d2> 1 (23)

First, we show that A, — oo. Suppose this is not true.
Then A\, < C for some constant C' > 0 (take a subsequence
if necessary). From (19), we have

F(A) >(1 —ey)rs(C,0)
“21- ) |+ [ o)z - o)

>€nﬂi = F(+OO),

when n is large. This contradicts with the optimality of ..

Second, we prove that A,u, — oo. Otherwise, A.p, =
O(1) (take a subsequence if necessary). We will show that it
leads to a contradiction in (23). Using the Gaussian tail bound
[ o(2)dz = (3 - Ht%(l))(i)(t) as t — oo from Section V-A2,
since A — 00, fiy, — 0, Axpt, = O(1), we obtain

A / T o(2)dz + 60 = (14 0(1)) - AT26(.),
A

(24)

—600 4 1) + A / 6(2)dz = OOT26(N),  (25)
As+tin

“6(h — ) + e / 6(x)dz = OO=26(\.).  (26)
Ak —fhn

Given that €, — 0, combining the above results with (23)
implies that 0 = F’(\,) - A2¢71(\.) = —4+0o(1), which is a
contradiction.

Third, we show that A, pu,, < log =+ “” for large n. Now
that we have proved A, p,, — oo, results 1n (25)-(26) can be
strengthened:

oo

— 60+ 40 [ O = 0T — ),
27)

— d(As — ) + A /:un ¢(2)dz = (1 +0(1))

A (N = ). (28)
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Plugging (24) and (27)-(28) into (23) gives (4 + o(1)) -
A20(M\) = (24 0(1)) - €npin A7 d( Ay — pin), which can be
further simplified as

— un/2).

The above equation implies that A, < log— + b = for
large n. Otherwise, the right-hand side will be no smaller than
24n Ay, — 00 contradicting with the left- hand side term.

Fourth, we prove that A.j, > log = + “

24 0(1) = enpn s exp(Aspin (29)

— 2log log =
when n is large. Otherwise, suppose )\* Lhn, § log = + i -
2loglog = 2 ~ (take a subsequence if necessary). Th1s leads to

2 A
2 n Nk
0 < entin A exp(Asfin — Mn/2) < @
2log 5= + ui
<7“ — o(1),
(log :n)

where we have used the upper bound A, < log el + %
derived earlier. The obtained result contradicts with (59).

Finally, as mentioned earlier in the proof, we need to show
that A, # +o0 for large n. It is sufficient to prove that F'(\) >
0,VAe [ 2 Jog L, 00), when n is large. To this end, using the
Gaussian (ail bound ft (z)dz > (3 — %)é(t),Vt > 0 and
the derivative expression (23), we have

_ 2 _ 5
— Hn
_,U/n()\‘l',un)Q—)\ A —p2 /2
+ Ot )2 2e,e M Mo/ ]
A 2
> % . [—44—46” +(240(1)) - ene*”n/z)\pne)‘”"},

where we used that A > 2 log - implies Ay, = w(1). Note
that the above asympt0t1c n0t10n o(+) is uniform for all A >

2 log— when n is large. Since Ap, > 2log , We can
eas1ly continue from the above inequality to obtain F’ \) >
0 for sufficiently large n. g

The next lemma turns F(\,) into a form that is more
amenable to asymptotic analysis.
Lemma 5: Define

ﬂn(/\* - /an)Se_Q)\*#"
A = —pn(Ae — ptin 1
(As — pin)Pe”2Astin fin
A G W +0(52)
B = pn(A— ,U'n)2 — A+ (3+ 0(1))/\;1
n (=1 AT — A (1 + 203 (1 + 0(1)))]
(A + pn)?
(/\* _ Mn)3e—2)\*p,n.
As €, — 0, u, — 0, it holds that
4(1 — €,) (s
F(\) = En.ui'l_ ( )\i,) ( )
) ) 3+ o(1)\ A
[1 6A; 2+ O(A] )+(A* . )Bl.

Proof: We use Gaussian tail bounds to evaluate the three
expectations (20)-(22) in the expression of F'(\,) in (19). Note
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that as shown in Lemma 4, \.u, = ©O(log2e,!). The first
expectation is

Eng(z, M) = 26(\.) [ZA:?’ — 1207 + O(/\;7)] . (30)

Regarding the second one, we obtain

¢<A*—-un>—<A*-un>j§

oo

d(2)dz

«—Hn

= [(A* — )2+ 0 ((/\* - un)“)] P(As — fin),

and
(oo}
Asttin
= [()\* +Mn)_26—2>\*,un +0 (()\* + un)—4e—2>\*pn):| )
Therefore,

EﬁS(Un + z, )‘*) = {()‘* - ,un)_2 - ()‘* + Nn)_ze_”\*#"

+OQMMH4H¢Q*/M) G31)

For the third expectation, we first have

(14O =) [ 6laddz = O =)ol = )

* —Hn

— -2()\* —pn) >+ 0 ((A* - un)‘s)- AN — pin),
(1 O til?) [ 0= O ) + )

P(As + fin)-

= 200 + 1) 2 4+ 0 (e 1))

Thus, '

Eid(tn + 2 A0) =200 = )™ + 200 + ) Pt
+0 (A = 1)) [N = pan).

Plugging (30)-(32) into (19), we have

FOW) = 2(1 — en)d(\) {QA;?’ 1270

(32)

+ OO + ennt?

—2€nfin [(/\* — 1) 72 = (A + i) 2em RAe

+0 (A = ) ™) [ 6N = pan)

+en {2()\* — fin) T2 H 20N A i) PPt

+0 (A = 1)) [N = )

= enttn +2(1 = en)d(Ms) [2/\;3 — 12X+ 0(A07)

260 AP( A\ — pin)

(A —pn)®

Next, we utilize the derivative equation (23) to further sim-
plify (33). We first list the asymptotic approximations needed:

(33)

o [ o)zt 60 =
A

3551
(1= (B +0(1)AT?) - AN,
At pin
—pn A2 = A (1+2u2(1 1)))]e2Ax#n
[~ ( (J;i/in;gf)( )e 600 — ),
— O(As — i) + A A P(2)dz =
*—Hn
ns — 1n)? = A1 — (3 1))A2
ol ) LG oy
Plugging them into (23) yields
4(1 - €n) [E - A P(As) = 2€nm-
Qb()\**l‘n)

Obtaining the expression for =2 from the above
equation and plugging it into (33) c*omf;letes the proof. O

We now apply Lemmas 4 and 5 to obtain the final form of
F(\s). Referring to the expression of F'(\,) in Lemma 5, the
key term to compute is 1 + (A, — B'J”%(l)) %. Using the fact
that A\, u, — oo, some direct calculations enable us to obtain

(n = 2 4y B = (1o,
B = 1 A2(1+ o(1)).

Therefore, the expression F'(\,) in Lemma 5 can be simplified
to

4(1 — en) (M)
A}
A =6A2+ 00 — ‘;—”(1 +0(1))

*

2 _ (44 0()md(\)

:6,” n )\4
*

F(\) =enpp, +

Finally, Lemma 4 implies that A\, = (1 + o(l))loii.
Replacing )\, by this rate in the above equation gives us the
result in Proposition 1.

D. Proof of Proposition 2

Define the supremum risk of optimally tuned hard thresh-
olding estimator as

2
2 )

Ry (©(kn,),0n) = inf  sup

Eg ||9 JA)— 06
A>09co(ky,,mn) GHnH(y ) ’

where y; = 0; + 0, 2;, with z; i N(0,1). Tt is straightfor-
ward to verify that

RH(@(kn7 Tn)a Un) = 0—721 : RH((—)(knv /~Ln)v ]-)

Without loss of generality, let o, = 1 in the model. We first
obtain the lower bound, by calculating the risk at a specific
value of 6 such that 8, = p, for i € {1,2,...,k,} and 9, =
0 for i > k,,:

Ryt (O(kn 1), 1) > inf Eolli(4.3) — 03 (4
Denote the one-dimensional risk:

ri () = E (i + 2,0 — 1)
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z ~N(0,1),
It is then direct to confirm that
Eq 157 (y, A) — ]3]

= n[(l —ex)ra(A,0) + enrH()\,un)]

Let A\’ be the optimal choice of A in Eg||7u(y, ) — 8]|* so
that

Yue R A>0.

(35)

inf By |7 — 92 =E
inf ol (y, A) — 0115 = Balliu (y, Ar,) — 813

To evaluate the lower bound in (34), we consider two scenarios
for the optimal choice A} and in each one we obtain a lower
bound for Eg||7x (y, \}) — 6]|2. But before considering these
two cases, we use the integration by part to find the following
more explicit forms for rg (A, 0) and rg (A, p):

ra(\,0) = 2/:0 22¢(2)dz = 22p(\) + 2(1 — B(N)),

A—p —A—pu
#Oup) = 12 / o) + / 20(2)dx

—A—pu — o0

+/
= (2 = D]@A = ) = B(~A =) +1

+ A =)o\ —p) + A+ p)o(A+p),  (36)

where we recall that ¢(-) and ®(-) denote the density and CDF
of M(0,1) respectively. Now we consider two cases for the
optimal choice A} and in each case find a lower bound for the
risk.

22p(2)dz

e Case I \¥ = O(1): we have A} < ¢ for some constant
¢ > 0. Hence, from (35) we obtain

inf ol (y, A) = 013 = Eolliu (v, A7) — 013

> (1 - EH)TH(/\WN O)
= n(l—en) [2A;¢(/\;) +2(1— <I>(>\i§))}
> n(l —e€p) [2(1 - ¢()\:’(L)):|

( )

> n(l—e, [2(1 - @(c))} > nea .

The last inequality is because e,u2 = o(1) and (1 —

€n)[2(1 — @(c))] = O©(1).
e Case Il )} = w(1): then A} — oo as n — oo. From (35)
and (36), we have

inf |7 (y, A) [k

= E(‘)”nH(yv n) 9H2>k TH()‘:;»/J%)

= kp(p2 1) {1/}\ qﬁ(z)dzf/)\ N ¢(z)dz] +kn,
n—Hn ntHn

D b2+ Fon (N, — i+ 0(1)(N — i)
+ k(N5 i + 0(1) SN + i)
> kol =ne,ul,

where to obtain (a), we have used the Gaussian tail bound
in Lemma 1 under the scaling A\, — oo and p,, — 0.
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Note that since the two cases we have discussed above cover
all the ranges of \’, we conclude that

for all sufficiently large n. To obtain the matching upper
bound, we have

R (O(kn, pin), 1)

n’

> inf Eyl|7 A) = 0|12 > ne,pu?
)= inf Bl (4 ) — 013 > neas,

R 2
~hacdyr,,, B o) 0l
<lim sup Eg|du(y,\) — 9”;

T A0 0O (K yitm)

< lim sup  Egl[Am (y, NI

A—00 (eee(kn,m

+oswp o Ep(=20m(yN).0)+  sup  [6]3)
Gee(kmun) GE@(kmun)
<neuid + lim (- sup Egllin(y, VI3
A=00 N\ 9@ (kp,pin)
+2\/n6nun\/ sup EeIIﬁH(yJ)H%} 37)
069( n7H7L

To obtain the last inequality, we have used Cauchy-Schwarz
inequality and supgeo(k,, u,) H9||2 = kpu?. From (37),
to show Ry (O(ky, itn), 1) < ne,p2, it is sufficient to prove

lim  sup  Egllhu(y, N5 = 0.

A=00 9€O Ky pin)

Define fy(u) := Elfjg (1 +2,A)[%, 2 ~ N(0,1). It is not hard
to verify that f(u), as a function of p, is symmetric around
zero and increasing over [0, 00) for all A > 0. As a result,

Bl (y, M3

0) + knf)\(\/EUn)]

=(n — ky) )\lim f2(0) + Ky, )\lim IV Eknpin)
=0+0=0.
The last line holds because limy . fx(x) =0,V € R from
dominated convergence theorem. The dominated convergence

theorem can be used since g (p + 2z, \)|> < |u + 2|* and
limy oo [Ar (1 + 2, A)|? = 0.

lim sup
A0 00 (kn pin)

< lim [(n = kn) fa

E. Proof of Theorem 4

Recall the scale invariance property in Section V-Al:
R(O(kn,Tn),00) = 02-R(O(ky, pn), 1), where i, = 7,/0,.
Moreover, the estimator g (y, A, ) = ﬁﬁs(y,)\) defined
in Equation (10) also preserves an invariance: t-7jg(y, \,y) =
g (ty, tA,7y), vt > 0. Therefore, to prove both the upper and
lower bounds, in this section, it is sufficient to consider the

simpler unit-variance model:

yi:9i+zia i:l,...,n, (38)
where (z;) “~% A7(0,1). We find an upper bound for the
minimax risk by calculating the supremum risk of ng(y, A, v)
with proper tuning. The lower bound is obtained by using
Theorem 9 and considering the independent block prior again.
Both steps are more challenging than the corresponding steps

in the proof of Theorem 3.
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1) Upper Bound: To analyze the supremum risk of
7g(y, A,7), it is important to understand its risk in one
dimension. Define the one-dimensional risk function as:

2
re(u;Am)=E( ﬁs(u+z7/\)—u) , 2~ N(0,1).
(39)

147+

The following property of the risk function plays a pivotal
role in our analysis.
Lemma 6: For any given tuning parameters A > 0, v €

[0, 4+0¢], it holds that

() re(; A, 7y), as a function of yu, is symmetric, and increas-
ing over p € [0, +00).

(ii) MAaX (,y):q2 +y2=c2 [Te (;C; A, 'y) +
2ro(c/vV2;0,7), Ve > 0.
Proof: (i) Proving the symmetry of 7. (u; A, ) is straight-

forward and is hence skipped. To prove the monotonicity of
re(p; A, y), we will calculate its derivative and show that it
is positive for all ¢+ > 0. To this end, we first decompose
re(p; A, 7y) into three terms:

re(y; A, )] =

e ; )‘a = E(7 ) )‘ - 2
Te(15 A, ) e (s (e +2,A) — )
2,2
Y 2yp i

+ + ]E - + >>\ .
Accordingly, the derivative of r(u; A, y) takes the form:
Ore(wsAy) 1 OE(is(p+2zA)—p)? = 29°n

O (1+7)? o (1+9)?
2y {uaE(ﬁs(quZ?/\) — )
(T+7)? op
(s 20) - )] (@0)

Using the explicit expression 7jg(p+ 2z, A) = sign(u+ 2)(|p+
z| — A)+, we can calculate

OB(s (i + 2, N) — ) _
o = @E[(—Mﬂwm@)

+ (2 = Mg s + (2 + A)I(z+#<—>\)}
=—P(lz + p[ <A) = p[=p(A = p) + ¢(=A — p)]
—pp(A — p) + pp(—=A — p) = =P(Jz + p| < A),

and
OE (s (1 + 2z, \) — p)?
1
0
:%EM21(|u+z\9)+(Z*/\)Qf(zw»)+(Z+)\)21(z+u<—x)}

2P+ 2 < ) + B2 = 6(A — ) + (~A — p)
+ PN = p) = po(=A = p)
— uP(u+ 2 < \).

Putting the above two results into (40), we obtain, Vu > 0,

Ire(p; X, 7) 24 29
= P(lz+pl <A+ ——
o (4 EHHSN AT
2y R
T _B(u-— N) >0, 41
+ e (1 —s(p+2,)) (41)
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where the derivative is positive as all the terms on the
right-hand side are non-negative and at least one of them is
positive for all o > 0. To verify this, all others are obvious and
only the last term E(u — s (p+ 2z, ) needs be checked: this
term is positive because it is an odd function and has positive
derivative.

(ii) Since the case where v = 400 is trivial, we consider
v € [0, 00) in the rest of the proof. Let H(z) := ro(x; A, v) +
re(ve? — x2; A\, v) and consider maxg<,<. H(z). Since H(z)
is continuous over [0, ¢], we find the maximum by evaluating
the derivative of H(x) over (0, ¢). Using the derivative calcu-
lation (41), we have

T (VR —a%Ay)

H'(z) = re(x;A,7) =

VE 7
= 12fyf1(w)+(12179;)2f2($)7

where

fi(@) =Pz +2[ < A) = P(Ve? —a? 4+ 2 < N),

fo(z) = \/ﬁms(mH, /\)f%Eﬁs(x + 2, 7).

We now show that H'(x) > 0 for z € (0, %), H’(%) =0,

and H'(z) < Oforz € ( %, ¢). It is straightforward to confirm
that H’(%) = 0. Hence, it is sufficient to show both f;(z)
and f5(z) are positive over (0, ﬁ) and negative over (%, c).
This can be proved if we show that both fi(x) and fa(z)
are strictly decreasing over (0,c), given that fi(c/v/2) =
f(e/V/2) = 0.

Regarding f;(z), it is direct to verify that P(|z + 2| < A) is
strictly decreasing over (0, ¢), and accordingly P(]v/¢? — 22+
z| < A) is strictly increasing over (0, ¢). Hence fi () is strictly
decreasing over (0,c). It remains to prove the monotonicity
of fo(z). By the structure of fo(x), it is sufficient to show
E[ifs(z + 2,A)] is a strictly increasing function of x for
x > 0. We compute the derivative:

6E%7’75(.’I)+Z,)\) 1 . 1
BT 2N _ L Big(a+2.0) + 2B+ 2 >

1
= 7? <]E {(x +z- A)I(x+z>>\) + (x +z+ )‘)I(x+z<—)\)

. o(2)dz — h ¢(z)d2)
A—z Atz

= 7% |:¢(>\CE) —-A ¢(z)dz + A ¢(z)dz
x A\—zx Atz

e m)} - —%h(x).

BE%ﬁs(I-‘y—Z,)\)

Therefore, for z > 0, S > 0 if and only if h(z) <

0. In fact,

B (z) =\ —2)p(A—2) + (A + 2)p(\ + )
— AN —z) — Ap(A + 1)

=z(p(A+2)—p(A—2x)) <0, Vz>0.

Also, it is straightforward to confirm that h(0) = 0. Thus
h(z) < 0 for = > 0. O
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The one-dimensional risk function properties in Lemma 6
will enable us to locate the parameter value at which the supre-
mum risk of 7z (y, A,7) over the parameter space O (ky,, ()
is achieved. The following lemma provides the detailed supre-
mum risk calculation for a carefully-picked choice of the
tuning.

Lemma 7: Consider model (38). Suppose ¢, = k,/n — 0,
fy — oo, and p, = 0(\/loge;1), as n — oo. Then
the estimator 7g(y, An, V) = ﬁﬁs(y, M), with 7, =
(2e,p2e317)=1 — 1 and A, = 24, has supremum risk:

sup ]EGHﬁE(y,)\n,"Yn) 70”%
0€O(kn,pn)
2 k?z 2
=kn iy, — (V2/7 +0(1)) - ;Mneu”

Proof: Using the one-dimensional risk function in (39),
we can write:

sup )13

0€O (ky,,pin)

EO”"?E’(:’/» )‘nv ’Yn) -

= sup E Te 9“)\”7’)/”
96@(’97”#«” i=1

According to the properties proved in Lemma 6, it is clear that
the above supremum is attained at the parameter vector 6 in
which there are k,, non-zero components and they are all equal
to u,, (it occurs at a particular boundary of the parameter space
O(kn, ttn)). Therefore, the supremum risk can be simplified
to

sup |13

0€O (kn,pin)

=n [(1 — €2)7e(0; My, Yn) + €nTe(fn; An, %)]

EO”ﬁE(y, )\na ’Yn) -

n{lﬁn &
CENE CEmE
_ 2enpin

T nE s (i + 2, A )Jre"ui}

To further calculate the supremum risk, we evaluate the three
expectations in the above expression using the Gaussian tail

bound ft z)dz = (? — tS + 3+o(1)) ¢(t) as t — oo. For
the partlcular ch01ce An = 2U, — 00, we have

B (2 A) = 2 [(1 wx) [ °° o(=)d= — ww)]

_ 14o0(1)
2

Eﬁ%(szn) + Ens(l‘n + 2, An)

(42)

¢(2pn).- (43)

Furthermore,
Eﬁg‘(ﬂn + z, )‘n)
[t =202 [

oo

B(2)dz — (A — 1) (An — m]

An—pn
+ [(1 + (o + )‘n)Q)/ ¢(2)dz — (A + pn)d(An + un)}
Antin
_240() o 24o(l)
B ()\n - lffn)B QS(AH :U“n) * ()\n + lffn)3 QS(A" + /“L”L)
=2+ugb(1)¢(un), (44)
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and

Eds (ptin + 2, An) = ¢(An — pin) — (A — fin)

- / O(2)dz — Bhn + tn) + (i + An) / o(2)dz
An—lhn An+iin
1+o0(1) 1+o0(1)

=7 9 ATL_ n - 7N . N9 ATL n

(An—un)2¢( fin) (An+un)2¢( + fin)

— o). (45)

Pluggmg (43) (45) into (42) with the particular choice v, =
(2e, 12 62”") — 1 considered in the lemma, we obtain

sup  EolliEe(y, An, 1) — 013
0€O (kn  pin)
= kot + (24 0(1)) - ne2pned () + (8 + 0(1)

2 3,2
: nei,une?’“"(ﬁ(,un) - (4 + 0(1)) : neiune2“"¢(un)
= ko2 = (24 0(1)) - ne2 e ().

The last equation holds because s, = o(y/loge,") implies
€nedhn = o(1), so that the third term on the right-hand side
of the first equation is negligible. ]

Now we can combine the preceding results we proved to
obtain an upper bound for the minimax risk: with v, =
(26, p2e5#7)~1 — 1 and A, = 241y, it holds that

R(@(kna Tn)a Un) = O'EL : R(@(k'n, ,Un)v 1)

< 0"3; ! sup EGHﬁE(yvAna%L) - 9”%
0€O (kn  pin)
= sSup E0||ﬁE(yaan)‘na7n) - 9”%
0€O(kn, )

2 2 k?z 2
=0y knﬂn - ( 2/71— + 0(1)) : 7/1”6#”
n

= nai (enui - (V2/7+ 0(1))eiﬂne“i).

2) Lower Bound: The derivation of the lower bound follows
the same roadmap of proof for the lower bound in Theo-
rem 3. It relies on the independent block prior constructed in
Section V-B2. According to Equation (13), the key step is to
calculate the Bayes risk B(7q’™) of the symmetric spike prior

we™ for (p € (0, py]), in the regime m = n/k, — 00, iy, —
oo,un = o(y/log e, !). Tt turns out that setting = p,, will
lead to a sharp lower bound. We summarize the result in the
next lemma.

Lemma 8: As m = n/k, — oo,pu, — 00,
o(\/logen '), the Bayes risk B(mh™™) satisfies

2
m el‘l’ﬂ
B(rg™) 2 2 |1 = S (1+ (1) |.
Proof: The result is an analog of Lemma 3 in Regime
(II). Adopt the same notation from the proof of Lemma 3:
Dm = % In light of Lemma 2, it is sufficient
to show that
(1) E;Lnel (pm - 1) > 1-
(i) (m — 1)Eunezpm =
Regarding Part (i), we have

e“ »(1+0(1)),
e”n(l + o(1)).

Eppe [Pm — 1]2 >1-2
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etn(bntz1) _ o—pn(pntz1)
E (Z#l(eun@ + e~Hnz) 4 etin(pntz1) 4 e—un(un+21)>
>1—-2-
etn (Hnt21)

E (Zj?ﬂ(e#n%‘ + e*“n'zi) + etn(pntz1) 4 e—un(un,-&-a)) ’

Thus, (i) will be proved by showing that

ehn (n=+21)
E Zj;ﬂ(eun%‘ + e HnZ) 4 etn(ntz1) 4 e—pn(tn+21)

1
< = (14 0(1)).

The expectation on the left-hand side of the above can be split-
ted into a summation of two truncated expectations according
to the following condition:

etn (Hnt21) + e Hn(bntz1) > ehnZ1 | g=Hn21
= (eui — 1) (eﬂnzl _ e_,ufnzl_/‘i> > 0
2
S HnZ1 2 —HpZ1 — Hy
1
S 21 2 — < ln-
2
In the first case,

etn(ntz1) T

E (z1>—%pn)
E‘j#l(e/inzj + e Hnz) 4 ebn(intz1) 4 e=hn(pntz1)
Hn (Bn+21)
cglf > d)
- Z;'nzl(e'u"zj + e*ﬂnzj)
<

e#nzl
(eunzj —+ e_unzj)

2
e’k
<ij_1

eHnz1 + e HnZ1

2 2
ef'n etn
(eunzj _|_ e_Han) - 2m ’

El| <=
2 <2j—1
where in the last two equations we have used the symme-

try and exchangeability of i.i.d. standard normal variables
{#i}jL,. In the second case,

eun(H7L+Zl)I(Z1<*%Nn)

Zj¢1(€“"'zj + e Hnzi) 4 epn(pntz1) 4 e=pin(pntz1)

HnZ1
2 (€ <=t
e ’VLE —_—

T

Jj=1
2 m Hn Zj

_ BM"E<ZJ'=16 I(Zjﬁ—%#n)
- )

m Z:
m Zj:l eknzi

where the last equality is again due to exchangeability of

{#;}7%,. Denoting

1 m 1 m
HnZj . Mn Zj
lﬁﬂ Ze " Zn_ lu2 Z@ " ]I(zjgf%ﬂn)’
me2fn * mez2Hn
J

=1 j=1

E

IN

(46)

Y, =

then the last expectation in (46) can be written as E(Z,,/Y},),
and it remains to show E(Z,,/Y,,) = o(1). It is straightforward
to check that EY;, = 1. Furthermore, since 11, = o(y/log €5 '),

it is direct to verify that Var(Y,) < —"~
Hence, Y,, — 1 in probability. In addition,
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e2n = o(1).

etn

]E(Zn) =

HnZ1
E (6 IZ1S—%Mn

1,2
. e_ﬁp'n)

2
_ZTJF,UnZ_%HidZ

—%lln 1
—o0

e
V2T

T2 1 1 2
— 7’(27/4%)
= e 2 dz
/,oo V2T

—%#n 1
= e dz = o(1).

ous
Thus, Z,, — 0 in probability. As a result, Z,,/Y,, — 0 in prob-
ability. Since |Z,,/Y,| < 1, dominated convergence theorem

guarantees that E(Z,,/Y,,) — 0.
To prove Part (ii), it is equivalent to prove

— 0o

(eunzl — e HnZ1 )2

[Zj;éQ(eMan + e_l‘nzj) + e#n(l‘wr+z2) + e_#n(#n+22)]2

E
I 2
2 ﬁe "(1 + 0(1))

Towards this goal, we have

(eunzl _ efunzl)Q
[Zj?g(eun%‘ + e Hnzi) + etn(tntz2) e—un(#n+Z2)]2

(a) HUn2l _ p—Hn21)2
® E (e e )

E

L%L %L
[2(m — 2)6;7 + (;’%'u% + e_uT + eHn21 4 e—HnZl]2
© g (& = e )2z <3u0)
- 3 “2
[2(m —2)e=" + 4y/me 32
© 2 .
©) .[Ee2un R 3%)]

et (2m—4-+44/m)?
2

et (2m — 4 + 4y/m)?

Hn 3pin
| 2en _
(e /_SM d(2)dz ./—3;1" gf)(z)dz)
1

= 5 et (1 + o(1)).

Here, Inequality (a) is by applying the Jensen’s inequality
with respect to za,...,2, (conditioned on z1), as 1/(z +

c)? (¢ > 0) is a convex function of x > 0. Inequality
2

3 2 B3 _ a2
(b) holds because e2Hn 4+ e~ 3 4 eln?l 4 e Hn?1 < 4e3in
2

when |z1| < 3u,, and e3hn < \/ﬁe%n (for large m) under
the condition u, = o(y/logm). Equality (c) is due to the
symmetry of z; ~ A(0,1). O

Our goal now is to use Lemma 8 to finish the proof of the
lower bound in Theorem 4:

R(O(kn, ™), 0n))
on - R(O(kn, pin), 1) > knoyy

keno? 112 {1 - &(1 + o(l))}

Bl

v

2m

1 2
= o2 |eapk — seu2er (14 0(1))].
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F. Proof of Theorem 5

Like in the proof of Theorems 3 and 4, we calculate the
minimax risk by deriving matching upper and lower bounds.
However, a notable difference of the proof of Theorem 5
is that the tight upper bound is obtained not by analyzing
the supremum risk of a given estimator, but rather by a
Bayesian approach. In this approach, we establish a uniform
upper bound for the Bayes risk of an arbitrary distribution
supported on average on the parameter space, and use the
minimax theorem (i.e. Theorem 7) to connect the result to
the matching upper bound of the minimax risk. We present
the details of the upper and lower bounds in Sections V-F1
and V-F2, respectively.

1) Upper Bound: Consider the univariate Gaussian model:

Y =0+2Z, (47)

where 6 € R and Z ~ N(0,1). For a given constant A > 1,
define a class of priors for 6:

T4 (e, p) i= {W € P(R): m({0}) > 1 —¢, Br0? <ep?,
supp(m) € [~Ap, Apl},

where P(R) denotes the class of all probability measures
defined on R, and € € [0,1], 2 > 0. Note that 7 € ' (e, )
implies that 7 = (1 —¢€)dy + €G, for some distribution G satis-
fying Eg0% < p? and supp(G) C [—Au, Au]. The worst-case
Bayes risk (i.e., the one of the least favorable distribution),
under this univariate Gaussian model with squared error loss,
is defined as

BA(e, 1, 1) := sup {B(Tf) S FA(e,,u)},

(48)

49)
where
B(r) =E(E@|]Y) - 0)?, 6~x, Y |0~N(@0,1).

The following lemma allows us to obtain an upper bound
for R(©4(kn,Tn),0,) in terms of B4 (e, i1, 1).

Lemma 9: The minimax risk satisfies the following
inequality:

R(@A(kn,Tn)7O'n) < nai . BA(en,un, 1).

Proof: The proof closely follows the arguments in the
proof of Theorem 8.21 of [3]. However, since the param-
eter space we consider is different, we cover a full proof
here for completeness. For notational simplicity, let ©,, =
©4(ky, 7). Consider the class of priors

Mn = M(kﬁn,Tn,A) = {ﬂ- c 'P(Rn) . E‘n- H9||0 < ]{7“
Ex [10]13 < kur2, supp(m) C [~Ar, Ar]" |,

where P(R™) denotes the set of all probability measures
on R"™. Let M¢ = M°(ky, T, A) C M(kp,Tn, A) be its
exchangeable subclass, consisting of the distributions 7 € M,,
that are permutation invariant over the n coordinates. Using
notation B(m, M) := sup,cq B(m), we will show that

R(©,,0,)<B(m, M) =B(m, M%) < no> - B*(en, fin, 1).
(50)
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We start with equality in (50).

R(©,,0,) = inf sup E|§ — 6|3 (S) inf sup E.[§ — 63
0 0o, 0 meM,

Y sup infE.)|d - 0)2 = B(r, M,).

TEM, 0
Inequality (a) is due to the fact that M,, contains all point
mass priors Jg, for every 6 € O,. To obtain Equality (b)
we have used the minimax theorem, i.e. Theorem 7, as M,,
is a convex set of probability measures. To prove the second
inequality in (50), note that for any m € M,,, we can construct
a corresponding prior:

" oi[n]—(n]
where o denotes a permutation of the coordinates of 6, and
moo is the distribution after permutation. In other words, 7¢ is
the distribution averaged over all the permutations, thus 7¢ €
M¢ . Given that B() is a concave function (it is the infimum
of linear functions), we have B(w, M,,) < B(mw, M%) which
implies B(w, M,,) = B(w, M%) since M$ C M,,.

To show the last inequality in (50), for any exchangeable
prior m € M¢, let ; be its univariate marginal distribution.
Using the constraints on 7w from M,, and the fact that 7 is
symmetric over its n coordinates, we have

m1(01=0) > 1—¢,, Emﬁf < GnTTQL, suppm C FAT,, AT,]

Hence 71 € T4 (e, 7,) defined in (48). Furthermore, accord-
ing to Theorem 8, the product prior 7} is less favorable than
7€, namely, B(w) < B(n}) = nB(m). Rescaling the noise
level to one and maximizing over 7 € 1"A(en7 n) completes
the proof. (|

Lemma 9 reduces the problem of obtaining the upper bound
for frequentist minimax risk (under Gaussian sequence model)
to the problem of upper bounding the worst-case Bayes risk
(under a univariate Gaussian model). Our next goal is to find
an upper bound for B4 (e, ji,, 1). Towards this end, we first
state a useful lemma.

Lemma 10: Under model (47), consider prior m =
€)do + €G € T4(e, 1), as defined in (48). Then,

([ te*~ T dG(t))?
1—e+ efetz*%dG(t)

where ¢(-) denotes the density function of standard normal
random variable.

Proof: Given the prior m = (1 —€)Jg + €G, the posterior
mean of 6§ is given by

(1-

E(E(]Y))? = / o(2)d

e [0o(y — 0)dG(0)
(1-6)o(y) +e [ oy —0)dG(0)

E(@0]Y = y) =

Thus,
E(E(9]Y))?

B e [tp(z — t)dG(t)
- -9 [(1_6)

o) +eJ oz —naa | "%

2
€ [tp(0+ Z — t)dG(t)
+€// [(1 Z G0+ 2) o0+ 2 1)dG(R)
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- $(2)dzdG(0)

_ / [ e [t(z — t)dG(t)
(1= €)¢(2) + ¢ [ ¢(z — 1)dG(t)

: [(1 —€)p(z) + e/¢(z - 9)dG(9)} dz
/ i eftetz—édG(t) ’

((I—o+ efetz_gdG(t)
- [(1 — ) te / etz_t;dG(t)} 6(2)dz

B ftetz—— ))2 N
; /1—e+efetz_2dG(t)¢( )%

where the second equality is by a simple change of variable.

O

We can now obtain a sharp upper bound for B4 (e,,, jin, 1).

Lemma 11: Consider ¢, — O,u, — 00Uy, =

o(v/log e, '). Under model (47), the worst-case Bayes risk
BA(ép, pin, 1) defined in (49) satisfies that for any A > 1,

1 1
ol 2ot

BA(Envﬂna 1) S GnMi -

Proof: For prior 7 € T'(e, 1), using the law of total
expectation,

E(E(0]Y) — 6)? = E¢* — E(E(0]Y))>

We first obtain a lower bound for the term E(E(0|Y))2.
We start with the expression derived in Lemma 10 and develop
a series of lower bounds,

61y

E(E(9]Y))? = / 1_6{56’;}6& 2d)G) -

ftetz—* (t))2
- z)dz
- /zgm 1 *€+efetz—7dG(t)¢( )

(@) €2

2
tz—%
> T Py /zgm (/te dG(t)> o(2)dz

2

d(2)dz

®) €

l—e+e2
log 1/6 (t+t")

// [ttlett /
v 1og1l/e—(t+t")

1—€e+ €3
Vlog1/e—(t+t")

// |:ttl tt’ /
>0 \/log 1/e—(t+t")

1—e+e?
" log 1/5 (t+t")
tt'e / ¢ z)dz} dG(#)dG (¢
//ff/<0 |: 1og1l/e—(t+t) ( ( ( )

(c) log l/e (t+t")
> / / [tt’ i / 2 ]
1—cteb + €2 />0

¢(z)dz} dG(t)dG(t")

qS(z)dz} dG(t)dG(t")

log 1/6 (t+t")
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-dG(t)dG(t') — Aul2>
(d) 62 \/logl/e—2Ap
s/ 6(2)dz
1—e+ez —/log 1/e—2Ap
. / / tt'e™ dG(t)dG(t') — |Ap2> . (52)
tt’>0

Inequality (a) holds because for |z| < y/log1/e,

e/ tz**dG()fee%ZQ/e 3(2=1) dG()<eezz <ez.

To obtain Equality (b) we do the following simple calculations:

/|<\/@ (/ '+ Gt )>2¢(z)dz
/ <\fiog1/e V/ t/e 0 /2t tlz/sz(t)dG(t’)]Wz)dz

1 1 "\ 2
- / / {tt’e“ / e~z (z=(t+t) dz] dG(t)dG(t")
|z|<q/log1/eV 27
(t+t") 1

// |:tt/6tt / log 1/6
log 1/6 (t+t") V2

Inequality (c) holds because e~®*'| < 1 and suppG C
[—Ap, Ap]. Inequality (d) is due to the fact that supp G C
Vl9ogl/e—a
Ap, Au) and
[—Ap, Ap] f Viog 1/e—a

symmetric and decreasing over [0, oc). To continue from (52),
we further lower bound [[,, tt'e" dG(t)dG(t'). To sim-

plify notation, define two random variables ¢,¢' RSl
We have

// tt'et dG(t)dG (') = E[tt'e™ I 150
tt' >0

eéZde} dG(t)dG(t')

¢(z)dz (as a function of a) is

=1 :
= ZEE(tt’)kH(I(»o,t»o) + I(t<0,t/<0))
k=0

1
= Y & (B ] B o)
k=0

+ B e EI) T <o)])

I
[M]8
| =

((Et M li50))? (Etk+lf(t<0))2>

ES
I
=3

I
NE
| =

(@I ) + E Lco)?)

i
o

2
(BI Ts0) + B T<o))

wh—t

1
k!

VE
gk

She

k=0
> g (m)™
=1

where (a) is due to the basic 1nequahty 2(z2 +y?) > (x-i—y)
and (b) is by Holder’s inequality (E[t|2)5+1 < (E[¢]F+1)2, k >

[\D\HR‘

(Ef])*

N |

1 .
+ > = (Bl —ElY?),

[\D\H
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1. Combining the above inequality with (51) and (52) gives

BMenspiny1) = sup  E(E(O]Y) —6)?

WGFA(Envan)

A
R e R El¢|?
(E +2(1—en+,ﬁen)> i

A

< sup

Eft]2<p?
A,
2(1 — €, + \/€n) 1—e++/€
where A, f” log1/en ~2und

/o8 e —2mn Aqb(z)dz. The results we

obtained so far are non-asymptotic. We now make use of the
conditions €, — 0,1, — 00,1, = o(v/logen') to derive
the final asymptotic result. Under such scaling conditions,
it is straightforward to confirm that the expression on the
right-hand side of (53) is increasing in E[¢t|> when n is
sufficiently large (by calculating its derivative). As a result,
A,
BA(en, in, 1 <( +—> 2
(énspins 1) < 2(1 — e, + /en)
Edn ap, EAE
(1—en—|—w/en) 1—e+ /€
1 1
—et+ P - L0t o)

p2en (1 + o(1)).

E|t|2eBH” + (53)

1
= e — €2
=g
(]
Combing Lemmas 9 and 11 provides the upper bound for
the minimax risk:

1 2
RO (s ), o) < 0072 (eapi2 = Seu2er (14 0(1))).

2) Lower Bound: Recall that in the lower bound derivation
for Theorem 4, in Section V-E2, the proof is based on the inde-
pendent block prior /8 with single spike distribution 74"
which is first introduced in Section V-B2. Since the spike
locations are at +p,,, which are contained in [—Ag,, Apy,]
for any A > 1, this implies that supp 7/2 C 4 (k,,, i) as
well. As a result, the proof in Section V-E2 also works for
the new parameter space ©“(k,,, 1) and it yields the same
lower bound:

RO ma), 00) > 007 (st — e (14 o(1))).

G. Proof of Proposition 3

Comparing the results in Propositions 1 and 3, we can
see that the supremum risk of optimally tuned soft thresh-
olding has the same second-order asymptotic approximation
in Regimes (I) and (II). Thus, the proof of Proposition 3
shares a lot of similarity with that of Proposition 1. For
simplicity we will not repeat every detail. Referring to the
proof of Proposition 1 in Section V-C, the key is to obtain
the accurate order of the optimal tuning A, and evaluate
the function value F'(\.), where we recall the definitions:
A« = argminy, s F()\), 2 ~ N(0,1) and

122, A) + enB (s (1 + 2,X) — 1)
We first address the order of ..

F(\)=(1-¢,)E
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Lemma 12: Consider ¢, — 0,pu,

o (\/logeﬁl), as n — oo. It holds that

- OO Hfn =

2 2
Bn _ 2loglog — < Ajtn < log2e,t + %,
€n
(54)

log 2¢, ' +

for sufficiently large n.

Proof: This lemma is an analog of Lemma 4 (comparing
Equation (18) with (54)). The proof is thus similar too. We will
skip equivalent calculations and only highlight the differences.

First, we show that \,u,! — oo. Otherwise, \.pu,! < C
for some constant C' > 0 (take a subsequence if necessary).
Then when n is large,

F(/\*) > (1 - en)Eﬁg‘(Za /\*) > (1 - Gn)Eﬁg(Z, Cun)
=2(1—¢,) | (1 + (Cun)? COO d(2)dz — Cnd(Cuy)
(@ 4+40(1) Q)

Ky
where (a) is by the Gaussian tail bound, and (b) is due to
_ —1 .
Un =0 (\/log €n ) The result F'(\.) > F(+o00) contradicts

with the optimality of ..

Second, we utilize the derivative equation F'(\.) = 0 in
Equation (23) to obtain more accurate order information of
A«. The results g, — 00, A\, — oo imply that A, —
00, A\ — b — 00, Ayt — o00. This is all needed to
obtain Equation (24) and Equations (27)-(28). As a result,
Equation (29) holds here as well:

— 11n/2).

To reach (54) under the scaling p, = o(v/loge, 1), the rest

of the argument is exactly the same as the one in the proof of

Lemma 4 . (|
The next lemma characterizes F'(\).

Lemma 13: Consider €, — 0, i, — 00, pt,, = (/log eﬁl),

as n — oo. It holds that
11 1)?

n

24 0(1) = eppin e exp(Aifbn (55)

F(\) = enu? —exp l—

Proof:  This proof deviates a bit from the one of
Lemma 5. We will more directly utilize the order information
of A, proved in Lemma 12 to calculate F'()\,). Before that,
we need a refinement of (55). This is achieved by refin-
ing Equation (24) and Equations (27)-(28) with higher-order
approximations:

14+ 0(\;2)

—A/ B2)dz + (0) = o5 o(N),

— (A — Uy, As dz =
QS( ILL ) + \/)\*Ufn ¢(Z) ‘
b A 4O
- - )\* - HMn)
[/\*un EVE ]¢( Fn)
S W /m oz )dzo< 1)¢><A )
* Hn, * et )\4 Hn ).
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Plugging the above into Equation (23) and arranging terms
gives
enun)\f
(1 =€)+ 0N bn
pn = (A = 1) 20 + O(ATT))
A — 1) 24+ 0N 2n)  140(1)
,un - (>\* - /«Ln)iz()\* + O()\Il)) A*/}/n
where in the second equality we have used €,A? = o(1) and
A tpn = o(1) which are implied by the order of )\, from
Lemma 12.
Now we are ready to evaluate F'(\,). We first use Gaussian

tail bound to approximate the three expectations (i.e. Equa-
tions (20)-(22)) in the expression of F'(\A,) (i.e. Equation (19)):

eMehn = —1

, (56)

. 4+0(N2
B (=0 = 2200,
) 1+0(\7?)
Ens(tn + 2, M) = 5 0(As — pin),
R 2+ 0(\?)
E2 n+Z,)\* =——* 7 )\*_ n)-.
773(:“ ) (A* — ,Un)g ¢( H )
Using these three approximations in Equation (19), we obtain
44+ 0\ 2
Fa)=(01- en)%qﬁ()\*) + enui
1+0(\?) 2+0(\2)
— 2ty ———TF L (N — 2T (N —
Enfh (A —fin )2 9 fin)+é€n e — pin)? (A= pin)
—4 4 O(e, +2J?2) 2€n n
= €n EL - >\* *
2 1
. e)\*“n_% (1 o (/\*Nn>>
u2

—n

We further replace e*+#n=73
from (56) to have

in the above with the result

—4 4 O0(e, +2J2)
A2

4 1
* )\z()\*_,un) <1+O<)\*Mn)>
a 4, 1
(:) enui — (b()u:)m (1 +0 (,U,%))

_ 2

*enuniiﬂe 2)\:%
2

(b) 11 1

Here, to obtain (a) we have used €,\? = o(1) and \; ', =
o(1) implied by Lemma 12; (b) is due to the order A\, =
wrtloge (14 o(1)) again from Lemma 12. O

Lemma 13 readily leads to the supremum risk of optimally
tuned soft thresholding:

Eol7s(y, N) — 03 = nop F(\.)

F(A) = entiy — $(A) -

inf  sup
A 9€O(kn,n)

3559

= noy (%ui — exp [ %ui% (log ;)2 (1+ 0(1))]> :

H. Proof of Proposition 4

The proof of this proposition is similar to the proof of
Proposition 2 presented in Section V-D. Hence, for the sake
of brevity we adopt the same notation from Section V-D and
only discuss the differences. If Ry (©(ky,, 7,,), 0n) denotes the
supremum risk of optimally tuned hard thresholding estimator,
then we will have

Ry (O(kn, ), 0n) = U,QL - R (©(kn, tin),1).

Without loss of generality, let o,, = 1 in the model. As in the
proof of Proposition 2, we obtain a lower bound by calculating
the risk at the following specific value of § such that 8, = pu,,
forie{1,2,...,k,} and 8, = 0 for ¢ > k,,. We have

Bl (. ) = 813 = n (1 = €0)ri (A, 0) + €ur (0, ).
(57)

To evaluate infy~oEg||Hu(y,\) — 0]|?, we consider three
scenarios for the optimal choice of A, denoted by AJ,.

o CaseI N = O(1): In this case, A, < ¢ for some constant
¢ > 0. Using the same argument as the one presented for
Case I in the proof of Proposition 2, we have

inf Egllin(yA) — 0] = 2n(1 — ) (1 - 8(c)),

Since €,u2 — 0 and (1 — €,)2(1 — ®(c)) = O(1),
we conclude that inf =0 Eg ||z (y, \) =013 = w(ne,p2).

e Case IT A} = w(1) and A} = O(uy): Let ¢; be a fixed
number larger than 1. There exists co such that for large
enough n, c¢; < A} < capt,. We thus obtain

inf Bl (5, ) 013 = Eollin v, A7) — 013

_ n{(l —en)ra(N5,0) + €,L7‘H(/\Z7Mn)}
> n(l - fn)rH()‘:u 0)
= n(1— 6) [2X,0(35) +2(1 — B(X}))
> 2n(1 — €,)\Ep(\E)

C1 _CE“Q
V21

e T > nenl,
where the last inequality is due to the scaling u, =

o(v/logen ') in the current regime.
o Case III A = w(uy,): In a similar way as in the proof
of Case II of Proposition 2, we can conclude that

>2n(l —e,)

il Eqlin(y, ) — 03
2 knﬂi + kn (AL, = i+ 0(A3)) - (A, — )
+ kn(AL A+ i £ 0(A3)) - SN + in)
> knft, = nenfiy,.

Note that since the three cases we have discussed above cover
all the ranges of Ay, we conclude that

Rit(8 (ks 1), 1) 2 i0f Eollina (4, 2) — 0113 = nensi3.

The proof of the upper bound is the same as the proof of the
upper bound for Proposition 2 and is hence skipped here.
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1. Proof of Theorem 6

Based on the scale invariance property of minimax risk
mentioned in Section V-Al, it is equivalent to prove

R(G(kna Mn)7 1) =

where v, = \/2log e, '. As in the proof of Theorems 3 and 4,
we first obtain an upper bound by analyzing the supremum
risk of hard thresholding, and then develop a matching lower
bound via the Bayesian approach. Before proceeding with the
proof, we cover a few properties of the one-dimensional risk
function of hard thresholding that becomes useful in the proof
of Theorem 6.

1) Properties of the Risk of Hard Thresholding Estimator:
Consider the one-dimensional risk of hard thresholding for
uwe€Rand A >0,

2ne, loge, '—

ra(\ ) =E (u(p+2,A) — M)2, 2z~ N(0,1).

The following lemma from [3] gives simple and yet accurate
bounds for 7 (A, u). Let

PO = 4 (L0 + 1205 14 pfh 0= <)
SN FEEIC R YY) A,

where ®(-) is the CDF of standard normal random variable.
Lemma 14 (Lemma 8.5 in [3]):

(@) For A >0 and p € R,

(5/12)Fr (A 1) < (A1) < T\ ).

(b) The large . component of 7z has the bound

{AZ/Q if A > /21
)\2

if A> 1.

Our main goal in this section is to derive accurate approx-
imations for sup,~q 7z (A, p). The next lemma provides an
accurate characterization of the risk for two different choices
of p. The importance of these choices becomes clear when we
analyze sup,, o 7m(A, i) later in this section.

Lemma 15: As A — oo, the risk of the hard thresholding,
rg (A p), satisfies

sup (1 — ®(p = X)) <
n>A

ra(n 0 = 0
(M X —1/2log \) = A2 — (2v2 + 0(1)) A /log A

Proof: First note that the risk of hard thresholding can
be written as

w0 = [B0-p—8(-A =)+ [ s
[z+p|>X
=1 = 1) [\ — p) = D(=X — p)]
L+ A= pw)o(A—p) + A+ p)d(A+p). (58)

Let pu = A — /2log A. As A\ — oo, we analyze the order of
each term in the above expression:

ra(AA—/2log )
— V2log N)? —1]- (1 - Ho(l)qb(\/Qlog)\))
V2log A
+ 14 /2log X - ¢(1/2log \)

2 ne,vny/2log vy, (1+0(1)),
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(2\ — /2log \)op

o o )
= A = (2v2+0(1))A/log A,

where in the first equality we have applied the Gaussian tail
bound: 1 — ®(z) = (1 + o(1))z~t¢(z) as * — oo. To prove
the first part of the lemma, let x = A. From (58) we have

ra(MA) = (A% = 1) <; - <I>(2>\)> + 14 2Xp(2))

=A%/2(1+0(1)).

—y/2log \)

O
We now obtain the asymptotic approximation of
sup,>o7H(A, p) in the next lemma.
Lemma 16: As A — oo, the supremum risk satisfies

suprr (X, i) = A2 — 2v20/log X + o(Ay/log \).
n=>0

Proof: Define

w* =argmaxry (A p).
n=0

Comparing the upper bounds from Lemma 14 and the risk
at A — {/2log\ in Lemma 15, we can conclude that the
superemum risk is attained at u = p* < A (when A is large).
To evaluate g (A, p*), it is important to derive an accurate
approximation for p*. We first claim that u*/\ — 1. Suppose
this is not true. Then p* < ¢ for some constant ¢ € [0,1)
(take a sequence if necessary). According to Lemma 14 (a),
for large enough values of A, we have

ra(A ) < TFr(A pF) <1+ (uF)? < EX?,

However, the above upper bound is strictly smaller than the
risk 7 (A, A — /21og A) calculated in Lemma 15, contradict-
ing with the definition of p*.

Second, we show that A — p* — oo, while (A—p*) /A — 0.
Otherwise, it satisfies 0 < A — p* < ¢ for some finite constant
c > 0 (take a sequence if necessary). Then from (58) we have

(A p*) < @(e)A* (1+0o(1)).

Comparing this with rg (A A — /2log A) from Lemma 15
leads to the same contradiction.

Third, we prove that for any given ¢ > 1, A — u* <
cv/2log A for sufficiently large A. Otherwise, there exists some
constant ¢ > 1 such that \,, — ), > cv/2log A,, for a sequence
An — 00 as n — 00. As a result, using Equation (58), and
the result proved earlier that A, — p, — oo, we obtain that
for large n,

1Ay b)) < (17)? + 14 (A = 1) (A
+ (An + 12)0(An + p1,)

< ()\ —cy/2log A\, )2+O(1)
:)\2 NAnv/2log Ay,

Again, comparing the above with 7y (A, A, — v2logA,) =
A2 — (2 + o(1))\,v/2Tog X\, in Lemma 15, we see that

(A, 1) < (A, An—+v/21og A,) when n is large, which
is a contradiction.

€ (0,1).

— i)

(2¢+ o(1
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Finally, we prove that (A — u*)/v/2logA — 1 as A — oo.
Suppose this is not true. Given the result proved in the last
paragraph, then there exists some constant ¢ < 1 such that
An — ), < cy/2log A, for a sequence A\, — 0o as n — oo.
Iljsir(llg) Equation (58) and Gaussian tail bound 1 — ®(z) =

“+o

—==¢(x) as x — oo, we have

(s 1) = (13)7 [2(n = 113) = @(=An — pi)] + O(1)
< (ui)* @\, — ply) + O(1)
1 1
= (up)? |1 - /\:_O(ngb(An — u;ﬁ)] +0(1).
Because ¢()\, — pf) > 1/V/21 - exp (_%) —
1/ (\/ﬂ)\ff), we continue with

An—cv2logA,)? 1

TH(ATLMU’:L) < (/‘;)2 -

cv2log A, V21
(140(1)) +0(1)
o 1
< 2 n . )
e AVrrow (%ﬁ +o(1))

Note that for ¢ < 1, )\%‘Cz/\/log An = w(Apv/log \,). Hence
rag(An, 1) < ra(An, A — v2log A,,) when n is sufficiently
large. The same contradiction arises.

Having the precise order that u* = A — (1+0(1))v/21og A,
we can easily evaluate sup,,~ ra (), p) from (58): as A — oo,

(A A—+/2log ) < Slipm(/\,u) =rg(Ap")
n=>0

= (W)*(2\ = p*) = (A — ")) +O(1)
< ()24+01) = (A= (1 +0(1))y/2logN\)? +0(1)
= A2 — 2v2)\/log X + o(A\y/log \).

Combining this result with Lemma 15 completes the proof.
]

2) Upper Bound: We are in the position to compute the

supremum risk of 7y (y, \,) with A, = o,/ 2log en! in

Theorem 6. First of all, due to the scale invariance of hard
thresholding, the supremum risk can be written in the form:

sup  Eg ||7m(y, An) — 9||;

0€O(kn,Tn)

=02 |(n —kn)rg(vn,0) +

kn
sup Zm(un,éi)],

16113<knp2 =1

where 6§ € R*» and Vp = QIOg en'. Given that t@e
one-dimensional risk function g (v, 6;) is symmetric in 6;,
if its maximizer satisfies arg maxg - 7 (Vn,0;) < iy, then
we will have

sup  Eg || (y, An) — 0|2

0€O (kn, )

=02 |(n—kn)rH (Vn, 0) + knsupry (vn, p) | (59)

n>0
This will allow us to focus on finding the supremum risk of
hard thresholding in the univariate setting that we discussed in
the last section. In the proof of Lemma 16, we already showed
that arg maxg 75 (Vn,0;) < v, when n is large. It is then

3561

clear that in the current regime p1,, = w(y/2log ey, 1y, it holds
that arg maxg - 1 (Vn, 0;) < py, for large n. Therefore, the
supremum risk of hard thresholding over O(k,,7,) can be
simplified as in (59). We can apply Lemma 16 to continue
from (59):

sup

Eo || 76 (y, An) — ‘9||;
0€0(ky,,mn)

nai [(1 — €2)71 (Vn, 0) + €, sup TH(VH,M)]
pn>0

= no? {(1 — )T (Vn,0) + €, (I/EL —2up/2logy,
+ o(vn/log l/n)>:| ,

where v, = v/2loge,'. We now identify the dominating
terms in the above expression. First,

rg(vn,0) = 2/
=(24+ o(1))vnd(vn) = O(envn),

where the last two equations are due to the Gaussian tail bound

1—®(z) = 1+%(1)(;5(33) as x — oo and v, = v/2loge, .

Therefore, from (60) we obtain

Eg ||ﬁH(y7>\n)_0||§

(60)

oo

2p(2)dz = 2v,9(v) +2(1 — B(v))

(61)

sup
0€O (kp,Tn)

= no? [enuz — 2€pVn/ 210g vy + 0(€n 4/ log Vn)}
= nole, (2 loge, ! — (24 o(1))v,/21og Vn> .

This completes our proof of the upper bound in Theorem 6.
The sharp upper bound we have derived is from the hard
thresholding estimator 7jg(y, A,,) with tuning X\, = o,Vp.
To shed more light on the performance of hard thresholding,
we provide a discussion on the optimal choices of A,,. The
lemma below characterizes the possible choices of A, that
leads to optimal supremum risk (up to second order).
Lemma 17: Consider model (1), and parameter space (6)
under Regime (III), in which ¢, — 0, p, — 00, U, =
w(v/loge, '), as n — oo. Let v, = \/2loge, . Consider the
tuning regime \,0, ! — oo and A\, 0,1 < u,. If ), satisfies:

(v — crloglogin) < Mooy ? < (v + cavny/2log i)

when n is large, for some constant ¢; < 1 and every co > 0,
then

inf  sup lEeHﬁH(y,A)—9H§

A 0€O(kn,mn)
Eq ||77H(y, An) — 9||; +o (naienun\/log 1/n>.
(62)

= sup
0€O(kn,mn)

On the other hand, if (v2 — c¢1loglogr,) > 20,2 for a
constant ¢; > 1 or if M2o,2 > (V2 + covp/2logyy,) for
some cz > 0, then the conclusion (62) will not hold.

Proof: Denote A\, = A0, 1.~ Given that we focus on

the tuning regime A\, — oo and A, < pu,, the result (60)
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continues to hold here:

sup
0€O (kn,mn)

= no? - [(1 — €)M, 0) + €n (:\i —2Xn\/2l0g A
+0(Any/log ;\n))] .

Hence, we define
AR =(1 = e)ri(X,0) + € [ 32

— 2\ 210g)\+0()\\/10@)},

where the notation o(-) is understood as A — oo. We proved

before that A(vy,) = €,(v2 — (2 + o(1))vn\v/2log vy,). Now
we consider four different regions for A, (when n is large):

e Case A2 < 12 — 2 clog(v,/V/2r) for some constant
¢ > 1. Equation (61) implies

A(An) = (1= €)rm(An,0)
(1—en)ru ((yg —9 clog(un/Zﬂ)>1/2 ,o)
= 2+ o) (-2 clog(un/277))1/2

b ((yg ) clog(yn/\/%)fm)
2ol V2 — 2clog 2
- T Var P (‘ 2 )
-0 <6n(l/n)1+c) .

Note that A(\,)
satisfy (62). ~

e Case 12 — 2 ¢y log(v,/V271) < A2 <12 — cyloglogryy,
for any constant ¢c; < 1 and some constant ¢z > 1. Since
)\% < 1/,21 — cologlogv,, the same argument as in the
previous case gives

Eo || s (y, An) — 9H§

(63)

Y%

= w(A(v,)), and hence X, does not

(1= e)ru(in, 0) > 2;%1) <eny,,, (Viogvn V)) .

(64)

Moreover, using the upper and lower bounds we set for
An, We obtain

()\ 93/2l0g A, + 0 (xm/log A))

2up/2log vy,

Y

- v
€n |V, —2c11log — —
_ 1 10g o

+ o0 (Vn\/log Vn):|
I/,QL —2up\/2logu, + 0 (l/n\/log I/n)] . (65
Combining (64)-(65) yields

A(N) = a2 + van/2logn ( — 2+ o(1)

+ 20 (o).

= 67’7,
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Since ¢; > 1, it is clear that A(X,) — A(vn) =
Q(envnv/logvy,). Therefore, this choice of A, does not
satisfy (62). _

o Case 1/721 —c1loglogy, < )\% < VE + covpv/2log v, for
some constant ¢; < 1 and every co > 0. With the lower
bound of )\, similar calculations as in the previous two
cases lead to

- 1/2
(1 —e)ra(An,0) <rpgy ((VZ - loglogz/n) ,O)
=0 (enyn (\/logyn)q> .

Furthermore, the upper and lower bounds of }n for some
c1 < 1 and every co > 0 imply that \2 — v2 =

n
o(vnv/log vy,). Thus,
€n (5\% — 25\n\/ 2log5\n +o0 (5\"\/ 2log 5\n>>

2logv, + o (Vn\/log 1/n>) .
Putting together the above two results into (63), we have
A(S\n) <® (enyn (\/log yn) 1)
(1/ — 2vup/2logu, + 0 (z/n\/log yn)>
( (2+0(1)) n\/21ogun>.
Thus, A(\,) < A(v,) + 0(€pvn/T0g 1y, ), and A, satis-
fies (62).
o Case A2 > v2 + cvp/2log vy, for some constant ¢ > 0.
We only need consider \,, = (1 4 o(1))v,,, because for

larger values of \,, (63) implies that A(\,)/A(vy,) >
1 for large n. When \,, = (1 + o(1))v,,, we have

AGw) > e (A o3/2108 A,
+ 0(:\n\/210g5\n)>
> € (VEL - (2 - C)Vn V QIOgVn
+ o(un\/210gun)>.

Since ¢ > 0, the above implies that AN — A(vy) =
Q(epvnv/logry,). Hence A, does not satisfy (62).

O
3) Lower Bound: As in the proof of lower bound in Theo-
rems 3-5, we will apply Theorem 9 and utilize the independent
block prior that is first described in Section V-B2. To simplify
the calculations a bit here, we will use the block prior with
one minor modification: adopting the notation from Section V-
B2, the spike prior 7%’ in use is now changed to a one-sided
spike prior:

1

O = pey) = —, 1<i<m, (66)
m
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where p € (0, ). The key is to calculate the Bayes risk
B(mlg™) and obtain a result like Lemma 3. To this end,
we first mention a lemma that will become useful later in
the proof.

i.1.d
~Y

Lemma 18: Let z1,...,%m N(0,1) and v,, =

v/2logm. Suppose 2u > v, and 6 < ®(v;,, — p). Then
16_%”2 Z€HZj S K}
j=1
1 1 1 1 2
+ 5 67(/—‘71’771) .
V2mvm, V2T [@(Vm — /.L) — 5] 2 — v,

Proof: Define the notation:

— oMz X —
ij = ¢ 7y Xm] - ijI Xomj<ervm),
J

m
Sm = Zija m - ZX'mj7
j=1 j=1

ay, = ES,, = met /2¢(Vm — 1.
Then
P(mfl -0 Ze“zj < 5)
j=1
= P{am — S, > [<I>(1/m —p) — 5] me2# }
_ P(am—Sm Zt),
eHVm
where ¢ := [® (v, — p) — 0] - mez’ ~Hm _Clearly,
m—Sm G g’rn — Qm
P (eWm zt) <P (S # Sm) +P | >t

For the following calculation, we will use Gaussian tail bound
1 — ®(x) < 27 t¢(x) for z > 0. To obtain a proper upper
bound for the first term, we note that

P (S # Sm) < P (UPi{Kons # Xons})

m
P (Xm] > GNV'"L) = Z]P’ (e“zj > e.ul/'m)
1 j=1

V) < T $(m) =

Um vV 2w Um
For the second term, we use Chebyshev’s inequality and the
fact that a,,, = ES,, and Var(X) < EX?2,

<

9

J

=m(l—d(

Sm — am

eHVm

P >t <t 2e 2 E(S,, — am)?

IN

(tetm) 2y "EX}
j=1

_ 1 (N S

" [2(m — ) — 8] V2T 2=

The last inequality is based on the following calculation:

_ 2
EXiJ:E(e“ZfI(euzjgeuum>) = / e p(2)dz
<Upm
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e21” =3 (2u—vm)*

V) < —F—
n)) 5 2

1.2
—sv. 2uv
e 2"m 7717

= (1—D(2u —

11
V2 2p— v,

and
1 1
tepym —2m. e 2 m+2/tl/m
( ) vV 2 2N — VUm
_ D WSS S SR N
[® (v — 1) — 0] V27 24— Vi
_ 1 . 1 1 e_(#_ym)2.
(@ (v — ) — 6] V2m 20— v
]

We are now ready to calculate the Bayes risk B(wly’

the following lemma.
Lemma 19: Let v,, = +/2logm and p = vy,_1 —
) satisfies

\/21og vy —1. As m — oo, the Bayes risk B(r
B(ng™) 2 vy, = 2m/210g v (14 0(1)) .

Proof:  For the one-sided spike prior 7™ introduced
in (66), doing similar calculations as in the proof of Lemma

2, we can obtain the expression for the Bayes risk:

B(Tr?m) = /'LQ]E/L€1 (pm - 1)2 + (m
2#2 - 2N2Eue1p7m

") in

- 1):u2EH€2p$n
(67)

ehYL

where p,, = S e E,e, () is taken with respect to y ~
N (ueq,I) and ]E,wz() for y ~ N (uea, I). Now the goal is
to upper bound E, ., p,,. We have

E E et (ptz1) 4
peiPm = 2]751 erzi 4 ep(,quzl)
E (m — 1)~ ebn®um
S (m— ) lentt A — 1) e B Y ens
(68)
where z1,...,2Zm i N(0,1). Define the following two
events:

=i

Fo={m—1)te 2" S e > 5},

J#1

where 6 and M are two positive constants to be determined
later. Since the ratio inside the expectation of (68) is smaller
than one, and on the event F; N F5 it is smaller than ﬁ?
we can continue from (68) to obtain

+ P(FY) + P(Fs).

E;Lelpm > (69)

1
M-
Hence, we aim to find upper bounds for P(FY) and P(F%). For
the first probability, using Gaussian tail bound that 1 —®(z) <

L¢(z) for x> 0, and that e’m-1/2 = m — 1, we have
P(FS) = P ((m —1)emmiomE < M)

11 M
=P ——p——log——
(Z> 2" T % m 1)
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2p
1 1

<
- —%logM—}—i(yz =) V2

Ll s 2 Ay
Rl W é(l/m—l_ﬂ)_logM = Un,

as long as v/>

1 1
=1-0 (—logM+ — 2 —uz))
u

2 —u? > 2log M. Regarding P(F5), if we limit
our choice of 0 < 0 < ®(vy,—1 — 1), then from Lemma 18,

1 1 1 1

P(F5) < +—=
2 \/% Vm—1 2m [(I)(l/m_l - ﬂ) - 5]2
. #6—(M—V7n71)2 = Us.
2//4 — VUm-—1

Now we set M = wv,,_1 and recall p = vp_1 —
\/210g V1. We will show that U; = o(v,,",) and Uy =
O(V;il). First, for Uy,

2

1 (1
%2 [2(%%@1 — ) - 10gM]

11 2
— [2(21/7”_1\/210g Vm—1 — 2log vpm—1) — log z/m_l}

1 2
= ﬁ |:Vm—1 V 2log V-1 — 210gym—1}
2
20/ 20y,
= Vi;lg_l log Um—1 — # (log V7n—1)3/2

2
+ P (log l/m,l)2 > log vp—1 + 0(1),

where in the last inequality we used pu? < v2,_, (for large
m). Therefore,

1 [1¢,,2 2 2
efﬁ[f(ym—lfﬂ' )710gM] S V';Il_l (1 + 0(1)) ,

and
1
—plog M + 5. (vp,_y — 1i?)
1

% . (Vm,u/?log Vm—1 — 2log I/m,l)
2108 Um—_1)
< <\/210g Vm—1 — Ogyl) =o(1).

Vm—1

In combination,
Uy <o(1) - 1/;11_1 (1 + 0(1)) = o(y;ll_l).

For Us, we set § to be any fixed constant between (0, 1). Since
Vm—1 — 4 — 00, it holds that ®(v,,,—1 — ) — & > ¢ for
some constant ¢’ > 0, when m is large. Also, we have the
identity e~ (#=vm-1)" — ¢=2logrm_1 — =2 Qg the second
term in Uy is of order O(v, % |). Thus,

Uy — 1+0(1)
T \/27Tl/m,1.

Note that we have set M = v,,_;. Hence, 1/(M - §) =
O(1/vpm—1). Combining (69)-(71), we have

Euelpm S O(l/ymfl)

(70)

(71)
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Finally, the above together with (67) shows that

Br™) 2 i =220 (v,
=21 — 2Wp_14/210g V1 (14 0(1))
=12, — 2Upm\/2log v, (1+0(1)) .
O

Now, we aim to apply Lemma 19 to derive the minimax
lower bound. First note that in the current regime €, —

0, ttn, = w(v/logen '), the choice of yu with m = n/k, = ¢!
in Lemma 19 satisfies y# < g, when n is large. Thus, the
constructed block prior is supported on the parameter space
O(kn, i) so that we can use Equation (13) and Lemma 19
to conclude

R(O(kp,Tn),00)= 02 - R(O(kn, itn), 1) anai-B(Wg’m)
kno? - (V?n — 2/ 2log v (1 + 0(1))
= nai (2en log e;l — 2€,Vm/2log vy, (1 4+ 0(1)),

where v,,, = \/2logm = \/2loge, L.

%

J. Proof of Proposition 6

1) Roadmap of the Proof: Propositions 1 and 3 have derived
the supremum risk of optimally tuned soft thresholding in
Regimes (I) and (II) respectively. Proposition 6 continues to
obtain it in Regime (III). Hence, we will use some existing
results from the proof of Propositions 1 and 3 to simplify the
present proof. First of all, referring to Equations (14)-(17) in
the proof of Proposition 1, the supremum risk can be expressed
as

inf  sup  Eg |[As(y, A) — 9”2

A 96@(1%77%)

— 002 inf [(1-ea)End (2, \) +enBlis (2 + ns N)—pn)?],

=F(\)

with z ~ N(0,1). Define the optimal tuning A\, =
argminy~q F'(\). Then it is equivalent to prove

F(A\) =26 log eyt — (6 + o(1))en log vy,

where v, = \/2log e, L. To reach the above, we will first find
the tight upper bound for F(\.) in Section V-J2, and then
obtain the matching lower bound in Section V-J3. Before we
do these two parts, let us prove a lemma that provides an
approximation for F'(\). This approximation will help us in
the calculation of both the upper and lower bounds.

Lemma 20: Consider €, — 0, i, = w(y/loge, '), as n —
oo. If A — oo and p,, — A — 400, then

F() = 2(1 - e) [(14+2A)(1 = () = Ao(V)]
SRR 00 T
e [A LR PR VR A)]‘

Furthermore, when A is large, it holds that

C()\) < F(\) < D()),
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where
C(\) =2(1— &) - (; - i?) }en e a=X) (72
2 (2 + O( )) o

and

D)) =€, {(1 —€n) \/%)\3

Proof: Throughout the proof, we will use the Gaussian
tail bound in Lemma 1 to do calculations. With the expression
of F(\) calculated in Equations (19)-(22), we have that as
A — 00, by, — A — +00,

F() =2(1 = e) - [(1423)(1 = (1) = A6V
ten {0014 [0 - ¥ = 1)1 8, - )
— ( + Nl = N)| - [( -N 1)
(1n = N)(pn + A }}

= 2(1 = ) [(1+X2)(1 = @A) = A6(N)]

2+ o(1))pin

m@b(ﬂn =N,

where in the last equation we have used 1 — ®(z) =
(l - w) ¢(x) as x — oo.

ez (=) 4 2y 1} . (T3)

: (1 - (I)(,Ufn +)\)) -

+ e, {A2+1

wAs A L 00, We obtain
(1+X) (1= 2(N) — Ap(N)

1 1 3 15 105
(1+)\2)</\/\3+)\ /\7+/\9>/\1¢(/\)

o (") = (22 WY on 0 ().
Thus,

F<A>=2<1—en>-(;—iﬁ{%o(;))

. 12 €n .e%(Vri—Az) +e, [)\2+1
\V 4T
(2 + o(1))fin

As a result, it is straightforward to verify that C'(A) and D())
defined in (72)-(73) provide lower and upper bounds for F'(\).
O

2) Upper Bound: Consider A = /v2 — 6log v, then A —

oo and p,, — A — oo. From Lemma 20,

F(A) <F(\) <D
= ¢ —€ 4 %(u —)\2) log A 2
= n{(l n)m [ SlogA] 1\ +1}
4+o0 9
= en{j—/%l)—i—)\ +1}—en 66nlog1/n( —|—0(1)).

(74)
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3) Lower Bound: We now derive a matching lower bound
for F'(\.). This requires a careful analysis of the order of the
optimal tuning \.. We break it down in several steps:

Step 1: First, we show that A\, — oo, i, — Ay — —00.
We will need the following lemma.

Lemma 21 (Lemma 8.3 in [3]): Define  rg(A, u) =
E(ijs(pu+2,A) — p)?, and 75 (A, p) = min{rs (X, 0) +p* 1+
A?}. For all A >0 and p € R,

Ts(A ) < rs(A p) < 7s(A p).

Suppose A\, — oo is not true. Then A\, < c¢ for some finite
constant ¢ > 0 (take a subsequence if necessary). Then, from
the definition of F'(\,) we have

F(A) > (1 - e)Eig(z,A) >
=Q(1) = w(e"LV’IQL)?

(1- en)Eﬁ%(z, c)

which contradicts with (74). Further suppose p,, — Ax — 400
is not true. Then A, > pu,, — c for some finite constant c (take
a subsequence if necessary). From Lemma 21 we obtain for
large n,

1
F(A) = enrs(Ae, pin) = §€n min(ui,)&)

1
> *Enﬂi = W(E7LV72L)7

where we used g, = w(yv/2logen') = w(vy,). The same

contradiction arises.

Step 2: We next claim that A, = (1 + o(1))v,,. Otherwise,
A = (c+0(1))v, for some constant ¢ # 1 (take a subsequence
if necessary). For ¢ > 1, given that we have proved A\, —

00, by, — Ax — 400, we can apply Lemma 20 to reach

(2+ o(1))pin B
(Mn — /\*)2 ¢(Nn )\*)

= eaAi(1+0(1)) = (¢ +0(1)) - €nry

F\) > e | M2 +1—

This contradicts with (74). For ¢ < 1, we have the same
contradiction by applying Lemma 20 again:

_ 44 0(1)

AN+ enA2(1 4+ 0(1)) = wle,v?).
Here, the last inequality holds because A\, < (1 — ~)v, for
some constant v € (0,1) when n is large, so that

1 —§ < 1 _a=n? 2
—e > ————e
A (1=7)%;
1 2\ 2
e — = = vn 2
=e€, —€ = w(env;).
(1 =)

Step 3: Finally, we prove that 1/ — A2 =(6+0(1))log .
Suppose this is not true. Then v2 — )\2 = (¢ + o(1))log v,
for some ¢ # 6 (take a subsequence if necessary). Since we
have proved A. = (1 + o(1))v,, we can use the lower bound
in Lemma 20 and simplify it to

(4+ 0(1))e, e2@Wa=2)
V2 A2
+ en(Ai +1+ 0(1)).

FOW) > O\ =

(75)
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For the case ¢ > 6, since

L 1020

Fe L(w2-22—6logv,)+3log 4 _ @
*

1%

=e o

with & = <=02e) ~ 0, (75) implies that
F(\) > 0(entl) + env? — (¢ + 0(1))ey, log vp,

contradicting with (74). Regarding the case ¢ < 6, (75) directly
leads to

F(A\) > envy — (e + 0(1))en log vy + (1 + o(1))ép.

No mater what value ¢ € [—00,6) takes, the above lower
bound is larger than the upper bound in (74), resulting in the
same contradiction.

Now that we have derived the accurate order information
for Az A2 =12 — (6 + o(1)) log v,,, we can plug it into (75)
to obtain the sharp lower bound:

FO\) > e, (ug — (6 + o(1)) log yn).

K. Proof of Proposition 7

Using the simple form of #j.(y,\), the calculation is
straightforward:

Eo |7z (y, A) — 6|13

n 2

1

= inf sup [Ey E (y2 —92-)
A 0€O(ky,, ) i=1 1+ A

n )\ 2 1 2
— b s A 9?+<> 2
o S H(5s) %+ () 0

inf  sup
A 0€O(kn,n)

i=1

_ Nk, 12 + no? _ nolenu?

N (142 L+ epu2’
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