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Abstract

Storage area networks (SANs) are a widely used and dependable solution for data storage. Nevertheless, the occurrence of
cascading failures caused by overloading has emerged as a significant risk to the reliability of SANs, impeding the delivery of the
desired quality of service to users. This paper makes contributions by proposing both static and dynamic load-triggered
redistribution strategies to alleviate the cascading failure risk during the mission time. Two types of node selection rules,
respectively based on the load level and node reliability, are studied and compared. Based on the SAN component reliability
evaluation using the accelerated failure-time model under the power law, the SAN reliability is evaluated using binary decision
diagrams. A detailed case study of a mesh SAN is conducted to compare the performance of different cascading failure
mitigation schemes using criteria of SAN reliability improvement ratio and resulting SAN reliability after the mitigation.

Keywords- Cascading failure, Dynamic scheme, Load redistribution, Mitigation, Static scheme.

1. Introduction

The rapid growth in the Internet of Things and telecommuting has induced big data and related storage
issues (Jacob & Prakash, 2022; Hutanu et al., 2010). Storage area networks (SANs) have been adopted as
one of the dependable storage solutions by enterprises like NetApp, Tintri, and IBM (Garber, 2012).
SANs can provide any-to-any connections between servers and storage units within the network, leading
to benefits of high throughput, low latency, and concurrent access (Sharma et al., 2022; Xing et al., 2017).

A major threat to the robust operation of SANs is cascading failures, which take place when a single
incident causes a chain reaction, posing extensive damages to the system or even the environment (Li et
al., 2022a; Liu et al., 2022; Mishra et al., 2020; Nguyen et al., 2021; Xing, 2021). Major causes of
cascading failures include for example overload, device failures, human/operator mistakes, and
cyber/physical attacks. Particularly, when overloading incurs the failure of one system component, the
load of this failed component is reallocated to other available components, which may further incur
overloading on these components in a domino manner, causing the entire system to crash or the outage of
the service delivered by the system.
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Intensive efforts have been expended in modeling and alleviating cascading failures in power systems;
some studies were also found for high-performance computing systems. The cascading failure
mechanisms have been studied using simulations, self-organized critical models, and complex network
models (Bialek et al., 2016; Shi et al., 2010). The effects of cascading failures have been addressed in the
system reliability analysis using methods such as topological methods, combinatorial methods, state
space-based methods, and simulations (Xing, 2021). Different mitigation techniques based on source
identification (Huang et al., 2016), vulnerable component detection (Ed-daoui et al., 2019), dependence of
cascading failures on system operating (Liu et al., 2014) or topological (Dey et al, 2016) characteristics,
interdependencies (Rahnamay-Naeini and Hayat, 2016), and optimal resource allocation (Ghorbani-
Renani et al., 2020) have been put forward for power systems. Mitigation strategies based on redundant
capacity (Dang et al., 2023), dynamic healing mechanisms (Al-Aqqgad et al., 2023), resilience assessment
(Li et al., 2022b), and selecting restoration strategies (Zhou et al., 2021) have also been proposed for
different network systems. To the best of our knowledge, only little work has systematically researched
the mitigation of cascading failures for SAN systems from the reliability perspective. Particularly, based
on the investigation of loading on the SAN reliability in Lv and Xing (2021), load-redistribution based
mitigation schemes were studied by Lv et al. (2023) where the redistribution was triggered by the overall
SAN reliability dropping below a pre-defined level with the assumption that the loading of each SAN
component is fixed before each redistribution (only considering the SAN reliability variation as mission
time proceeds). This work aims to address the effects of changing loads and use load as a decision
parameter in the design of the mitigation schemes.

Specifically, this work makes contributions by proposing load redistribution-based cascading failure
mitigation schemes triggered by the overload of certain SAN switch (i.e., its workload reaches some
threshold defined by the scheme). Both static and dynamic schemes are considered, which use the same
fixed threshold and changing thresholds after each redistribution, respectively. The mitigation schemes
should specify the nodes engaged in the load redistribution. Two types of node selection rules,
respectively based on the load level and reliability of a node, are adopted. To demonstrate and compare
the performance of different cascading failure mitigation schemes proposed in this work, we analyze the
SAN component reliability using the accelerated failure-time model (AFTM) under the power law. We
further analyze the SAN reliability using binary decision diagrams under different mitigation schemes.
The comparisons are carried out using a detailed case study of a mesh SAN in terms of two objective
criteria: SAN reliability improvement ratio and the resulting SAN reliability.

The rest of the paper is structured as follows: Section 2 briefs the AFTM. Section 3 covers the load
redistribution mechanism under the proportional rule. Section 4 describes four mitigation schemes based
on the static and dynamic thresholds as well as the two node selection rules. Section 5 presents the
example mesh SAN system used in the case studies. Section 6 compares the different mitigation schemes
using the case study. Section 7 investigates the effects of the step value on the performance of the
proposed dynamic mitigation schemes. Section 8§ gives conclusions and points out several future research
problems.

2. The AFTM Model

We apply the AFTM to model the effects of workload on a device’s reliability behavior (Kay and
Kinnersley, 2002; Levitin and Amari, 2009). Specifically, under the AFTM, the reliability of a component
is a function of mission time ¢ and loading L as formulated in Equation (1).

R(t,L) = Ro(te(L)) (M

698 | Vol. 9, No. 4, 2024



Lyu et al.: Static and Dynamic Load-Triggered Cascading Failure Mitigation for Storage... gﬁgﬂsﬁ;g

In Equation (1), Ry denotes the baseline reliability function. ¢p(L) denotes a multiplicative factor that is
utilized for reflecting diverse stress levels under different workloads. For a single type of workload, ¢p(L)
under the power law is defined in Equation (2) with a being the effect parameter.

¢(L) = L% 2)

If the baseline time-to-failure follows the exponential distribution, according to Equation (1) and Equation
(2), the reliability function R(t, L), unreliability function F(t, L), and failure rate A(L) of a component
subject to workload L can be calculated as

F'(tL) _ ;4

R(t,L) = e = 7205 F(t 1) = 1 — e ™45 A(L) = T 25 = 172 3)

3. Load Redistribution Mechanism

The load is redistributed based on the node degrees (Wang et al., 2008). There are two ways: proportional
and inverse-proportional (Lv et al., 2023), where during the redistribution process, a SAN node with a
greater node degree tends to receive more workload under the proportional rule, but less under the
inverse-proportional rule. The proportional rule is adopted in this work and reviewed in this section.

Consider node & whose workload is to be redistributed. Let N, denote a set containing node & and all its
neighboring nodes. Consider any node j in the set Ni. Let d;denote the degree of node j. Then the weight
of node j € Nj, is given by Equation (4) (Harpel et al., 1997), where £ is a tunable parameter controlling
the strength of the initial workload. Note that the weight of node j € Ny, is simply 0.

@
[l =— 4
The actual workload reallocated from node & to node j is given as

Thereby, after the redistribution of node k’s workload, the updated workload of node j (different from
node k) is given by adding the extra workload from node £ to its original load L;, that is,

The updated workload of node & is given by
Lk = Aka (7)

When workloads of multiple nodes in set @ need to be redistributed simultaneously, by extending
Equation (6) we calculate the updated workload of any node j not belonging to ® after reallocating
workloads of all nodes in ® as

Li =L + YkeawALjy (3

and the updated load of any node & in @ as
Ly = ZyEGJ Aka ©)

4. Proposed Load Threshold-Triggered Mitigation Strategies

This section introduces load-triggered mitigation strategies, where in the event of a switch’s load
reaching a pre-defined threshold, we strategically reallocate the load from a set of nodes selected based
on certain rule. Two different selection rules are considered: load-sensitive and reliability-sensitive,
where nodes with the top u highest load levels and nodes with the top w lowest reliability values are
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chosen for load reallocation, respectively. With the load reallocation from those top vulnerable nodes,
the overloading and thus the risk of cascading failures can be effectively controlled.

In addition, we consider both static and dynamic load thresholds. Under the static type, a constant load
threshold is used for triggering the load reallocation during the entire mission time. Under the dynamic
type, the load threshold triggering the reallocation is dynamically adjusted after each load reallocation
procedure is carried out. In particular, in the case studies of Section 6 and Section 7, the threshold is
decreased by a constant step value s to be used for triggering the next load reallocation during the
mission.

Table 1 summarizes the mitigation strategies based on the two node selection rules (load-sensitive and
reliability-sensitive) and two types of thresholds (static and dynamic).

Table 1. Proposed load threshold-triggered mitigation strategies.

Reliability-sensitive Load-sensitive
Static Threshold Scheme 1 Scheme 2
Dynamic Threshold Scheme 3 Scheme 4

5. Illustrative Example
Figure 1 illustrates an example of a mesh SAN used for the comparative study of the proposed mitigation
schemes in Table 1. There are two servers (Sr1 and Sr») that are hosts providing data services as well as
two storage arrays (Sa; and Sa»). The SAN also contains five switches (Swi, Sw, Sws, Swa, Sws) that
facilitate any-to-any communications between the servers and the storage arrays.

Sr Sr2

D D P

Swil Sw2 Sw3

Gy G

Sal Sa2

Figure 1. A mesh SAN.

It is assumed that only switches participate in the load allocations. Thereby, a switch’s degree is defined
as the number of links connecting this switch to other switches excluding links to servers and storage
arrays. In the example SAN, the five switches have node degree of d.1=3, dsw2=4, dsw3=3, dws=4, and
dsw5=4-
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Table 2 gives the baseline failure rate A and initial load Ly applied for the five switches. Based on
technical specifications of products in the industry (EMC Corporation, 2009; DELL EMC Corporation,
2019; Simache and Kaaniche, 2005), the failure rates of the servers (Sri, Sr2) and storage arrays (Sai, Saz)
are assumed to be 4.756469781e-11 per hour in this work (Lv and Xing, 2021).

Table 2. Baseline failure rate and initial load for the five switches.

Switch Failure rate 4 (per hour) Initial load Lo
Swi 3.0e-6 15
Sw, 5.0e-6 50
Sws 3.0e-5 5
Swy 3.0e-6 1
Sws 3.5e-6 8

The SAN reliability is used as the key performance metric for comparing the proposed mitigation
strategies, which is defined as the probability that at least one server can communicate with at least one
storage array through an operational path formed by the switches. As the SAN reliability modeling and
analysis are not contributions of this work, we only highlight the key model and concept to make the
paper self-contained. Readers may refer to Lv et al. (2023) and Xing et al. (2014) for the detailed
reliability analysis.

The example SAN can be modeled using the fault tree of Figure 2, where the SAN failure can be
attributed to the server failure, the storage array failure and the path failure. The server failure takes place
when both Sr; and Sr, are down; each server is down if the server itself fails or the switches providing the
connection of the server to the rest of the SAN are down. Similarly, the storage array failure takes place
when both Sa; and Sa are down; each storage array is down if the array itself fails or the switches
providing the connection of the array to the rest of the SAN are down. The path failure takes place if Swi,
Sw», and Swjs all fail or Sws, Sws, and Swsall fail. The fault tree in Figure 2 can be converted to the binary
decision diagram (Xing and Amari, 2015; Xing and Dugan, 2002), which is then evaluated to obtain the
SAN unreliability as Equation (16) of Lv et al. (2023). This equation is used in later sections for the SAN
reliability assessment.

SAN Failure

Figure 2. Fault tree of the example mesh SAN.
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6. Performance Comparisons

This section evaluates and compares the performance of the proposed mitigation schemes in Table 1.
During the studies, the load on Sw;, serves as the triggering condition with the threshold of 50 in the static-
threshold scheme (i.e., scheme 1 and scheme 2). In the dynamic-threshold schemes (i.e., scheme 3 and
scheme 4), the value of s is 5, that is, after each reallocation, the load threshold of Sw» for triggering the
next load redistribution is decreased by 5.

6.1 Scheme 1

To study the SAN reliability behavior under scheme 1, we increase the load of Sw, from 0 to 50 as
mission time ¢ proceeds based on the function in Equation (10) while using the initial load values in
Table 2 for all other switches.

Lgy, = 0.05 x ¢t (10)

At t; = 1000h, the load of Sw» reaches the threshold of 50, triggering the load redistribution. After the
redistribution, Sw»’s load drops to 16.44. Similarly, following the same function Equation (10) more load
is added to Sw» until its load reaches 50 again at &, = 1671h, triggering the second load redistribution.
After this redistribution, Sw»’s load drops to 19.03. Then again according to Equation (10) more load is
added to Sw» until its load reaches 50 again at #3 = 2290h, triggering the third load redistribution. After
this redistribution, Sw-’s load drops to 23.02.

Figure 3 illustrates the load changes of Sw> and the SAN reliability as the mission time proceeds. Table 3
summarizes the load values of the five switches as well as the SAN reliability before and after each load
redistribution under scheme 1, where the switches with the top three lowest reliabilities are selected for
each load redistribution. During the first redistribution, Swi, Sw» and Sws are selected; during the second
redistribution, Sw», Sws; and Sws are selected; during the third redistribution, Sw», Sws and Swy are selected
(as highlighted in Table 3). The updated load values are evaluated using the formula of Section 3. The
switch reliabilities are evaluated using Equation (3), and the entire SAN reliability is evaluated using
Equation (16) of Lv et al. (2023).

_— ; r : T T T T T 160
\'\ R
0.9 e e i | L

# ]

0 500 1000 1500 2000 2500 3000 3500 4000 4500 SDD:EI

Figure 3. The changes of SAN reliability and load of Sw> under scheme 1.
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6.2 Scheme 2

Similarly, to study the SAN reliability behavior under scheme 2, we increase the load of Sw» from 0 to 50
as mission time ¢ proceeds based on Equation (10) while using the initial load values in Table 2 for all
other switches. At #1=1000h, the load of Sw reaches the threshold of 50, triggering the load redistribution.
After the redistribution, Sw»’s load drops to 16.89. Then, following Equation (10) more load is added to
Swy until its load reaches 50 again at #, = 1663h, triggering the second load redistribution. After this
redistribution, Sw,’s load drops to 18.84. Then again according to Equation (10) more load is added to
Sw» until its load reaches 50 at 3 =2286h, triggering the third load redistribution. After this redistribution,
Sw,’s load drops to 25.93.

Figure 4 illustrates the load changes of Sw», and the SAN reliability as the mission time proceeds. Table 4
summarizes the load values of the five switches as well as the SAN reliability before and after each load
redistribution under scheme 2, where the switches with the top three highest loads are selected for each
load redistribution. During the first redistribution, Swi, Sw» and Sws are selected; during the second
redistribution, Sw», Sws and Sws are selected; during the third redistribution, Swi, Sw» and Sws are selected
(as highlighted in Table 4).

Table 3. Load and reliabilities of all the switches and the entire SAN under scheme 1.

Before redistribution

t;=1000h t,=1671h t;=2290h

Load Reliability Load Reliability Load Reliability
Swy 15 0.9560405 11.33 0.9448019 23.74 0.8495677
Swy 50 0.7791900 50 0.6589971 50 0.5646931
Sw; 5 0.8608370 9.33 0.6265041 14.27 0.3752358
Swy 1 0.9970074 17.44 0.9163136 36.48 0.7784236
Sws 8 0.9724155 24.44 0.9083570 19.03 0.8585798
Ry 0.9692600 0.8698263 0.7069741

After redistribution

Load Reliability Load Reliability Load Reliability
Swy 11.33 0.9666043 23.74 0.8878601 38.15 0.7695110
Sw, 16.44 0.9213730 19.03 0.8534225 23.02 0.7847972
Sw; 9.33 0.7559953 14.27 0.4891280 17.27 0.3055126
Sw,y 17.44 0.9490621 36.48 0.8329785 23.02 0.8537628
Sws 24.44 0.9180806 19.03 0.8947217 42.06 0.7139603
Ry 0.9797991 0.9162827 0.8229352

Rsys

— — —Lsw2| 4 160
7

120

0 500 1000 1500 2000 2500 3000 3500 4000 4500 EDDlElD

Figure 4. The changes of SAN reliability and load of Sw»> under scheme 2.
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6.3 Scheme 3

To study the SAN reliability behavior under the dynamic scheme 3, we increase the load of Sw» from 0 to
50 as mission time ¢ proceeds based on Equation (10) while using the initial load values in Table 2 for all
other switches. At #; = 1000h, the load of Sw» reaches the initial threshold of 50, triggering the load
redistribution. After the redistribution, Sw>’s load drops to 16.44. Following Equation (10), more load is
added to Sw» until its load reaches the new threshold (50-s) =45 at to= 1571h, triggering the second load
redistribution. After this redistribution, Sw»’s load drops to 17.92. Then more load is added to Sw» until its
load reaches the next new threshold (45-s) =40 at 3= 2013h, triggering the third load redistribution. After
this redistribution, Sw-’s load drops to 20.33.

Figure 5 illustrates the load changes of Sw», and the SAN reliability as the mission time proceeds. Table 5
summarizes the load values of the five switches as well as the SAN reliability before and after each load
redistribution under scheme 3, where the switches with the top three lowest reliabilities are selected for
each load redistribution. During the first redistribution, Swi, Sw» and Sws are selected; during the second
redistribution, Sw», Sws; and Sws are selected; during the third redistribution, Sw», Sws and Swy are selected
(as highlighted in Table 5).

Table 4. Load and reliabilities of all the switches and the entire SAN under scheme 2.

Before redistribution

t,=1000h ,=1663h t;=2286h
Load Reliability Load Reliability Load Reliability
Swy 15 0.9560405 12.67 0.9387970 26.80 0.8321949
Sw, 50 0.7791900 50 0.6600711 50 0.5652095
Sws 5 0.8608370 14.67 0.4812925 28.80 0.1389021
Sw, 1 0.9970074 17.89 0.9146681 18.84 0.8788467
Sws 8 0.9724155 16.88 0.9064289 18.84 0.8601324
Ry 0.9692600 0.8196209 0.6120918
After redistribution
Load Reliability Load Reliability Load Reliability
Swi 12.67 0.9627495 26.80 0.8729977 13.69 0.9104077
Sw, 16.89 0.9193299 18.84 0.8557942 25.93 0.7439769
Sws 14.67 0.6443199 28.80 0.2379289 14.09 0.3805844
Swy 17.89 0.9477988 18.84 0.9103430 44.71 0.7356986
Sws 16.88 0.9426578 18.84 0.8962020 44.77 0.6990098
Ryvs 0.9702458 0.8828703 0.7932698
1 . 18
.
0.9r — — —Lsw2 | { 180
0.8 g
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Figure 5. The changes of SAN reliability and load of Sw»> under scheme 3.
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6.4 Scheme 4

Similarly, to study the reliability behavior under the dynamic scheme 4, we increase the load of Sw, from
0 to 50 as mission time ¢ proceeds based on Equation (10) while using initial load value in Table 2 for all
other switches. At #; = 1000h, the load of Sw» reaches the initial threshold of 50, triggering the load
redistribution. After the redistribution, Sw>’s load drops to 16.89. Following Equation (10), more load is
added to Sw» until its load reaches the new threshold 45 at # = 1562h, triggering the second load
redistribution. After this redistribution, Sw»’s load drops to 17.73. Then more load is added to Sw» until its
load reaches the next new threshold 40 at 3 = 2008h, triggering the third load redistribution. After this
redistribution, Sw»’s load drops to 23.27.

Figure 6 illustrates the load changes of Sw» and the SAN reliability as the mission time proceeds. Table 6
summarizes the load values of the five switches as well as the SAN reliability before and after each load
redistribution under scheme 4, where the switches with the top three highest loads are selected for each
load redistribution. During the first redistribution, Swi, Sw» and Sws are selected; during the second
redistribution, Sw», Sws and Sws are selected; during the third redistribution, Swi, Sw» and Sws are selected
(as highlighted in Table 6).

Table 5. Load and reliabilities of all the switches and the entire SAN under scheme 3.

Before redistribution

t; =1000h t, =1571h t;=2013h

Load Reliability Load Reliability Load Reliability
Swl 15 0.9560405 11.33 0.9480197 2291 0.8708643
Sw2 50 0.7791900 45 0.7027080 40 0.6689084
Sw3 5 0.8608370 9.333 0.6442941 13.44 0.4442876
Swd 1 0.9970074 17.44 0.9211215 35.36 0.8077798
Sw5 8 0.9724155 24.44 0.8743083 17.92 0.8814389
Rsys 0.9692600 11.33 0.8907794 0.8038852

After redistribution

Load Reliability Load Reliability Load Reliability
Swi 11.33 0.9666044 2291 0.8977285 35.47 0.8072784
Sw2 16.44 0.9213731 17.92 0.8691085 20.33 0.8154317
Sw3 9.33 0.7559954 13.44 0.5309652 15.25 0.3983466
Sw4 17.44 0.9490621 35.37 0.8465626 20.33 0.8845074
Sws 24.44 0.9180807 17.92 0.9062176 38.25 0.7638544
Rsys 0.9797992 0.9319484 0.8731286

1] 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

Figure 6. The changes of SAN reliability and load of Sw, under scheme 4.
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6.5 Comparisons and Discussions

As demonstrated in Figures 3-6, the SAN reliability may be improved significantly after each load
reallocation process under the four proposed mitigation schemes. However, the effectiveness of the
proposed schemes may be different and is compared in this section.

Table 6. Load and reliabilities of all the switches and the entire SAN under scheme 4.

Before redistribution

t;=1000h t,=1562h t;=2008h

Load Reliability Load Reliability Load Reliability
Swy 15 0.9560405 12.67 0.9424070 25.96 0.8552829
Sw, 50 0.7791900 45 0.7041612 40 0.6695274
Sws 5 0.8608370 14.67 0.5031636 27.96 0.1856950
Swy 1 0.9970074 17.89 0.9196394 17.73 0.8987569
Sws 8 0.9724155 16.88 0.9118567 17.73 0.8829090
Ry 0.9692600 0.8498434 0.7217029

After redistribution

Load Reliability Load Reliability Load Reliability
Swy 12.67 0.9627495 25.96 0.8855162 11.86 0.9310851
Sw, 16.89 0.9193299 17.73 0.8711162 23.27 0.7921504
Sw; 14.67 0.6443199 27.96 0.2699535 12.26 0.4780070
Swy 17.89 0.9477988 17.73 0.9203308 40.99 0.7812609
Sws 16.88 0.9426578 17.73 0.9076839 40.99 0.7497712
Ry 0.9702458 0.9006188 0.8633420

6.5.1 Comparisons using Reliability Improvement Ratio

To evaluate and compare the effectiveness of different schemes, we calculate the average of SAN
reliability improvement ratio (IR) based on Equation (11), where n denotes the number of load
redistributions triggered, /R; denotes the improvement ratio of redistribution i, AR; and BR; denote the
SAN reliability after and before redistribution 7, respectively.

1 1 AR;—BR;
IRaverage == Ln=1IRi = ?=1 [;—Rll] (11)
Table 7 summaries the value of IR for each redistribution as well as the average IR value over the three
redistributions (i.e., n=3).

Table 7. IR comparison.

Scheme 1 Scheme 2 Scheme 3 Scheme 4
IR, 0.0108 0.0010 0.0108 0.0010
IR, 0.0550 0.0772 0.0462 0.0598
IR; 0.1595 0.2960 0.0861 0.1962
IRqverage 0.0751 0.1247 0.0476 0.0857

Comparing the values of /Raverage under scheme 1 (0.0751) and scheme 3 (0.0476), it can be observed that
the mitigation scheme using the static threshold outperforms the mitigation scheme using the dynamic
threshold under the reliability-sensitive node selection rule. Comparing the values of IRayerage under
scheme 2 (0.1247) and scheme 4 (0.0857), it can be observed that the mitigation scheme using the static
threshold also outperforms the mitigation scheme using the dynamic threshold under the load-sensitive
node selection rule.

Comparing the values of /Raverage under scheme 1 (0.0751) and scheme 2 (0.1247), it can be observed that

the load-sensitive selection rule outperforms the reliability-sensitive selection rule under the mitigation
schemes using the static threshold. Comparing the values of /Rayerage Under scheme 3 (0.0476) and scheme
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4 (0.0857), it can be observed that the load-sensitive selection rule also outperforms the reliability-
sensitive selection rule under the mitigation schemes using the dynamic threshold.

Based on the above comparisons, it can be concluded that in terms of /Raverage the mitigation scheme using
the static threshold always outperforms the mitigation scheme using the dynamic threshold regardless of
the selection rule adopted, and the load-sensitive selection rule always outperforms the reliability-
sensitive selection rule.

6.5.2 Comparisons using SAN Reliability
To further evaluate and compare the effectiveness of different schemes, we present the SAN reliability
values under different schemes at several common mission times.

To compare the performance of the two different node selection rules, we calculate the SAN reliability at
t = 2286h under static scheme 1 (0.7112488) and scheme 2 (0.7932698), and at # = 2008h under dynamic

scheme 3 (0.8055559) and scheme 4 (0.8633420). Under both static and dynamic threshold schemes, the
load-sensitive selection rule outperforms the reliability-sensitive selection rule.

To compare the performance of the static and dynamic threshold mitigation schemes, we calculate the
SAN reliability at # = 2013h under scheme 1 (0.8104713) and scheme 3 (0.8731286), and at £ = 2008h
under scheme 2 (0.7396682) and scheme 4 (0.8633420). Under both reliability-sensitive and load-
sensitive node selection rules, the mitigation scheme using the dynamic threshold outperforms the
mitigation scheme using the static threshold in terms of the resulting SAN reliability.

7. Effects of Step Value in Dynamic Threshold Mitigation Schemes
To study the effect of the step value (i.e., the value of s) on the performance of the mitigation schemes
using dynamic thresholds, we perform the numerical studies using a different step value s = 10 in this
section and compare the results with those in Section 6. where, s = 5 is used.

7.1 Dynamic Scheme 3 with s =10

Similar to Section 6, we increase the load of Sw, from 0 to 50 as mission time ¢ proceeds based on
Equation (10) while using initial load value in Table 2 for all other switches. At #; = 1000h, the load of
Sw reaches the initial threshold of 50, triggering the load redistribution. After the redistribution, Sw»’s
load drops to 16.44. Following Equation (10), more load is added to Sw» until its load reaches the new
threshold (50-s) =40 at #, = 1471h, triggering the second load redistribution. After this redistribution,
Sw»’s load drops to 16.81. Then more load is added to Sw» until its load reaches the next new threshold
(40-s) =30 at t3= 1735h, triggering the third load redistribution. After this redistribution, Sw>’s load drops
to 17.64.

Figure 7 illustrates the load changes of Sw> and the SAN reliability as the mission time proceeds. Table 8
summarizes the load values of the five switches as well as the SAN reliability before and after each load
redistribution under Scheme 3, where the switches with the top three lowest reliabilities are selected for
each load redistribution. During the first redistribution, Swi, Sw» and Sws are selected; during the second
redistribution, Sw», Sws and Sws are selected; during the third redistribution, Sw», Sws and Sws are selected
(as highlighted in Table 8).
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Figure 7. The changes of SAN reliability and load of Sw, under scheme 3 (s = 10).
Table 8. Load and reliabilities of all the switches and the entire SAN under scheme 3 (s=10).
Before redistribution
t,=1000h ,=1471h t;=1735h
Load Reliability Load Reliability Load Reliability
Swi 15 0.9560405 11.33 0.9512484 23.94 0.8829032
Sw, 50 0.7791900 40 0.7455809 30 0.7712427
Sws 5 0.8608370 9.333 0.6625893 12.61 0.5190073
Swy 1 0.9970074 17.44 0.9259547 34.25 0.8367826
Sws 8 0.9724155 24.44 0.8818206 16.81 0.9030123
R\ 0.9692600 0.9112403 0.8825592
After redistribution
Load Reliability Load Reliability Load Reliability
Swy 11.33 0.9666044 23.94 0.8998037 34.65 0.8350629
Sw, 16.44 0.9213731 16.81 0.8841000 17.64 0.8585490
Sws 9.33 0.7559954 12.61 0.5735061 13.23 0.5024534
Swy 17.44 0.9490621 34.25 0.8597948 17.64 0.9123177
Sws 24.44 0.9180807 16.81 0.9171476 34.45 0.8113298
Ryys 0.9797992 0.9456726 0.9215826

7.2 Dynamic Scheme 4 with s =10

Similarly, under scheme 4, we increase the load of Sw, from 0 to 50 as mission time ¢ proceeds based on

Equation (10) while using initial load value in Table 2 for all other switches. At #;= 1000h, the load of

Sw reaches the initial threshold of 50, triggering the load redistribution. After the redistribution, Sw»’s
load drops to 16.89. Following Equation (10), more load is added to Sw» until its load reaches the new
threshold 40 at #,= 1462h, triggering the second load redistribution. After this redistribution, Sw>’s load
drops to 16.61. Then more load is added to Sw» until its load reaches the next new threshold 30 at ;=
1730h, triggering the third load redistribution. After this redistribution, Sw»’s load drops to 20.60.

Figure 8 illustrates the load changes of Sw> and the SAN reliability as the mission time proceeds. Table 9
summarizes the load values of the five switches as well as the SAN reliability before and after each load
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redistribution under scheme 4, where the switches with the top three highest loads are selected for each
load redistribution. During the first redistribution, Swi, Sw» and Sws are selected; during the second
redistribution, Sw», Sws and Sws are selected; during the third redistribution, Swi, Sw» and Sws are selected
(as highlighted in Table 9).
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Figure 8. The changes of SAN reliability and load of Sw» under scheme 4 (s = 10).

Table 9. Load and reliabilities of all the switches and the entire SAN under scheme 4 (s = 10).

Before redistribution

t;=1000h t,=1462h t;=1730h

Load Reliability Load Reliability Load Reliability
Swi 15 0.9560405 12.67 0.9459950 25.13 0.8777904
Sw, 50 0.7791900 40 0.7469526 30 0.7717712
Sws 5 0.8608370 14.67 0.5257970 27.13 0.2448244
Swy 1 0.9970074 17.89 0.9245880 16.62 0.9174164
Sws 8 0.9724155 16.89 0.9172627 16.62 0.9043313
Ry 0.9692600 0.8770859 0.8218472

After redistribution

Load Reliability Load Reliability Load Reliability
Swy 12.67 0.9627495 25.13 0.8957059 10.03 0.9493246
Sw, 16.89 0.9193299 16.61 0.8860127 20.60 0.8372136
Sw; 14.67 0.6443199 27.13 0.3044977 10.43 0.5822864
Swy 17.89 0.9477988 16.62 0.9297556 37.22 0.8244334
Sws 16.89 0.9426578 16.62 0.9185376 37.22 0.7983283
Ry 0.9702458 0.9167890 0.9173340

7.3 Comparisons and Discussions

7.3.1 Comparisons using Reliability Improvement Ratio

Table 10 summarizes the values of /Raverage under different step values using scheme 3 and scheme 4. It
can be observed that as the step value increases, the performance of dynamic mitigation schemes becomes
worse or less effective in terms of the reliability improvement ratio. Comparing the values of /Raverage
under scheme 3 and scheme 4 with the same value of s, the dynamic mitigation schemes using the load-
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sensitive selection rule outperform the dynamic mitigation schemes using the reliability-sensitive
selection rule.
Table 10. IR comparison of schemes 3 and 4 under different step values.

Scheme 3 Scheme 4
s=5 s=10 s=5 s=10
IR, 0.0108 0.0109 0.0010 0.0011
IR, 0.0462 0.0377 0.0598 0.0453
IR; 0.0861 0.0442 0.1962 0.1162
IR verage 0.0476 0.0310 0.0857 0.0542

7.3.2 Comparisons using SAN Reliability

To further investigate the effects of the step value (i.e., the value of s), we calculate the SAN reliability at
t=1735 for s =5 (0.8897228) and s = 10 (0.9215826) under scheme 3 and the SAN reliability at t = 1730
for s =5 (0.8388160) and s = 10 (0.9173340) under scheme 4. It is clear that as the step value increases,
the dynamic schemes tend to perform more effectively in terms of the resulting SAN reliability.

8. Conclusion and Future Work

This paper suggests four types of load redistribution schemes triggered by the overload of certain switch
to mitigate the risk of cascading failures in SAN systems. Static and dynamic thresholds are considered
for triggering the load redistribution. Load-sensitive and reliability-sensitive rules are considered for
selecting nodes to participate in each load redistribution. A detailed case study of a mesh SAN has been
conducted to evaluate and compare the performance of the proposed mitigation schemes using criteria of
SAN reliability improvement ratio and the resulting SAN reliability.

It has been revealed from the case study that Equation (1) in terms of the average reliability improvement
ratio, the mitigation scheme using the static threshold always outperforms the mitigation scheme using the
dynamic threshold regardless of the node selection rule adopted; Equation (2) in terms of the resulting
SAN reliability, the mitigation scheme using the dynamic threshold outperforms the mitigation scheme
using the static threshold regardless of the node selection rule adopted; and Equation (3) in terms of both
the average reliability improvement ratio and the resulting SAN reliability, the load-sensitive selection
rule always outperforms the reliability-sensitive selection rule. For the mitigation schemes using dynamic
thresholds, the effects of the step value have also been investigated. It is revealed that as the step value
increases, the dynamic mitigation schemes become less effective in terms of the average reliability
improvement ratio but more effective in terms of the resulting SAN reliability.

In the future, based on the SAN reliability and other performance metrics (like throughput and response
time), we plan to explore comprehensive resilience metrics for SANs and investigate effective mitigation
schemes to build the resilience of SANs against cascading failures (Xing, 2020, 2024).
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