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Highlights: 27 

· Ozone production is faster in the morning than in the afternoon.  28 

· VOC-limited ozone production is frequent along the Connecticut coastline and in NYC. 29 

· Ozone production sensitivity to biogenic and anthropogenic VOC varies with season and 30 

time of day.  31 

· Greater ozone production is calculated using MCMv3.3.1 compared to CB6r2, though32 

both mechanisms exhibit similar NOx sensitivity.  33 

34 

Abstract:35 

Reducing ozone in the New York City (NYC) region requires understanding the nonlinearity of 36 

ozone production (PO3) and its sensitivity to volatile organic compounds (VOCs) and nitrogen 37 

oxides (NOx = NO2 + NO). Using observations from the Long Island Sound Tropospheric Ozone 38 

Study (LISTOS) in the late spring and summers of 2017-2019 and a 0-D box model, we test the 39 

sensitivity of PO3 to ozone precursors. PO3 is greater in the morning than the afternoon due to 40 

increased concentrations of NO2 and VOC. This diurnal variation in PO3 is enhanced in the late 41 

summer. Based on the model response of PO3 to changes in initial NO2, 14% of samples are within 42 

a VOC-limited regime. The metric LROx/LNOx, which compares the radical loss rates via self-43 

reaction to their reaction with NO2, indicates an additional 17% of samples are in transition 44 

between NOx and VOC-limited regimes (0.30 < LROx/LNOx < 1). We often find PO3 to be VOC-45 

limited in NYC and along the Connecticut coastline (I-95 corridor). In these samples, PO3 is most 46 

sensitive to isoprene, propene, and isopentane, and individual VOCs have strong diurnal and 47 

seasonal variations. We further compare PO3 calculations using the near explicit Master Chemical 48 

Mechanism (MCMv3.3.1) and Carbon Bond 6 revision 2 (CB6r2) for a more direct link to 49 

regulatory air quality models. Modeled PO3 is 20% greater in MCMv3.3.1, due largely to the 50 

speciation of VOC and organic peroxy radicals, however the bounds of LROx/LNOx used to 51 

determine the transition range between PO3 regimes remain the same. 52 

53 

Keywords: 54 

Air Quality; Long Island Sound Tropospheric Ozone Study (LISTOS); Framework for 0-D 55 

Atmospheric Modeling (F0AM); Ozone production; NOx; VOCs 56 

57 
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1. Introduction 64 

Surface ozone is responsible for one million premature deaths globally every year 65 

(Anenberg et al., 2010; Malley et al., 2017). Despite significant reductions in ozone precursors in 66 

recent decades, an estimated 120 million people live in areas that surpass the EPA’s national air 67 

quality standard for ozone of 70 ppb over an 8-hour average. There are 20 million people in the 68 

New York (NY)-New Jersey (NJ) -Connecticut (CT) region which is classified by the EPA as 69 

‘moderately’ out of attainment (EPA, 2023).70 

Ozone production (PO3) in the troposphere is driven by the oxidation of carbon monoxide 71 

(CO) and volatile organic compounds (VOCs) in the presence of nitrogen oxides (NO2 + NO = 72 

NOx). PO3 is nonlinear with respect to precursor concentrations due to the relative importance of 73 

radical termination reactions. In relatively low NOx environments (NOx-limited regime), radical 74 

self-reaction is the predominant termination step: 75 

                                                      HO2 + HO2 à H2O2 + O2                                                     (R1)76 

                                                      HO2 + RO2 à ROOH + O2                                                  (R2)77 

                                                      RO2 + RO2 à ROOR + O2                                                   (R3)78 

Under these conditions, lowering NOx concentrations will decrease PO3. In relatively high NOx 79 

environments (VOC-limited regime), the formation of nitric acid is the main terminating 80 

reaction: 81 

                                                   NO2 + OH + M à HNO3 + M                                                (R4)82 
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Under this regime, lowering NOx concentrations will increase PO3. The transition between 83 

regimes occurs when NOx decreases to the point where the rates of R1-R3 become greater than 84 

R4. 85 

Several metrics are available to classify the PO3 regime. The Empirical Kinetic Modeling 86 

Approach (EKMA) utilizes a 0-dimensional box model constrained by observations or estimated 87 

emissions of NOx and VOCs. Varying input concentrations or emissions in the model tests the 88 

sensitivity of PO3 to effectively map the NOx and VOC space. 89 

Another method involves comparing radical loss rates of self-reaction (LROx, sum of 90 

reactions R1-R3) to the reaction with NO2 (LNOx, reaction R4). If ozone production was only 91 

determined by radical destruction, the transition point would be where LROx/LNOx = 1. 92 

However, past studies have highlighted a discrepancy between these techniques. The value of 93 

NOx where LROx/LNOx = 1 is less than the value of NOx at the peak PO3 transition point 94 

determined by the EKMA isopleths. At the transition point on the EKMA curves, LROx/LNOx is 95 

estimated to be 0.37 by Kleinman et al., 2001. Schroeder et al., 2017 estimates this threshold to 96 

be 0.25-0.45 with a median of 0.35, based on observations from several U.S. urban areas. 97 

Effective NOx controls have transitioned much of the NYC region to a NOx-limited 98 

regime (He et al., 2020; Roberts et al., 2022). Complex and changing emission sources, however, 99 

challenge efforts to quantify spatial and temporal variations of PO3 in this region (Chen et al., 100 

2019). Anthropogenic emissions of NOx and VOCs are transported into the region via prevailing 101 

westerly winds (long range transport) or emitted directly from NYC (local emissions) and 102 

transported downwind. Local sources include industrial and manufacturing activity, energy 103 

production, traffic and volatile chemical products (personal care products, pesticides, paints, etc.) 104 

(McDonald et al., 2018; Gkatzelis et al., 2021; Coggon et al., 2021; Oliveira et al., 2023). 105 
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Biogenic VOCs (BVOC) also contribute to total atmospheric loadings in NYC from forested 106 

regions (Chen et al., 2019). Season and time of day affect the relative impact of BVOC (Ring et 107 

al., 2023). 108 

We use airborne observations of reactive gases acquired in and around NYC in the spring 109 

and summers of 2017-2019 to derive spatial and temporal patterns in ozone production. We 110 

constrain a box model with these observations to test the sensitivity of PO3 to changes in initial 111 

concentrations of NOx and individual VOCs. We compare this sensitivity between morning and 112 

afternoon samples as well as seasonal differences. With these results, we investigate the 113 

transition point between NOx and VOC-limited air samples using the slope of the PO3 curve and 114 

LROx/LNOx. We estimate PO3 using both nearly explicit and lumped mechanisms to investigate 115 

the differences in their respective RO2 and PO3 representation. This comparison puts our results 116 

into context with regulatory air quality modeling which utilizes lumped mechanisms. 117 

118 

2. Methods119 

2.1 Aircraft Observations120 

This study analyzes aircraft data from two flight campaigns. The Long Island Sound 121 

Tropospheric Ozone Study (LISTOS: https://www-air.larc.nasa.gov/missions/listos/) was a 122 

multi-agency project to investigate air quality within the NY metropolitan area during July and 123 

August 2018 and 2019. The Regional Atmospheric Measurement Modeling and Prediction 124 

Program (RAMMPP; http://www.atmos.umd.edu/~rammpp), led by the University of Maryland, 125 

is a long-term effort to study air quality in the Eastern United States through both in situ 126 
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observations and large-scale chemical modeling. We use RAMMPP data collected in May 2017 127 

within the same study domain as LISTOS (Fig. 1).128 

 129 

Figure 1: Location of the LISTOS whole air samples. Triangle markers indicate morning observations 130 

(before local noon), circles for the afternoon observations (after local noon). Green, red, and yellow are 131 

observations taken in May, July, and August, respectively. All observations are taken below 1.5 km. 132 

Flights utilized a CESSNA 402B aircraft equipped with in situ measurements of ozone, 133 

NO, NO2, CO, SO2, CH4, CO2, and meteorological parameters, including ambient temperature, 134 

relative humidity, pressure, wind speed and direction. A complete description of the aircraft 135 

instrumentation can be found in Ren et al. (2018). Some flights in 2018 and 2019 also included 136 

observations of formaldehyde (HCHO) from the NASA Compact Airborne Formaldehyde 137 

Experiment (CAFE) (St Clair et al., 2019). 138 

The whole air samples collected in canisters were analyzed for VOC concentrations 139 

offline with Gas Chromatography- Flame Ionization Detection or Mass Spectrometry. Table S1 140 

lists all reported VOCs. All continuously monitored state variables and chemical species were 141 

averaged over the whole air sampling window, typically spanning about two minutes. 142 
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A total of 118 samples were taken from 2017 to 2019 over the Long Island Sound (LIS) 143 

region; here we only consider the 107 samples that were accompanied by valid NO2 observations 144 

and within the domain of interest (Fig. 1). Of these, 34 were collected in the morning (before 145 

12:00 EDT) and 73 in the afternoon (after 12:00 EDT). All were collected at altitudes of 1.5 km 146 

or less. Simultaneous HCHO observations are available for 41 of 107 samples. 147 

148 

2.2 Box Model 149 

We use the Framework for 0-D Atmospheric Modeling (F0AM) version 3 (Wolfe et al., 150 

2016) to model PO3. Simulations are constrained to observations of temperature, pressure, 151 

relative humidity, CH4, NO2, NO, O3, SO2, and all measured VOCs except HCHO. Unobserved 152 

species are initialized at 0 ppb. HCHO observations are used for sensitivity tests as described in 153 

Supplemental Text S1 and are not included in the box model as they are not available for all 154 

samples.155 

Photolysis frequencies are estimated using F0AM’s “hybrid” parameterization, which 156 

combines solar spectra from the Tropospheric Ultraviolet and Visible Radiation Model (TUV) 157 

with quantum yields and cross sections from the IUPAC (Atkinson et al., 2004; Atkinson et al., 158 

2006) and JPL (Sander et al., 2011) databases. Given inputs of solar zenith angle (SZA), altitude, 159 

overhead ozone, and surface albedo, look up tables provide previously calculated photolysis 160 

frequencies (j values). We assume clear sky conditions and constant overhead ozone (325 DU) 161 

and surface albedo (0.2).162 

We utilize both the Master Chemical Mechanism version 3.3.1 (hereafter referred to as 163 

MCM; Jenkin et al., 2015) and Carbon Bond 6 version 2 (CB6r2; Hildebrandt Ruiz and 164 
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Yarwood, 2013) chemical mechanisms. We implement a subset of the full MCM including 165 

13,424 reactions and 4,475 species, tailored to available observations. CB6r2 contains 216 166 

reactions and 77 explicit species or families of species. Rate constants for reactions involving the 167 

families in CB6r2 are often based on the rate of a single, representative species (Gery et al., 168 

1989). We include CB6r2 for contrast with the explicit MCM and to more directly link the results 169 

to regulatory air quality models. Unless otherwise stated, results represent output from MCM-170 

based simulations. Some measured VOCs are not included in either chemical mechanism (Table 171 

S1). 172 

For each set of observations, we run F0AM for 24 hours at 15-minute time steps with 173 

photolysis frequencies evolving along the diurnal cycle. We initialize and hold all observed 174 

species constant. Total NOx is held constant while NO and NO2 are allowed to partition 175 

internally. A physical loss lifetime of 24 hours is applied to all species to prevent build-up of 176 

long-lived species. One day of model simulations may not be sufficient to reach full steady state 177 

in all cases, but model results and our conclusions do not change significantly for longer 178 

integration times. To test this, we extended the integration time to the point when OH, HO2, and 179 

HCHO reached convergence, defined as a day-to-day change of less than 0.1%. On average, this 180 

took four days of integration time and reduced PO3 by 6%.181 

This simulation framework is consistent with prior box model studies of PO3 and VOC 182 

chemistry (Crawford et al., 1999; Olson et al., 2001; Olson et al., 2004; Schroeder et al., 2016; 183 

Mazzuca et al., 2016; Marvin et al., 2017; Schroeder et al., 2017; Souri et al., 2020; Lindsay et 184 

al., 2022). Instantaneous PO3 is calculated at the end point of each model run. 185 

PO3 = kNO,HO2[NO][HO2] + ∑(ki[NO][RO2]i) -      186 
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          (kOH,O3[OH][O3] + kHO2,O3[O3][HO2] + kNO2,OH[NO2][OH] + ∑(ki[O3][VOC]i)+ j[O3])           (5)187 

where the first two terms are production terms and the last 5 are loss terms. We calculate 188 

LROx/LNOx using reactions R1- R4. OH reactivity (OHr) is defined as 189 

                                                                OHr = ∑ ki,OH[VOC]i                                                     (6)190 

where ki,OH is the rate constant for the reaction between hydroxyl (OH) and each individual VOC 191 

and [VOC]i is the corresponding concentration. 192 

Several sensitivity tests probe the response of PO3 to NOx and VOCs. To generate 193 

traditional PO3 curves as a function of NOx, we modify initial NO2 from 0.01 to 30 ppb while 194 

holding VOCs constant. Separately, we test local VOC sensitivity by changing the initial 195 

concentrations of VOCs by ±1% while holding NOx constant. 196 

197 

3. Results and Discussion 198 

3.1 PO3 Sensitivity to NOx199 

3.1.1 Transition Region 200 

Fig. 2 shows 107 PO3 curves individually generated from each sample by varying initial 201 

NO2. Median PO3 is represented as the bold blue line. On average, peak PO3 is 23 ppb/hr and 202 

occurs at a NO2 mixing ratio of 5.1 ppb. Median observed NO2 (black circle) is 1.8 ppb and 203 

corresponds to median PO3 of 13 ppb/hr. This value of PO3 corresponding to observed NO2 is 204 

hereafter referred to as ‘control PO3’. 205 

Based on d[PO3]/d[NO2] (henceforth referred to as the ‘slope’) at each observed NO2 206 

point, 92 samples (86%) are within NOx-limited regime and 15 samples (14%) are within VOC-207 
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limited regime, where NOx-limited is defined as a positive slope and VOC-limited is defined as a 208 

negative slope. There is a difference in the control PO3 between regimes; NOx-limited regimes 209 

have a median of 14.5 ppb/hr at the observed NO2 and VOC-limited regimes have a median of 210 

20.5 ppb/hr.211 

212 

Figure 2: Individual PO3 (ppb/hr) as a function of initial NO2 concentration (n=107). The bold blue line 213 

represents the median PO3 curve. Each line includes the observed NO2 (black/gray circle), LROx/LNOx = 214 

1 (yellow square), and LROx/LNOx = 0.30 (pink triangle). 215 

We use LROx/LNOx to investigate the magnitude of the PO3 response to changes in both 216 

VOCs and NOx. At the peak of the PO3 curves, LROx/LNOx ranges from 0.15 to 0.54 (Fig. S1) 217 

and has an average value of 0.30 (pink triangle). Schroeder et al., 2017 provides a range of 0.25-218 

0.45 for LROx/LNOx at peak PO3 using data over several years and multiple urban cities in the 219 

United States. Different VOC observations are likely responsible for the variation in average 220 

peak value. Despite the diverse environments, the value of LROx/LNOx at the peak PO3, does not 221 

drastically change. 222 
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LROx/LNOx is equal to one (yellow square) at NOx values below the peak of the PO3 223 

curve. This is the point at which the radical removal rates via peroxide and nitric acid formation 224 

are equal. The relationship between slope and LROx/LNOx is illustrated further in Fig. S2. We 225 

define the range 0.3 <= LROx/LNOx <= 1 as the “transition region” between NOx and VOC-226 

limited regimes. In this transition region, reductions in NOx and VOC both reduce PO3, but 227 

VOCs have a greater impact per molecule. In a sense, PO3 is neither NOx nor VOC-limited in 228 

this range. Using this definition, 17 observations (16%) are in transition. This method of defining 229 

transition emphasizes the importance of VOCs along with NOx in lowering ozone production and 230 

provides greater detail in defining the shift between NOx and VOC-limited regimes. 231 

232 

3.1.2 Spatial variability of PO3 regime  233 

Fig. 3 maps the designated PO3 regime as defined by LROx/LNOx (Fig. S3 shows a map 234 

of the PO3 regime as defined by the sign of the slope). As previously stated, most of the samples 235 

(73% based on LROx/LNOx) are in a NOx-limited regime (red circle). This is especially true 236 

over Long Island and the Long Island Sound. However, along the Hudson River and CT 237 

coastline (I-95 corridor), we find several samples with a VOC-limited regime (blue triangle) or 238 

in transition (white square). Transportation and other industrial activities emit sufficient NOx to 239 

sustain a VOC-limited regime. Coastal meteorology may also play a role due to the recirculation 240 

of marine air through sea breezes (Loughner et al., 2014; Mazzuca et al., 2017; Mazzuca et al., 241 

2019; Couillard et al., 2021). 242 

3.1.3 Diurnal and Seasonal Variability 243 
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Past studies show that PO3 is faster and more VOC-limited in the morning than afternoon 244 

due to a lower boundary layer in the morning which concentrates ozone precursors closer to the 245 

surface (Chen et al., 2010; Mao et al., 2010; Baier et al., 2015; Mazzuca et al., 2016; Strode et 246 

al., 2019; Ring et al., 2023). PO3 also increases in the later summer due to greater emissions of 247 

reactive BVOC (Coates et al., 2016).248 

 249 

Figure 3: Map of ozone production regime for each sample as classified by LROx/LNOx at observed 250 

NO2. Blue triangles represent a VOC-limited regime and red circles a NOx limited regime. The 251 

LROx/LNOx transition region between 0.30 and 1 is represented by white squares. 252 

In Fig. 4, PO3 is grouped by month and time of day (See Fig. S4 for only the AM and PM 253 

groupings). Here, the mean PO3 curves for the entire month (blue) as well as AM (purple) and 254 

PM (orange) are included. The mean observed NO2 values at their corresponding control PO3 are 255 

marked as black circles. 256 
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 257 

Figure 4: Mean PO3 in (a) May (n = 26), (b) July (n = 57), and (c) August (n = 24). Each month includes 258 

AM (purple), PM (orange) and all samples (blue). Observed NO2 are indicated by black circles.259 

Peak PO3 is greater in the morning than the afternoon for all months with August having 260 

the most apparent diurnal difference. Control PO3 is greater in the morning in the months of May 261 

and August while July has slightly higher control PO3 in the afternoon due to greater observed 262 

NO2 concentrations in this month. Photolysis frequency variability plays a minor role in these 263 

differences as flights typically occurred during daytime fair-weather conditions. Calculated jNO2 264 

and jO1D correlate poorly with PO3 (R
2 is 0.20 and 0.19, respectively). 265 

The proportion of VOC-limited PO3 samples is similar for both morning and afternoon. 266 

In the morning 5 of the samples are in a VOC-limited regime (14%) and in the afternoon 10 are 267 

in a VOC-limited regime (13%). Greater VOC concentrations in the morning shift the peak PO3 268 

upwards and towards higher NO2 values. While morning NO2 is on average greater than the 269 

afternoon, peak PO3 is not exceeded more frequently.  270 

May has the lowest potential for ozone production and is most likely to be in transition or 271 

in a VOC-limited regime. May exhibits the lowest peak PO3 (17ppb/hr) and based on the average 272 

observed NO2, most samples are near the maximum potential of PO3. There is greater peak PO3 273 

in the summer months; July and August have an average peak PO3 of 37 ppb/hr and 26 ppb/hr, 274 
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respectively. Increased isoprene emissions in the summer boosts total OH reactivity and (given 275 

sufficient NO2) increases potential PO3. However, these months are not experiencing their 276 

maximum potential of PO3 due to lower observed NO2. The average control PO3 is greatest in 277 

July (22 ppb/hr) while May and August have similar values (15 and 12 ppb/hr, respectively). 278 

Photolysis frequencies are similar across all months implying that solar radiation does not 279 

impact the seasonal pattern of modeled PO3 in this study. The median values of jNO2 for May, 280 

July, and August are 0.009, 0.011, and 0.011 s-1, respectively. Median values of jO1D are 1.9x10-
281 

5, 2.8 x10-5, and 2.3 x10-5 s-1 in the same order. Note that this is only an approximation of typical 282 

clear sky conditions for these periods. Median temperatures of the aircraft observations are 283 

similar in all months, 26.6ºC, 28.2ºC, and 25.8ºC suggesting that temperature-dependent reaction 284 

rate coefficients are also not likely to be driving the seasonal variation in PO3. 285 

May has the largest percentage of PO3 that is VOC-limited (27% based on slope) and in 286 

transition (19% using LROx/LNOx). For these cases, lowering VOC concentrations would lead to 287 

a greater reduction, per molecule, of PO3. On average, morning PO3 in May is VOC-limited 288 

while the afternoon is NOx-limited but near the transition. PO3 in July is mostly NOx-limited 289 

(14%), and in August is completely NOx-limited. These months have the highest isoprene 290 

emissions and total OH reactivity. These results highlight that ozone control strategies must 291 

consider seasonally varying chemistry. 292 

May observations were predominantly taken in the Long Island Sound and near the CT 293 

coast, while July and August samples were more concentrated over Long Island and NYC 294 

(Fig.1). Comparison of spatial subsets for each month suggests that averages are representative 295 

of the domain even though sampling does not perfectly overlap (Text S1). 296 
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297 

3.2 VOC Sensitivity 298 

Fig. 5 shows PO3 sensitivity for VOCs to which modeled PO3 is most sensitive, focusing 299 

on the 15 samples with VOC-limited PO3. Initial VOC concentrations were altered ±1%, one 300 

species at a time and the corresponding percent change in PO3 from the base simulations 301 

observations is calculated. Species with less than 3 valid observations in this subset are not 302 

included. Fig. 5a shows the diurnal variation of VOC sensitivity and Fig. 5b shows the seasonal 303 

variation between May and July (there were no samples within a VOC-limited regime in 304 

August). By defining PO3 sensitivity to a percent change in initial concentrations, this metric 305 

inherently accounts for both the quantity and reactivity or each VOC. The percent change of PO3 306 

due to percent change of NO2, based on the NO2 sensitivity results (Fig. 2), is included for 307 

comparison. Because we focus on a subset with VOC-limited PO3, the sensitivity of PO3 to NO2 308 

is negative by definition.    309 

As shown in Fig. 5, PO3 is most sensitive to isoprene. A 1% change of isoprene causes, 310 

on average, a 0.28% change in PO3. Isoprene comprises 7% of the total OH reactivity, the largest 311 

constituent of the measured organics, and 0.73% of total observed non-methane VOC on a per-312 

molecule basis. The next most important VOC for PO3 is propene which causes a 0.12% change 313 

in PO3 per percent change in initial concentration. Propene makes up 1.9% of total OH reactivity 314 

and 0.72% of total non-methane VOC mixing ratio. While sharing a similar percentage of total 315 

concentration as propene, isoprene is a much more reactive VOC and will produce more ozone 316 

per molecule. After isoprene and propene, PO3 is most sensitive to isopentane, toluene, and 317 

butane, all of which are anthropogenic VOC.318 
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319 

Figure 5: Median modeled percent PO3 change per percent species change for samples with VOC-limited 320 

PO3 (based on Fig. 2). Top 5 species are ranked by overall sensitivity and includes (a) AM (purple), PM 321 

(orange), and all (blue) median sensitivity and (b) May (green), July (red), and all (blue) median 322 

sensitivity. NO2 sensitivity is included for comparison (Based on Fig. 2) with a transparent color to 323 

indicate the inverse relationship with PO3.   324 

The chemical composition of the atmosphere varies diurnally and seasonally. The only 325 

VOC that exhibits greater PO3 sensitivity in the afternoon than the morning is isoprene. As the 326 

day progresses, warmer afternoon temperatures contribute to greater BVOC emissions (Coates et 327 

al., 2016). A 1% change in the isoprene concentration will have a bigger impact on PO3 in the 328 

afternoon (0.33%) than in the morning (0.20%). Because isoprene is highly reactive, a small 329 

increase in isoprene at greater initial concentrations will have a compounding effect on ozone 330 

production through multi-generational chemistry. Every other VOC included in Fig. 5a has a 331 

greater impact in the morning than afternoon. Of these, the ones with the biggest diurnal 332 

variations, relative to their percent change in PO3 are isopentane, toluene, and butane. There is a 333 

possible nighttime buildup of these anthropogenic VOCs, due to persistent emissions as well as a 334 

lower planetary boundary layer depth which contributes to greater morning VOC concentrations 335 
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(Ring et al., 2023). In the morning, when PO3 is greatest, PO3 is most sensitive to anthropogenic 336 

VOCs. 337 

The comparison between May and July demonstrates a similar pattern. Isoprene is the 338 

only VOC in this list to have a greater impact on PO3 in July than May. The difference is a factor 339 

of three; a 1% change in isoprene causes a 0.12% change in PO3 in May and a 0.37% change in 340 

July. The later summer is more sensitive to BVOC while May is more sensitive to anthropogenic 341 

VOC. Supplemental Text S2 explores the sensitivity of PO3 to HCHO, which is mainly a 342 

secondary product of VOC oxidation in the spring and summer and an important contributor to 343 

total OH reactivity and HO2 production. 344 

345 

3.3 Chemical Mechanism Comparison 346 

It is too computationally expensive to use explicit chemical mechanisms such as MCM in 347 

regulatory air quality models, instead condensed mechanisms such as CB6r2 are used. We repeat 348 

the previous model calculations using CB6r2 to highlight differences in model results owing to 349 

the use of this condensed chemical mechanism.  350 

Calculated PO3 is sensitive to the choice of chemical mechanism. When using MCM, 351 

PO3 is 20% higher on average compared to CB6r2 (Fig. 6a). This result is consistent across all 352 

simulations (R2 = 0.91) and is invariant between spring and summer. Fig. 6b compares the two 353 

production terms of PO3 (first two terms of Equation 5) for CB6r2 versus MCM. Ozone 354 

production from CB6r2 is 14% slower than MCM for the reaction of HO2 with NO and 28% 355 

slower for RO2 + NO reactions, with both channels contributing roughly equally to total PO3. 356 
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Predicted NO is the same for both mechanisms (Fig. S8), thus differences are most likely related 357 

to radical concentrations and/or rate coefficients. Radical concentrations are 31% higher on 358 

359 

Figure 6: A comparison of MCMv3.3.1 to CB6r2 output: (a) instantaneous netPO3 (Equation 5), (b) 360 

ozone production terms from HO2 (blue) and RO2 (yellow), (c) final mixing ratios of HO2 (blue) and total 361 

RO2 (yellow), (d) k- effective RO2 + NO rate coefficient (Equation 7) colored by the month of the 362 

observation. Lines of best fit are included in panels a-c. Dashed black lines are 1:1 reference lines.363 

average in MCM (Fig. 6c). Though the comparisons of HO2 and RO2 have slopes of 0.93 (Fig. 364 

6c), there are consistent offsets between the two mechanisms as shown by a negative y-intercept 365 

(yint = -1 ppt for HO2 and yint = -4 ppt for RO2).366 

Differences in reaction rate coefficients may also contribute to differences in PO3. The 367 

rate constant for HO2 + NO is identical in both mechanisms (3.45×10-12 × e(270/T) ; Sander et al., 368 

2011), therefore any differences in the rate of ozone production related to HO2 and NO is strictly 369 
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due to their concentrations. To compare the rate coefficients for RO2 + NO between mechanisms, 370 

we calculate an effective rate constant that is weighted by all individual RO2 reactions. 371 

            ���� =  
∑(��[ !]["!#]�)

[ !]∑["!#]�
                                                       (7)372 

keff from CB6r2 is on average 96% of keff from MCM (Fig. 6d). This, along with greater total 373 

RO2 concentrations, drives faster PO3 in MCM. Variability of keff is slightly larger in CB6r2 than 374 

MCM (standard deviations are 0.39×10-12 and 0.24×10-12 cm3/molecules/s, respectively) 375 

suggesting the weighted rate coefficients in the lumped mechanism are more sensitive to changes 376 

in VOC distributions than in the explicit MCM. 377 

The samples with the biggest discrepancies in keff occur in the summer (keff,CB6r2/keff,MCM 378 

= 94%), while the samples taken in May have better agreement (keff,CB6r2/keff,MCM = 99%). One 379 

possible explanation for the seasonal difference in keff between the two mechanisms is the 380 

changing distribution of RO2. In summer, a greater portion of RO2 is BVOCs whereas in spring 381 

anthropogenic alkenes make up more of total RO2. The effect of combining all isoprene products 382 

into a single species in CB6r2 will impact later-generation chemistry. This suggests that 383 

changing VOC distributions in urban areas may create spatial and/or seasonal bias in regional 384 

and global chemical transport models that use lumped schemes such as CB6r2. Higher keff in 385 

May is accompanied by lower total RO2 concentrations, resulting in little seasonal difference in 386 

the agreement of PO3 between MCM and CB6r2. 387 

Fig. 7 shows median PO3 curves generated using MCM (blue) and CB6r2 (green). As 388 

discussed previously, control PO3 is on average 20% lower when using CB6r2 (black circles). 389 

However, the peak PO3 when using CB6r2 is 41% lower than the median peak using MCM. Due 390 

to the condensed groups of peroxy radicals in CB6r2, there is less calculated OH reactivity and 391 
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hence PO3. The median value of LROx/LNOx at the peak of the curves is consistent with the 392 

value using MCM (0.29 and 0.30 for CB6r2 and MCM, respectively). While the total 393 

concentrations of RO2 vary between the mechanisms, the ratio of radical destruction from NOx 394 

reactions to RO2 self-reactions is the same. In Fig. 7 we use the value of 0.30 for the LROx/LNOx 395 

threshold for both mechanisms (pink triangle). 396 

397 

Figure 7: Median PO3 (ppb/hr) as a function of initial NO2 concentration using MCMv3.3.1 (blue) and 398 

CB6r2 (green). Each line includes the observed NO2 (black circle), LROx/LNOx = 1 (yellow square), and 399 

LROx/LNOx = 0.30 (pink triangle). 400 

Using the same transition thresholds (0.3 <= LROx/LNOx <=1), a greater portion of 401 

samples are in a VOC-limited regime (23%) or in transition (16%) using CB6r2. The peak of the 402 

CB6r2 ozone production curve occurs at lower NO2 values, placing more samples at or beyond 403 

the peak of the curve and in the VOC-limited regime. 404 

Fig. 8 compares the concentrations of specific RO2 species between mechanisms. There 405 

are 13 subset groups in CB6r2 that react with NO (Hildebrandt Ruiz and Yarwood, 2013). The 406 

most abundant peroxy radical for both mechanisms is the methyl peroxy radical (CH3O2), which 407 

is represented explicitly as CH3O2 and MEO2 in MCM and CB6r2, respectively. On average, 408 
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the calculated CH3O2 mixing ratio is slightly greater in MCM (7.9 ppt) compared to CB6r2 (7.1 409 

ppt). In contrast, the mixing ratio of isoprene-derived RO2 is slightly greater in CB6r2 (ISO2, 410 

1.3ppt) than the sum of seven isomers in MCM (ISOtotal, 1.1 ppt). The sum of the top five RO2 411 

in CB6r2 (14.5 ppt) is 23% greater than in MCM (11.8 ppt). However, the sum of the remaining 412 

RO2, included as ‘other’ in Fig. 8, is 3.8 ppt (80%) greater in MCM. The greater total average 413 

RO2 concentration using MCM shown in Fig. 8 is due to the accumulation of many minor RO2 414 

that are not explicitly represented in CB6r2. 415 

416 

Figure 8: The median concentrations of the 5 most abundant RO2 and the summation of all other RO2 417 

species in (a) MCMv3.3.1 and (b) CB6r2. The seven isoprene products from OH addition given in Jenkin 418 

et al. 2015 are lumped together in MCM labeled as ‘ISOtotal’ for comparison with ISO2 in CB6r2.419 

Because OH reaction with VOC is the rate-liming step for RO2 formation, OH reactivity 420 

(Equation 6) is a useful metric for VOC contributions to RO2 production. Fig. 9 shows speciated 421 

OHr from MCM and CB6r2 split into three groups: measured inorganics (green), measured 422 

organics (blue) and model-generated species (red) where each bar is an individual compound (or 423 

lumped group in the case of CB6r2). Modeled total OHr is 20% greater in MCM than CB6r2 (6.0 424 
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vs 5.0 s-1). The contribution of measured inorganics is 6% lower in CB6r2 (MCM: 1.8 s-1; CB6r2 425 

1.7 s-1), likely due to slight differences in rate coefficients. The contribution of measured 426 

organics is 13% lower in CB6r2 (MCM: 1.5 s-1; CB6r2: 1.3 s-1) due to species grouping in the 427 

latter. Model-generated secondary VOC explains most of the difference in total OHr. The model-428 

generated group accounts for 45% and 40% of total OHr for MCM and CB6r2, respectively. We 429 

calculate 2.7 s-1 from 2215 species in MCM and 2.0 s-1 from 32 lumped or explicit species in 430 

CB6r2, a difference of 26%. Results using both mechanisms exhibit similar rankings of the most 431 

reactive species in the model-generated species category. The largest model-generated 432 

contributors to OH reactivity include HCHO, acetaldehyde, first-generation isoprene oxidation 433 

products (methyl vinyl ketone and methacrolein), and glyoxal. 434 

435 

Figure 9: The calculated median OH reactivity (Equation 6) using MCMv3.3.1 and CB6r2. OH reactivity 436 

is separated by individual species and grouped by inorganic measured species (CO, NO2, NO, SO2, and 437 

O3 in green), organic measured VOC (blue), and model-generated species (orange). MCMv3.3.1 has a 438 

total of 66 measured species and 2215 modeled species. CB6r2 includes 19 measured species and 32 439 

modeled species. 440 
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Of the MCM model-generated species, 99% have an OHr less than 0.01 s-1, but together 441 

those species make up 20% of the overall model-generated OHr. Thus, secondary reaction 442 

products have a cumulatively significant impact on the total calculated ozone production. 443 

Measurements of speciated oxygenated VOC (oVOC), total OH reactivity and total RO2/HO2 444 

concentrations would be valuable to validate these results in future studies.  445 

446 

4. Conclusions447 

We use aircraft observations from the LISTOS campaign to estimate PO3 in the New 448 

York City area in the spring and summers of 2017-2019. We first classify the PO3 regime by the 449 

response of PO3 to initial NO2 concentrations and find that 14% of air samples are in a VOC-450 

limited regime. A transition between PO3 regimes, defined as 0.3 <= LROx/LNOx <= 1,451 

encompasses 16% of the data. In this range, PO3 increases with increasing NOx but is more 452 

sensitive (per molecule) to VOCs. Samples in a transition or in a VOC-limited regime are 453 

primarily located along the coast of Connecticut and in New York City. Using the LROx/LNOx454 

ratio to determine PO3 regime indicates a higher portion of samples are VOC-limited as 455 

compared to only using the slope of the PO3 isopleths to make this determination.456 

PO3 exhibits diurnal and seasonal variations with maximum potential PO3 being greater 457 

in the morning than the afternoon due to higher VOC concentrations in a shallower boundary 458 

layer. May is more likely to be VOC-limited (27% of samples) than July (14% of samples) or 459 

August (no samples), which is likely due to changes in total VOC availability rather than 460 

changing NOx concentrations. 461 
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For samples within a VOC-limited regime, sensitivity tests reveal that isoprene 462 

concentrations have the greatest impact on PO3, with a strong diurnal and seasonal variation. In 463 

the afternoon, PO3 is most sensitive to isoprene, while in the morning, anthropogenic alkenes 464 

have a bigger effect on PO3.465 

In the spring, focusing regulatory efforts on VOC reductions accompanied by NOx466 

reductions would most efficiently reduce PO3 in this region. As temperatures warm, the ozone 467 

season is extending earlier into the spring (Ring et al., 2023). Therefore, ozone reduction 468 

strategies should be designed based on seasonal and diurnal differences in VOC concentrations 469 

and distributions.  470 

We calculate PO3 using CB6r2 for a more direct comparison to regulatory air quality 471 

models that use lumped schemes. We find that using CB6r2 reduces PO3 and OH reactivity by 472 

20% compared to results using MCMv3.3.1. These differences stem from assumptions regarding 473 

the photochemical kinetic parameters for the lumped RO2 families. The value of LROx/LNOx at 474 

the peak of these curves remains the same indicating the relative rates of radical destruction due 475 

to NOx reactions and radical-self reactions are consistent between mechanisms. Using CB6r2, 476 

more samples are in a VOC-limited regime due to peak PO3 occurring at lower values of NO2.   477 

The largest discrepancy in the OH reactivity comes from model-generated species, the 478 

most abundant of which include formaldehyde, acetaldehyde, first-generation isoprene oxidation 479 

products (methyl vinyl ketone and methacrolein), and glyoxal. Future observations of such 480 

oxidation products would provide important constraints in the calculation of PO3 and improve 481 

confidence in our understanding of ozone production regimes. Volatile chemical products, which 482 

were not measured during LISTOS, are an increasingly important class of VOC and have been 483 

shown to increase modeled PO3 by at least 10% (Coggon et al., 2021; Gkatzelis et al., 2021).484 
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Our analysis of the VOCs observed during LISTOS shows spatial and temporal variations 485 

in PO3 chemistry in densely populated areas. We emphasize that future aircraft field campaigns 486 

should measure a wide suite of VOCs, including HCHO, to provide a more detailed 487 

understanding of PO3 chemistry. Implementing a more accurate representation of atmospheric 488 

chemical processes ensures the efficacy of regulatory models used to develop air quality policy.  489 
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