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Abstract

In this paper, we design high-order Runge-Kutta discontinuous Galerkin (RKDG) meth-

ods with multi-resolution weighted essentially non-oscillatory (multi-resolution WENO) lim-

iters to compute compressible steady-state problems on triangular meshes. A new troubled

cell indicator is constructed to identify triangular cells in which the application of the limiting

procedures is required. In such troubled cells, the multi-resolution WENO limiting methods

are used to the hierarchical L2 projection polynomial sequence of the DG solution. Through

using the RKDG methods with multi-resolution WENO limiters, optimal high-order accu-

racy can be gradually reduced to first order in the triangular troubled cells, so that the shock

wave oscillations can be well suppressed. In steady-state simulations on triangular meshes,

the numerical residual converges to near machine zero. The proposed spatial reconstruction

methods enhance the robustness of classical DG methods on triangular meshes. The good

results of these RKDG methods with multi-resolution WENO limiters are verified by a series

of two-dimensional steady-state problems.
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1 Introduction

In this paper, we design high-order Runge-Kutta discontinuous Galerkin (RKDG) meth-

ods [8, 9, 10, 12] with multi-resolution WENO limiters [51] to compute two-dimensional

steady-state Euler equations
{

f(u)x + g(u)y = 0,
u(x, y) = u0(x, y),

(1.1)

on triangular meshes. This is a method to compute (1.1) by solving two-dimensional unsteady

Euler equations
{

ut + f(u)x + g(u)y = 0,
u(x, y, 0) = u0(x, y).

(1.2)

We use high-order DG methods for spatial discretization and the explicit and nonlinearly

stable Runge-Kutta methods [40, 13] for temporal discretization to make the numerical

residuals converge to near machine zero. The main work is to construct a new troubled cell

indicator to identify triangular cells in which the application of the higher-order limiting

procedures is required, and then use the DG methods with the multi-resolution WENO

limiters [51] to compute two-dimensional steady-state problems on triangular meshes. The

new troubled cell indicator is needed to obtain steady state convergence to near machine

zero.

When the numerical residual of the two-dimensional unsteady Euler equations (1.2) is

near machine zero, the numerical solution of two-dimensional steady-state Euler equations

(1.1) is achieved. There will be strong discontinuities when solving (1.1) and (1.2). In the

past, many high-resolution numerical schemes have been proposed, mainly using artificial

viscosities [22, 23] or nonlinear limiters [19, 22, 42] to suppress the oscillations. Jameson et

al. [21, 24] designed a third-order finite volume method with dissipation terms to simulate

steady-state problems. But to accurately simulate strong shocks in the numerical simulation,

they often needed to adjust some parameters in the artificial viscosity. In 1983, Harten [19]

found that numerical schemes with limiters were very effective in simulating supersonic flow

problems. However, when the total variation diminishing (TVD) limiters [34] were used,
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it was difficult for the numerical residuals to converge to near machine zero. In 1985, Yee

et al. [45] proposed the implicit TVD schemes for the steady-state calculation. Two years

later, Yee et al. [44] proposed an implicit TVD scheme for hyperbolic conservation laws

in curvilinear coordinates. The researchers found that the numerical residuals could not

be reduced to machine zero when the classical WENO scheme [25] was used to compute

the steady-state problems. In 2004, Serna and Marquina [37] designed a fifth-order accurate

weighted power ENO method, which significantly improved the convergence of the numerical

scheme. Three years later, Zhang and Shu [49] proposed a new WENO scheme smoothness

indicator and analyzed its influence on the convergence to the steady-state solution. In

2011, Zhang et al. [48] proposed the WENO scheme to improve the convergence of the

steady-state solutions of Euler equations. This new method had a good effect. But for

several two-dimensional steady-state problems [48], there was still the phenomenon that the

numerical residuals could not converge to machine zero. Wu et al. [43] designed a fixed-

point sweeping WENO methods to compute the steady-state hyperbolic conservation laws

and discussed its convergence. It was found that the numerical residuals were difficult to

approach machine zero for some examples.

At present, researchers have proposed many discontinuous Galerkin (DG) methods to

compute the unsteady and steady-state problems. As early as 1973, Reed et al. [36] inno-

vatively proposed the first DG method in the study of neutron transport equations. The

hybrid DG/FV methods [15, 16, 31, 46, 47] were designed for various problems. The ap-

plication of a nonlinear limiter in the higher-order RKDG methods can effectively solve the

problem of pseudo oscillation. Cockburn et al. [8, 9, 10, 11, 12] performed extensive re-

search on the DG methods and applied the minmod type total variation bounded (TVB)

limiters. Now many kinds of limiters have been developed, which are mainly divided into

two categories: the slope-type limiters [2, 3, 5, 8, 9, 10, 12, 42] and the WENO limiters

[1, 17, 18, 20, 25, 28, 29, 30, 32, 33]. The former can effectively solve the problem of pseudo

oscillation, but the precision will decrease. When solving steady-state problems, both types
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have difficulties in the RKDG methods. Especially, when solving two-dimensional steady-

state Euler equations on triangular meshes, the numerical residuals often can not converge

to near machine zero.

It is found that when the third-order TVD Runge Kutta method [40] and the classical

finite difference WENO scheme [25, 39] are applied to simulate the steady-state problems,

there is a problem that the numerical residual can not reduce to near machine zero. With

further research, the scholars found that the new high-order WENO schemes [50] had good

performance. These methods can have the numerical residuals to converge close to machine

zero, and there is no pseudo oscillations on structured or unstructured meshes. These new

multi-resolution WENO schemes have a series of spatial templates with different sizes, which

make the high-order accuracy schemes gradually reduce to first-order accuracy near strong

discontinuities. In this paper, the high-order RKDG methods with multi-resolution WENO

limiters [51] are proposed for the first time to compute the steady-state problem on triangular

meshes.

The rest parts of this paper are as follows. Section 2 introduces the RKDG methods to

compute (1.2) on triangular meshes. For simulating two-dimensional steady-state problems

on triangular meshes, a new troubled cell indicator and high-order limiters are designed in

Section 3. In Section 4, several steady-state problems are simulated to testify the effectiveness

of the designed methods. The conclusions are described in Section 5.

2 RKDG method on triangular meshes

Now we introduce the RKDG methods to compute (1.2) on triangular meshes. The

DG methods have the numerical solutions on triangle cells △0. The test function space is

V k
h = {v(x, y) : v(x, y)|△0

∈ P
k(△0)}, where P

k(△0) represents the set of polynomials with

total degree at most k on △0. We select the function uh ∈ V k
h , so that

∫

△0

(uh)tv dx dy =

∫

△0

(f(uh)vx + g(uh)vy) dx dy −

∫

∂△0

(f(uh), g(uh)) · ~n v ds, (2.1)
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for all test functions v ∈ V k
h . The outward unit normal of the triangle boundary ∂△0 is

~n = (nx, ny)
T . (f(uh), g(uh)) ·~n is an accurate or approximate Riemann solver in the system

case, and is a monotone numerical flux in the scalar case. The third-order Runge-Kutta

method [41]







u(1) = un +∆tL(un),
u(2) = 3

4
un + 1

4
u(1) + 1

4
∆tL(u(1)),

un+1 = 1
3
un + 2

3
u(2) + 2

3
∆tL(u(2)),

(2.2)

is used to design a fully discrete scheme.

3 Multi-resolution WENO limiter

This section briefly describes the construction process of a new troubled cell indicator

and high-order multi-resolution WENO limiters [51] on triangular meshes.

3.1 Troubled cell indicator on triangular meshes

The objective is to identify the troubled cells on triangular meshes. If the number of

troubled cells is too large, the computational cost will increase. But if the number is too

small, the pseudo oscillation will occur. There have been a lot of discussions on the indicators

of different troubled cells [35]. The troubled cell indicator in this paper is a generalization

of the one in [52] to triangular meshes. Referring to Figure 3.1, ∆ℓ, ℓ = 1, 2, 3 represent the

adjacent triangular cells of ∆0. uh(x, y, t) is the numerical solution of the indicator variable.

If it satisfies

maxℓ=1,2,3

(∣

∣

∣

1
|∆0|

∫

∆0
uh(x, y, t)|∆0

dxdy − 1
|∆ℓ|

∫

∆ℓ

uh(x, y, t)|∆ℓ
dxdy

∣

∣

∣

)

h0minℓ=0,1,2,3

(∣

∣

∣

1
|∆ℓ|

∫

∆ℓ

uh(x, y, t)|∆ℓ
dxdy

∣

∣

∣

) ≥ 1, (3.1)

then ∆0 is considered to be a troubled cell. Here h0 represents the radius of the inscribed

circle of ∆0. We will demonstrate later that this new troubled cell indicator is very effective

in the calculation of steady-state problems on triangular meshes.
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Figure 3.1: Triangular cells △0, △1, △2, and △3.

3.2 Multi-resolution WENO limiter

From now on uh(x, y, t) is written as uh(x, y) for convenience, if it does not cause con-

fusion. Let ∆0 be the troubled cell determined by the new troubled cell indicator. The

construction process of multi-resolution WENO limiters [51] for the scalar case is briefly de-

scribed in the following: We construct multiple polynomials of various degrees on ∆0. We

adopt a local orthogonal basis over △0: {v
(0)
l (x, y), l = 0, . . . , K;K = (k + 1)(k + 2)/2− 1}:

v
(0)
0 (x, y) = 1,

v
(0)
1 (x, y) =

x− x0
√

|△0|
,

v
(0)
2 (x, y) = a21

x− x0
√

|△0|
+

y − y0
√

|△0|
+ a22,

. . .

where (x0, y0) and |△0| are the barycenter and the area of △0, respectively. Then we solve

a linear system to obtain the values of aℓm by the orthogonality property:

1
∫

△0

(

v
(0)
i (x, y)

)2

dxdy

∫

△0

v
(0)
i (x, y) v

(0)
j (x, y) dxdy = δij . (3.2)

We design qℓ(x, y), ℓ = 0, ..., k, which satisfy

∫

∆0

qℓ(x, y)v
(0)
l (x, y)dxdy =

∫

∆0

uh(x, y)v
(0)
l (x, y)dxdy, l = 0, ...,

(ℓ+ 1)(ℓ+ 2)

2
− 1. (3.3)
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Then we set p0,1(x, y) = q0(x, y). According to [6, 26, 27], we get the polynomials

pℓ,ℓ(x, y) =
1

γℓ,ℓ
qℓ(x, y)−

γℓ−1,ℓ

γℓ,ℓ
pℓ−1,ℓ(x, y), ℓ = 1, ..., k, (3.4)

with γℓ−1,ℓ + γℓ,ℓ = 1 and γℓ,ℓ 6= 0, together with the polynomials

pℓ,ℓ+1(x, y) = ωℓ,ℓpℓ,ℓ(x, y) + ωℓ−1,ℓpℓ−1,ℓ(x, y), ℓ = 1, ..., k − 1, (3.5)

with ωℓ−1,ℓ + ωℓ,ℓ = 1. Here, γℓ−1,ℓ and γℓ,ℓ represent the linear weights, and ωℓ−1,ℓ and

ωℓ,ℓ represent the nonlinear weights. We compute the smoothness indicators βℓ,ℓ2. The

smoothness indicators [25, 39] are constructed as

βℓ,ℓ2 =
κ

∑

|α|=1

∫

∆0

∆
|α|−1
0

(

∂|α|

∂xα1∂yα2
pℓ,ℓ2(x, y)

)2

dx dy, ℓ = ℓ2 − 1, ℓ2; ℓ2 = 1, 2, 3, (3.6)

where κ = ℓ, α = (α1, α2), and |α| = α1 + α2. Here β0,1 is constructed as specified in [51].

Following [4, 7], we define

τℓ2 = (βℓ2,ℓ2 − βℓ2−1,ℓ2)
2 , ℓ2 = 1, 2, 3. (3.7)

The nonlinear weights are

ωℓ1,ℓ2 =
ω̄ℓ1,ℓ2

∑ℓ2
ℓ=1 ω̄ℓ,ℓ2

, ω̄ℓ1,ℓ2 = γℓ1,ℓ2

(

1 +
τℓ2

ε+ βℓ1,ℓ2

)

, ℓ1 = ℓ2 − 1, ℓ2; ℓ2 = 1, 2, 3. (3.8)

Here ε is set as 10−6. The final new polynomial is

pnew(x, y) =

ℓ2
∑

ℓ=ℓ2−1

ωℓ,ℓ2pℓ,ℓ2(x, y), ℓ2 = 1, 2, 3, (3.9)

for the second-order, third-order, and fourth-order approximations, respectively.

Then we write (1.2) as

ut + f(u)x + g(u)y =
∂

∂t









ρ
ρµ
ρν
E









+
∂

∂x









ρµ
ρµ2 + p
ρµν

µ(E + p)









+
∂

∂y









ρν
ρµν

ρν2 + p
ν(E + p)









= 0. (3.10)

Here ρ is the density, µ and ν are the velocities in x-direction and y-direction, respectively,

E is the total energy, γ = 1.4, and p = E
γ−1

− 1
2
ρ(µ2 + ν2) is the pressure. Let the Jacobian
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be (f ′(u), g′(u)) · ~ni=f ′(u)nix + g′(u)niy, where ~ni = (nix, niy)
T , i = 1, 2, 3, are the outward

unit normals of the edges of the target cell. The eigenvectors of the Jacobian matrix [53] are

Li =



















B2 + (µnix + νniy)/c

2
−
B1µ+ nix/c

2
−
B1ν + niy/c

2

B1

2
niyµ− nixν −niy nix 0

1− B2 B1µ B1ν −B1

B2 − (µnix + νniy)/c

2
−
B1µ− nix/c

2
−
B1ν − niy/c

2

B1

2



















, (3.11)

and

Ri =









1 0 1 1
µ− cnix −niy µ µ+ cnix

ν − cniy nix ν ν + cniy

H − c(µnix + νniy) −niyµ+ nixν
µ2+ν2

2
H + c(µnix + νniy)









, i = 1, 2, 3,

(3.12)

and B1 = γ−1
c2

, B2 = B1(µ2+ν2)
2

, c =
√

γp/ρ, and H = E+p

ρ
. For the relevant polynomial

vectors p0, p1, p2, and p3 on the troubled cell △0, the construction process of the multi-

resolution WENO limiters [51] for the system case is briefly described in the following: We

firstly construct the new polynomial vectors pnewi , i = 1, 2, 3, in each ~ni-direction of the

normal directions of ∂△0 by applying the multi-resolution WENO limiting and relevant

Jacobian f ′(u)nix + g′(u)niy, i = 1, 2, 3. Then we project p0, p1, p2, and p3 into ˜̃pil = Li · pl,

i = 1, 2, 3, l = 0, 1, 2, 3. ˜̃pil is a 4-component vector, and every constituent is a polynomial to

the degree k. For every constituent of ˜̃pil, we execute the scalar case of the multi-resolution

WENO limiting procedure and get the 4-component vectors on △0 as ˜̃pnewi , i = 1, 2, 3,

respectively. Then we project ˜̃pnewi into the physical space pnewi = Ri · ˜̃p
new
i , i = 1, 2, 3.

Finally, the ultimate 4-component vector on △0 is

pnew =

∑3
i=1 p

new
i |△i|

∑3
i=1 |△i|

. (3.13)

8



4 Numerical results

Now, several steady-state problems are applied to testify the effectiveness of the second-

order, third-order, and fourth-order RKDG methods with multi-resolution WENO limiters

(termed as the RKDG2-MRWENO, RKDG3-MRWENO, and RKDG4-MRWENO methods,

respectively) on triangular meshes. For the two two-dimensional accuracy examples, the

refinement is performed by a structured refinement and all triangular cells are noted as the

troubled cells, in order to verify that accuracy as well as steady state convergence are not

affected even if the limiter is over-used in all cells. For the other examples, (3.1) is used to

detect the troubled cells. For the RKDG2-MRWENO, RKDG3-MRWENO, and RKDG4-

MRWENO methods, the CFL numbers are 0.3, 0.18, and 0.1, respectively. The numerical

residual is given by

ResA =

N
∑

i=1

|R1i|+ |R2i|+ |R3i|+ |R4i|

4×N
, (4.1)

in which R1i =
∂ρ

∂t
|i ≈

ρn+1

i
−ρn

i

∆t
, R2i =

∂(ρµ)
∂t

|i ≈
(ρµ)n+1

i
−(ρµ)n

i

∆t
, R3i =

∂(ρν)
∂t

|i ≈
(ρν)n+1

i
−(ρν)n

i

∆t
,

R4i =
∂E
∂t
|i ≈

En+1

i
−En

i

∆t
. N is the total number of all triangular cells inside the computational

field. The linear weights are set as γℓ−1,ℓ=0.01 and γℓ,ℓ=0.99, ℓ = 1, 2, 3, respectively.

Example 4.1. We compute two-dimensional Euler equations (3.10). The calculation range

is (x, y) ∈ [0, 2] × [0, 2]. ρ(x, y,∞) = 1 + 0.2 sin(x − y), µ(x, y,∞) = 1, ν(x, y,∞) = 1,

and p(x, y,∞) = 1 are exact steady-state solutions. Figure 4.1 shows a sample mesh. The

numerical residual is demonstrated in Figure 4.2, in which the numerical residual is reduced

to the minimum value of machine zero. The numerical errors and orders for the density

at steady state are shown in Table 4.1. It is seen that the RKDG2-MRWENO, RKDG3-

MRWENO, and RKDG4-MRWENO methods are performing well for this steady-state test

case: the numerical residual settles to near machine zero, and the designed order of accuracy

is achieved.

Example 4.2. The shock reflection problem. The calculation range is (x, y) ∈ [0, 4]× [0, 1].
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Figure 4.1: 2D Euler equations for steady-state problem. Sample mesh.

Table 4.1: 2D Euler equations for steady-state problem. Case (1). L1 and L∞ errors for
density.

RKDG2-MRWENO method
h L1 error order L∞ error order
2
5

9.20E-4 4.08E-3
2
10

2.14E-4 2.10 1.05E-3 1.96
2
20

4.91E-5 2.13 2.44E-4 2.10
2
40

1.19E-5 2.05 6.33E-5 1.95
2
80

2.93E-6 2.02 1.61E-5 1.97
RKDG3-MRWENO method

h L1 error order L∞ error order
2
5

1.77E-4 7.24E-4
2
10

2.16E-5 3.03 1.19E-4 2.60
2
20

2.86E-6 2.92 1.68E-5 2.83
2
40

3.79E-7 2.92 2.26E-6 2.89
2
80

4.93E-8 2.94 2.92E-7 2.96
RKDG4-MRWENO method

h L1 error order L∞ error order
2
5

1.91E-6 6.43E-6
2
10

1.13E-7 4.08 5.17E-7 3.64
2
20

5.73E-9 4.30 3.34E-8 3.95
2
40

3.16E-10 4.18 2.33E-9 3.84
2
80

1.99E-11 3.99 1.33E-10 4.13
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Figure 4.2: 2D Euler equations for steady-state problem. Case (1). Left: RKDG2-MRWENO
method; middle: RKDG3-MRWENO method; right: RKDG4-MRWENO method. Diverse
numbers represent different mesh levels of boundary points uniformly distributed from 2

5
to

2
80
.
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Figure 4.3: The shock reflection problem. Sample mesh.

The Dirichlet conditions are applied on the other two sides

(ρ, µ, ν, p)T =

{

(1.0, 2.9, 0, 1.0/1.4)T|(0,y,t)T ,
(1.69997, 2.61934,−0.50632, 1.52819)T|(x,1,t)T .

(4.2)

Figure 4.3 shows a sample mesh. Figure 4.4 shows the density contours of 15 equidistant

contours from 1.14 to 2.60. Figure 4.5 shows the troubled cells identified in the termination

time. It is observed that the RKDG4-MRWENO method has better resolution than that of

the RKDG2-MRWENOmethod and RKDG3-MRWENO method, especially for the accurate

capture of strong shocks. The numerical residual is shown in Figure 4.6. It is found that the

average residual of the RKDG-MRWENO methods can reduce to about 10−12, near machine

zero.

Example 4.3. Two transonic steady-state problems of NACA0012 airfoil [38] with M∞ =

0.8, α = 1.25◦ and M∞ = 0.85, α = 1◦. The calculation range is [−15, 15]× [−15, 15]. Figure
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Figure 4.4: The shock reflection problem. 15 equally spaced density contours from 1.14
to 2.60. Top: RKDG2-MRWENO method; middle: RKDG3-MRWENO method; bottom:
RKDG4-MRWENO method. Boundary points are h = 1

30
.

12



X

Y

0 1 2 3 4
0

0.5

1

X

Y

0 1 2 3 4
0

0.5

1

X

Y

0 1 2 3 4
0

0.5

1

Figure 4.5: The shock reflection problem. The square represents the cells identified as
troubled cells at the end of time. Top: RKDG2-MRWENO method; middle: RKDG3-
MRWENO method; bottom: RKDG4-MRWENO method. Boundary points are h = 1
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Figure 4.6: The shock reflection problem. Left: RKDG2-MRWENO method; middle:
RKDG3-MRWENO method; right: RKDG4-MRWENO method. Boundary points are
h = 1

30
.
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Figure 4.7: NACA0012 airfoil sample mesh. Left: whole region; right: zoomed-in figure near
the airfoil.

4.7 shows a sample mesh. 30 equally spaced pressure contours are shown in Figure 4.8 and

Figure 4.9. We observe that the average residual of the RKDG-MRWENO methods can

reduce to about 10−12.5, near machine zero via time advancing.

Example 4.4. Two supersonic steady-state problems of NACA0012 airfoil [38] with

M∞ = 2, α = 1◦ and M∞ = 3, α = 1.5◦. Figure 4.7 is also a computational mesh for this

example. 30 equally spaced pressure contours are demonstrated in Figure 4.10 and Figure

4.11, respectively. It is again observed that the average residual of the RKDG-MRWENO

methods can reduce to about 10−12, near machine zero.

Example 4.5. Two transonic steady-state problems of NACA001035 airfoil [14] with

M∞ = 0.8, α = 1.25◦ and M∞ = 0.9, α = 0.5◦. The calculation range is [−16, 16]× [−16, 16].

Figure 4.12 shows a sample mesh containing 5593 triangles. Equally spaced pressure contours

are demonstrated in Figure 4.13 and Figure 4.14. It is found that the residual of the RKDG-

MRWENO methods can reduce to about 10−14.5, near machine zero.

Example 4.6. Two supersonic steady-state problems of NACA001035 airfoil [14] with

M∞ = 1.5, α = 1.5◦ and M∞ = 2, α = 1◦. The calculation range is [−16, 16] × [−16, 16].

Figure 4.12 is also a sample mesh containing 5593 triangles for this example. Equally spaced

pressure contours are shown in Figure 4.15 and Figure 4.16. It is found that the average

14
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Figure 4.8: NACA0012 airfoil. M∞ = 0.8 and α = 1.25◦. Top: 30 equally spaced pressure
contours from 0.50 to 1.46; middle: troubled cells are mainly in [-3,3]×[-3,3]; bottom: the
evolution of the average numerical residual. Left: RKDG2-MRWENO method; middle:
RKDG3-MRWENO method; right: RKDG4-MRWENO method.
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Figure 4.9: NACA0012 airfoil. M∞ = 0.85 and α = 1◦. Top: 30 equally spaced pressure
contours from 0.49 to 1.54; middle: troubled cells are mainly in [-3,3]×[-3,3]; bottom: the
evolution of the average numerical residual. Left: RKDG2-MRWENO method; middle:
RKDG3-MRWENO method; right: RKDG4-MRWENO method.

16



X

Y

­2 0 2 4 6
­5

­4

­3

­2

­1

0

1

2

3

4

5

X

Y

­2 0 2 4 6
­5

­4

­3

­2

­1

0

1

2

3

4

5

X

Y

­2 0 2 4 6
­5

­4

­3

­2

­1

0

1

2

3

4

5

X

Y

­2 0 2 4 6

­4

­2

0

2

4

X

Y

­2 0 2 4 6

­4

­2

0

2

4

X

Y

­2 0 2 4 6

­4

­2

0

2

4

Iteration

L
o

g
1

0
(R

e
s

A
)

0 20000 40000 60000 80000 10000

­18

­16

­14

­12

­10

­8

­6

­4

­2

0

2

Iteration

L
o

g
1

0
(R

e
s

A
)

0 20000 40000 60000 80000 10000

­18

­16

­14

­12

­10

­8

­6

­4

­2

0

2

Iteration

L
o

g
1

0
(R

e
s

A
)

0 20000 40000 60000 80000 10000

­18

­16

­14

­12

­10

­8

­6

­4

­2

0

2

Figure 4.10: NACA0012 airfoil. M∞ = 2 and α = 1◦. Top: 30 equally spaced pressure
contours from 0.76 to 5.35; middle: troubled cells are mainly in [-3,7]×[-5,5]; bottom: the
evolution of the average numerical residual. Left: RKDG2-MRWENO method; middle:
RKDG3-MRWENO method; right: RKDG4-MRWENO method.
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Figure 4.11: NACA0012 airfoil. M∞ = 3 and α = 1.5◦. Top: 30 equally spaced pressure
contours from 0.76 to 11.35; middle: troubled cells are mainly in [-3,7]×[-5,5]; bottom: the
evolution of the average numerical residual. Left: RKDG2-MRWENO method; middle:
RKDG3-MRWENO method; right: RKDG4-MRWENO method.
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Figure 4.12: NACA001035 airfoil sample mesh. Left: whole region; right: zoomed-in figure
near the airfoil.

residual of the RKDG-MRWENO methods can reduce to about 10−14, near machine zero.

Example 4.7. Two transonic steady-state problems of CAST7 airfoil [14] with M∞ = 0.8,

α = 1.25◦ and M∞ = 0.85, α = 1◦. The calculation range is [−16, 16] × [−16, 16]. Figure

4.17 shows a sample mesh containing 5593 triangles. Equally spaced pressure contours are

shown in Figure 4.18 and Figure 4.19. It is observed that the average residual of the RKDG-

MRWENO methods can reduce to about 10−14.5, near machine zero once again.

Example 4.8. Two supersonic steady-state problems of CAST7 airfoil [14] with M∞ = 2,

α = 1◦ and M∞ = 2, α = 2◦. The calculation range is [−16, 16] × [−16, 16]. Figure 4.17 is

also the sample mesh containing 5593 triangles for this example. Equally spaced pressure

contours are shown in Figure 4.20 and Figure 4.21. It is observed that the average residual

of the RKDG-MRWENO methods can reduce to about 10−14, near machine zero once again.

5 Conclusions

In this article, a new troubled cell indicator is designed and high-order multi-resolution

WENO schemes [51] are served as limiters for the RKDG methods to simulate steady-state

problems on triangular meshes. The main objective is to apply the modified troubled cell
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Figure 4.13: NACA001035 airfoil. M∞ = 0.8 and α = 1.25◦. Top: 30 equally spaced pressure
contours from 0.67 to 1.43; middle: troubled cells are mainly in [-3,3]×[-3,3]; bottom: the
evolution of the average numerical residual. Left: RKDG2-MRWENO method; middle:
RKDG3-MRWENO method; right: RKDG4-MRWENO method.
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Figure 4.14: NACA001035 airfoil. M∞ = 0.9 and α = 0.5◦. Top: 30 equally spaced pressure
contours from 0.46 to 1.58; middle: troubled cells are mainly in [-3,3]×[-3,3]; bottom: the
evolution of the average numerical residual. Left: RKDG2-MRWENO method; middle:
RKDG3-MRWENO method; right: RKDG4-MRWENO method.
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Figure 4.15: NACA001035 airfoil. M∞ = 1.5 and α = 1.5◦. Top: 30 equally spaced pressure
contours from 0.51 to 3.21; middle: troubled cells are mainly in [-3,7]×[-5,5]; bottom: the
evolution of the average numerical residual. Left: RKDG2-MRWENO method; middle:
RKDG3-MRWENO method; right: RKDG4-MRWENO method.
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Figure 4.16: NACA001035 airfoil. M∞ = 2 and α = 1◦. Top: 60 equally spaced pressure
contours from 0.54 to 5.15; middle: troubled cells are mainly in [-3,7]×[-5,5]; bottom: the
evolution of the average numerical residual. Left: RKDG2-MRWENO method; middle:
RKDG3-MRWENO method; right: RKDG4-MRWENO method.
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Figure 4.17: CAST7 airfoil sample mesh. Left: whole region; right: zoomed-in figure near
the airfoil.

indicator to detect troubled cells subject to the multi-resolution WENO limiting procedure,

and construct a sequence of hierarchical L2 projection polynomial solutions of the DG meth-

ods over triangular troubled cell itself. By using the second-order, third-order, and fourth-

order RKDG-MRWENO methods, the spurious oscillations can be well suppressed and the

average residual can reduce to near machine zero. Extensive examples are applied to verify

that such high-order RKDG-MRWENO methods have good effectiveness when calculating

steady-state problems.
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Figure 4.18: CAST7 airfoil. M∞ = 0.8 and α = 1.25◦. Top: 30 equally spaced pressure
contours from 0.41 to 1.46; middle: troubled cells are mainly in [-3,3]×[-3,3]; bottom: the
evolution of the average numerical residual. Left: RKDG2-MRWENO method; middle:
RKDG3-MRWENO method; right: RKDG4-MRWENO method.
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Figure 4.19: CAST7 airfoil. M∞ = 0.85 and α = 1◦. Top: 30 equally spaced pressure
contours from 0.42 to 1.53; middle: troubled cells are mainly in [-3,3]×[-3,3]; bottom: the
evolution of the average numerical residual. Left: RKDG2-MRWENO method; middle:
RKDG3-MRWENO method; right: RKDG4-MRWENO method.
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Figure 4.20: CAST7 airfoil. M∞ = 2 and α = 1◦. Top: 60 equally spaced pressure contours
from 0.65 to 5.17; middle: troubled cells are mainly in [-3,7]×[-5,5]; bottom: the evolution
of the average numerical residual. Left: RKDG2-MRWENO method; middle: RKDG3-
MRWENO method; right: RKDG4-MRWENO method.
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Figure 4.21: CAST7 airfoil. M∞ = 2 and α = 2◦. Top: 60 equally spaced pressure contours
from 0.62 to 5.24; middle: troubled cells are mainly in [-3,7]×[-5,5]; bottom: the evolution
of the average numerical residual. Left: RKDG2-MRWENO method; middle: RKDG3-
MRWENO method; right: RKDG4-MRWENO method.
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