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ABSTRACT

Stratigraphic correlation underpins all
understanding of Earth’s history, yet few
geoscientists have access to, or expertise in,
numerical codes that can generate repro-
ducible, optimal (in a least-squares frame-
work) alignments between two stratigraphic
time-series data sets. Here we introduce
Align, a user-friendly computer app that
makes accessible a published dynamic time
warping (DTW) algorithm that, in a minute
or less, catalogs a library of alignments
between two time-series data sets by sys-
tematically exploring assumptions about
the temporal overlap and relative sedimen-
tation rates between the two stratigraphic
sections. The Align app, written in the free,
open-source R programming language, uti-
lizes a graphical user interface (e.g., drop-
down menus for data upload and sliding
bars for parameter exploration) such that no
coding is required. In addition to generating
alignment libraries, a user can employ A4/ign
to visualize, explore, and cull each align-
ment library according to thresholds on
Pearson’s correlation coefficient and/or
temporal overlap. Here we demonstrate
Align with time-series records of carbonate
stable carbon isotope composition, though
Align can, in principle, align any two quan-
titative stratigraphic time-series data sets.

INTRODUCTION

Since William Smith’s iconic geological
map of England and Wales in 1815 (Sharpe,
2015), stratigraphic correlation has become
the integral method to decipher and contex-
tualize Earth’s history. Stratigraphic corre-
lation is now facilitated by sophisticated

ancillary measurements of sedimentary
rocks, including stable isotope composition
(e.g., McKinney et al., 1950; Knoll et al.,
1986), trace element concentration (e.g.,
Veizer and Compston, 1974; Elderfield,
1986), and properties such as gamma-ray
spectrometry (e.g., Chamberlain, 1984;
Cowan and Myers, 1988) and magneto-
stratigraphy (e.g., Opdyke, 1972; Lovlie,
1989). Computational advances have led to
quantitative tools for time-series analysis
of these ancillary measurements (e.g.,
Agterberg and Gradstein, 1988; Tipper,
1988), including software for the correlation
of biostratigraphic (e.g., Kemple et al., 1995;
Sadler, 2004; Sadler et al., 2009), paleo-
magnetic (e.g., Clark, 1985; Hagen et al.,
2020), lithostratigraphic (e.g., Lewis et
al., 2011), cyclostratigraphic (e.g., Meyers,
2014; Li et al., 2019), ice core (e.g., Bay et
al., 2010; Hagen and Harper, 2023), and
chemostratigraphic data (e.g., Lisiecki and
Lisiecki, 2002; Hay et al., 2019). Many of
these correlation tools utilize dynamic time
warping (DTW), an objective, time normal-
ization algorithm that achieves least-squares
alignments between two time-series. These
alignments are subject to penalties on the
insertion of hiatuses that stretch and
squeeze the stratigraphic height/time axis
(hence the colloquial term “dynamic time
warping”; Sakoe and Chiba, 1978). For two
geoscience examples, Lisiecki and Raymo
(2005) adopted the Match algorithm of
Lisiecki and Lisiecki (2002) to generate the
canonical “LR04” stack of 57 Pliocene—
Pleistocene benthic oxygen isotope records
(although, in this case, manual adjustments
were made after applying the algorithm),

and the well-resolved Ordovician and Silurian
time scales arose from dynamic pro-
gramming-based constrained optimization
(CONOP) for the temporal sequencing (or
“slotting”™) of graptolite first/last appear-
ance datums (Sadler, 2004; Sadler and
Cooper, 2008).

Despite the ubiquitous application of
chemostratigraphy for stratigraphic corre-
lation across the geological time scale, and
this rich archive of algorithms, the stratigra-
phy community lacks an open-source code
for a free programming environment to
facilitate quantitative chemostratigraphic
alignment that is operable by users without
prior coding experience. Here we present
Align (Fig. 1), a new free and open-source
computer app that utilizes the DTW algo-
rithm of Hay et al. (2019). Align is available
to download from the GitHub data reposi-
tory' and was written in R v.4.2.2 (R Core
Team, 2022) using the Shiny open-source
package (Chang et al., 2017). Align utilizes
the Hay et al. (2019) DTW algorithm (origi-
nally written in MATLAB), rewritten in R
to run seamlessly with the app (Hagen,
2023). We chose to make the DTW algo-
rithm of Hay et al. (2019) accessible for
three reasons. First, this routine efficiently
aligns every individual data point, rather
than blocks of data (as the Match algorithm
does). Second, the code generates a library
of optimal alignments (in a least-squares
sense) between two univariate stratigraphic
time-series data sets. These alignments are
subject to systematic assumptions about the
total temporal overlap between the two
time-series and the extent to which they can
be stretched or squeezed (“time-warped”)

The Align code archive, which includes detailed documentation and three separate example data sets, is included in the data repository on GitHub: https:/github.com/
CedricHagen/Align. The R version of the Hay et al. (2019) algorithm is freely available through CRAN: https://cran.r-project.org/package=align.
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Figure 1. The Align app for stratigraphic time-series alignment. (A) A screenshot of the Align graphical

user interface (tab 1) where menus (on left) prompt

the user to upload, plot, and align a target and a

candidate time-series data set using the underlying dynamic time-warping (DTW) algorithm. The
example target data set “Synthetic TH17” (adopted from Trampush and Hajek, 2017) and candidate
data set “Noisy subsample” (see GitHub repository [text footnote 1]) are plotted with a click button (on
right) to visually confirm accurate data upload. (B) A screenshot of the Align culling interface (tab 2)
where sliding scales (on left) allow a user to narrow the resulting alignment libraries by the Pearson
correlation coefficient (“xc cutoff”) and/or overlap percent cutoffs. The example criteria (xc cutoff =
0.9; overlap cutoff = 90%) narrow the full library of 60 alignments down to nine alignments. The user
can use a drop-down menu to plot one of these alignments at a time (on right).

to align with one another (see mathematical
description below). This type of analysis is
impossible to achieve with the human eye.
Third, the code can be applied to any
numerical (though not categorical) strati-
graphic time-series data set (see GitHub
repository for a description of how to upload
and review data with Align). The Align
interface utilizes intuitive design features
such as drop-down menus, slider control
elements, and toggle buttons for the execu-
tion of the underlying DTW code without
any coding. Here we present a guide for

applying the Align app to time-uncertain
chemostratigraphic correlation by demon-
strating the alignment of stable carbon iso-
tope data from carbonate rocks (86"C.am).
We provide a description of the underlying
mathematics of DTW.

UPLOADING, VIEWING, STORING,
AND CULLING THE LIBRARY OF
STRATIGRAPHIC ALIGNMENTS

The Align interface allows a user to
upload spreadsheets of up to three univari-
ate candidate time-series data sets and a

single univariate target time-series data set
against which to align the candidate(s) (for-
matting details are in the Align documenta-
tion on GitHub). Figure 1 illustrates how the
algorithm aligns a synthetic 6"C.,,, data set
with a —5%o excursion followed by a —1%o
excursion, both from a background value of
0%o (Fig. 1A, target; from Trampush and
Hajek [2017]), and a synthetic 8"°C.,y;, data
set made by randomly subsampling the tar-
get (at 20% completeness) and adding noise
(Fig. 1A, candidate) to represent a realistic
record that a stratigrapher might correlate.
A button generates a plot of the uploaded
SBC..p time-series records to verify accu-
rate data upload and to cache necessary
files for the DTW algorithm (Fig. 1A). At
this stage, the user slides bars to set the
range of edge and g values (which control
the temporal overlap and relative accumula-
tion rate, respectively, as discussed below)
that determine the size of the alignment
library (# of alignments = # of edge values x
# of g values). After plotting verification,
the user clicks the “Run DTW algorithm”
button to command the underlying R code
to generate the alignment library.

The Align app allows the user to vary the
g and edge parameter in any continuous
range between 0.95 and 1.05 and 0.01 and
0.25, respectively, with any increment; fol-
lowing Hay et al. (2019), the default g value
range is set to 0.98—1.01 and the default
edge value range is set to 0.01-0.15, both in
increments of 0.01. As the underlying code
runs through the default parameter space, it
generates 60 alignments (60 g-edge pair-
ings for each candidate-target time-series
correlation), which are visually presented as
x-y scatterplots of 8"C.,-stratigraphic
height (Fig. 1B) and corresponding spread-
sheets containing the meterage that every
candidate time-series 8"C., value was
aligned to on the target time-series (i.e., the
y-axis values for the aligned candidate). A
different parameter range and increment
will change the number of alignments in the
alignment library, and the associated output
images/files (see GitHub repository for
additional discussion about g and edge val-
ues, as well as hiatal surfaces and data
types). Output files are saved to the user’s
computer in a folder named Output with
sub-directories named for the candidate-
target alignment pair. Each alignment can
be viewed in the underlying Output_Images
folder (or plotted in an external application
using the .csv files in the underlying Output_
Data folder). A subset of output alignments
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can be viewed in the separate alignment
library viewer tab (Fig. 1B).

When a stratigrapher wants to focus on a
subset of alignments that adhere to a shared
criterion, a separate tab in the Align app
gives the user the option to manually sort
(and narrow) the alignment library accord-
ing to thresholds for the Pearson’s correla-
tion coefficient and the overlap between the
aligned time-series (Fig. 1B). Figure 1B
shows the Align interface for culling an
alignment library, here displayed to cull the
alignment library to show only those align-
ments with a Pearson correlation coefficient
>0.9 (“xc cutoff”) and an overlap of the can-
didate to the target of >90% (“overlap cut-
off””). When the user clicks the “Narrow
Alignment Library” button (Fig. 1B), Align
saves those alignments that adhere to the
cutoff criteria (a “culled library”) in a new
folder named for the user’s inputted name
for these culling criteria (e.g., 0.9,90%). For
this scenario, the culled alignment library
includes nine of the original 60 alignments
(the culled alignments can be viewed inde-
pendently by selecting their name in the
drop-down menu; Fig. 1B).

Relative temporal constraints on strati-
graphic sections (e.g., biostratigraphy, litho-
stratigraphic markers, etc.) can be used in
conjunction with the time-series data to eval-
uate an alignment library. For one, the user
can restrict the target/candidate time-series
to a certain biozone or lithostratigraphic unit
(effectively aligning 8"C.,, data presumed
to be temporally equivalent). Alternatively,
these constraints can be used to evaluate the
alignment libraries post analysis.

HOW DYNAMIC TIME WARPING
PRODUCES A LIBRARY OF
STRATIGRAPHIC ALIGNMENTS
Figure 2 illustrates a simple stratigraphic
correlation using DTW with two short, syn-
thetic carbon isotope (8'*C.,») time-series: a
seven-sample target sequence composed of
a 3.5%o0 6"C.a excursion over 6 m of stra-
tigraphy (Fig. 2H) and a four-sample candi-
date sequence with a 4.5%o excursion over
3 m (Fig. 2H). First, target (Figs. 1A and
2A) and candidate (Figs. 1A and 2B) matri-
ces are constructed whose number of rows
(n = 7) and columns (m = 4) equal the
length of the target and candidate 6"*C.,.
sequences, respectively. The seven 8"°Ce.,
values from the target section fill target
matrix column 1 (Fig. 2A, red column) and
are replicated m-1 times to fill all remaining
columns. The four 8“C,,y, values from the

candidate section are transposed to fill can-
didate matrix row 1 and replicated n-1 times
to fill the remaining rows (Fig. 2B). The
next step is to construct an n-by-m matrix of
all of the possible 8"C., pairings from
the target and candidate sequences. Each
matrix element is computed as the differ-
ence between an index in the target (¢z) and
the candidate (cm) sequences: C(n,m) = (tn
— cm; Fig. 2C) and squared to give a squared-
difference matrix (Fig. 2D; Sakoe and Chiba,
1978). Comparison of the 3%o excursion peak
in the target (Fig. 2A, row 4) and candidate
sequences (Fig. 2B, column 2) gives a strong
constraint because it alone gives a squared
difference of 0 (Fig. 2D, cell (4,2)).

An alignment takes the form of a “warp-
ing path” that assigns each candidate index
m to an index n of the target sequence by
minimizing the sum of the squared differ-
ences (“cost”) across all m (Sakoe and
Chiba, 1978). This path is achieved through
successive diagonal, horizontal, and verti-
cal steps across the squared-difference
matrix, each of which implies a bed-to-bed
alignment (Hay et al., 2019). A warping
path that begins in the lower-right corner of
the squared-difference matrix (Fig. 2D, cell
(7,4)) implies that the stratigraphically high-
est 6"C.,p value from both the target and
candidate sections are time equivalent. A
warping path that exits the upper-left corner
of the squared-difference matrix (Fig. 2D,
cell (1,1)) aligns the lowermost values of the
two sequences, implying that accumulation
began concurrently at both sections. Thus, a
warping path that enters and exits both cor-
ners of the squared-difference matrix indi-
cates that sediment accumulation at the two
sections spans the same interval of geologi-
cal time. In contrast, when a warping path
meets an edge of the squared-difference
matrix, this implies that the two sections do
not span the same total temporal duration.

Once the warping path enters the matrix,
the DTW algorithm objectively finds an
optimal pathway in terms of a sequence of
diagonal, vertical, and horizontal steps that
minimize the associated sum of squared
residuals. A diagonal step implies an equiv-
alent rate of relative sediment accumulation
between the candidate and target time-
series. A vertical or horizontal step instead
inserts a hiatus in deposition at the candi-
date or target sections, respectively.

When aligning 8'*C.., sequences, stratig-
raphers have little or no a priori informa-
tion about the total temporal overlap with
the target section, nor the relative rates of

sediment accumulation between target
and candidate sections. To address these
uncertainties, the algorithm explores vari-
ous optimal warping paths across the
squared-difference matrix (e.g., Fig. 2G)
conditional on the systematic application of
the edge and g penalty functions (see below)
that alter the values of the squared-differ-
ence matrix (Fig. 2D) and thereby favor
specific stratal pairings.

The edge penalty function explores
whether the two sequences span the same
total interval of time and is so named because
the right and bottom squared-difference
matrix edges align the stratigraphically high-
est (youngest) target and candidate 6"C..y
values whereas the left and top edges align
the lowest (oldest) 8'°C.,, values. The edge
value is a coefficient that modifies all
squared-difference matrix edge cells in
clockwise fashion, beginning with the first
row and ending with the first column (Fig.
2E; yellow ellipsoids). Edge values >1
increase the value of the squared difference
for a specific stratal pairing, discouraging
their alignment, whereas when 0 < edge < 1,
stratal pairings are encouraged. For example,
an (arbitrarily adopted) edge value of 0.1
modifies squared-difference matrix element
(3,4) =9 (Fig. 2D) to the lower value of 0.9
(Fig. 2E, cell (3,4)). In this formulation,
matrix corners are modified twice (once per
edge; see Fig. 2E, cell (1,1)). While Figure 2
illustrates the adoption of a single (arbi-
trary) edge value (edge = 0.1; Fig. 2E), in
practice the DTW algorithm systematically
varies edge values across a user-identified
range to discover alternative start/end cells
for warping pathways, generating multiple
SBC.up alignments.

The g penalty function is useful for
enforcing various levels of similarity of
sediment accumulation rate(s) at the two
stratigraphic sections throughout their shared
deposition history using a range of g val-
ues. Values of g > 1 penalize stretching or
squeezing by increasing the augmented cost
of all off-diagonal matrix cells, and the
opposite is true for g < 1; a g-value equal to
1 does not augment the cost matrix. For this
illustration, we adopt g = 1. First, edge-
modified matrix cell (1,1; Fig. 2E) is repli-
cated to fill the corresponding cell of the
cumulative difference matrix (CDM; Fig.
2F). Next, moving right across CDM row 1,
every cell value is computed as the sum of
values of the corresponding edge-modified
matrix cell plus all preceding edge-modi-
fied matrix cells in the row (Fig. 2F;
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Figure 2. lllustration of the dynamic time warping technique for aligning simple, synthetic '°C.,,, sequences. (A-G) Step-by-step matrix operations to align
the two synthetic 5'°C_,,, sequences (target, original candidate) shown in frame (H). The target and original candidate 5'°C_,,, sequences populate the col-
umns and rows of the target (A) and candidate (B) matrices, respectively; subtracting the candidate matrix from the target matrix yields the difference
matrix (C). Squaring the values in the difference matrix generates the squared-difference matrix (D), a measure of the similarity of all pairs of 5'°C.,,,, from
the target and candidate sections. Multiplying the edges of the squared-difference matrix by the adopted value of the edge parameter yields the edge-
modified matrix (E). The cumulative difference matrix (F) incorporates the accumulation of cost arising from the adopted value of the g parameter. The
alignment path, which reveals the temporally equivalent target and candidate strata/5'*C_,,, values, begins in the lower right corner of the cumulative dif-
ference matrix and proceeds to the lowest cost cell looking two steps ahead (G). For these synthetic data, the alignment path shifts the aligned candidate
section stratigraphically higher on the target sequence relative to the original candidate meterage (H). Abbreviations: Difference = the difference matrix;
Sq. Diff. = the squared-difference matrix; min (aug. 8 preceding) = the minimum value of the eight preceding cumulative difference matrix cells; Edge = the

edge-modified matrix.
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horizontal black arrow). For example, CDM
(1,4; Fig. 2F) is calculated as the sum of
edge-modified matrix (1,4), (1,3), (1,2), and
(L,1), equal to 0.01, 0, 1.225, and 0.0025,
respectively, or 1.2375 (Fig. 2F). This pro-
cess is repeated vertically for CDM column
1, summing down the column (Fig. 2F; ver-
tical black arrow).

Next, the algorithm calculates the accu-
mulation of cost in each unfilled cell of row
2 and in each unfilled cell of column 2 (Fig.
2F; yellow arrows). These values are com-
puted as the sum of the value in the corre-
sponding edge-modified matrix cell (Fig.
2E) and the minimum value of the three
preceding g-modified cells of the CDM
computed as: g*(n, m-1), (n-1, m-1), and
g*(n-1, m) (Fig. 2F; note that three preced-
ing cells are considered only for cell calcu-
lations in row 2 and column 2, whereas cell
calculations in all subsequent rows and col-
umns consider eight preceding cells). For
example, the algorithm computes CDM cell
(7,2) as the sum of edge-modified matrix
(7,2) = 1.6 (Fig. 2E) and the minimum of the
three preceding CDM cells, in this case ele-
ment (6,1) = 3.1275, yielding 4.7275 (Fig.
2F). Figure 2 adopts g = 1 for mathematical
ease; had we adopted any g # 1, this selec-
tion would have modified cell (7,1)—calcu-
lated as g*(n, m-1)—to be a value less than
cell (6,1)—unmodified by g based on its
diagonal position—and thereby changed
the final value for CDM cell (7,2). Like the
edge parameter, the DTW algorithm sys-
tematically varies g values across a user-
defined range to discover alternative warp-
ing paths between given start/end cells.

To complete the CDM, the algorithm fills
the remaining empty cells in rows 3—7 and
columns 3—-4 (Fig. 2F; gray arrows). These
calculations proceed by summing the cor-
responding edge-modified matrix value and
the minimum value of the eight preceding
CDM cells (looking two steps forward is
preferred, considering the eight preceding
cells, but this is not possible in row 2 and
column 2 due to the dimensions of the
matrix and there being no Oth row or col-
umn, hence the consideration of only three
preceding cells representing one step for-
ward in row 2 and column 2). The CDM
cells are modified by g as follows: (n-1, m)
and (n, m-1) are multiplied by g; (n-1, m-2)
and (n-2, m-1) are multiplied by 1.05*g;
(n-2, m) and (n, m-2) are multiplied by 1.1*g
(Fig. 2F). Diagonal preceding cells (n-1,
m-1) and (n-2, m-2) are not modified by g.
For example, CDM cell (3,4) is computed as

edge-modified matrix (3,4) = 0.9 (Fig. 2E)
plus CDM (1,2) = 1.2275 (because this cell
has the minimum value of the eight preced-
ing cells in the CDM: (3,2), (3,3), (2,2),
2,3), 2,4), (1,2), (1,3), and (1,4)), summing
to 2.1275 (Fig. 2F).

Every possible pairing of g and edge val-
ues from the input ranges produces a CDM,
and the warping path across the CDM
begins at the lower-right corner and pro-
gressively steps horizontally, diagonally, or
vertically (see the illustrative alignment in
Fig. 2) to the minimum value of the eight
adjacent cells, always looking two steps
ahead (Fig. 2G, black cells, with values rep-
licated from Fig. 2F). For each CDM, the
corresponding 8“C.,, alignment begins
with the stratigraphically lowest cell of the
starting edge (the right column or bottom
row)—here cell (6,4; Fig. 2G)—and termi-
nates upon meeting an end edge (the left
column/top row), here cell (2,1). Note when
the algorithm encounters equivalent values,
such as cells (6,1) and (7,1), the diagonal is
adopted to maximize temporal correspon-
dence by minimizing the insertion of hia-
tuses. For the adopted edge and g parameter
values, the warping path specifies the glob-
ally optimal alignment of each 8°C.,, value
of the candidate sequence with the target
sequence (black cells), with empty rows
representing target 8°C.,, values with no
time-equivalent at the candidate section (an
imposed hiatus). Figure 2H visualizes the
target-candidate 8"C.,, alignment arising
from the alignment path in Figure 2G (i.e.,
for edge and g values of 0.1 and 1, respec-
tively). By repeating this process for a range
of edge and g values, the algorithm system-
atically generates alignments that encapsu-
late a spectrum of assumptions about the
shared temporal history (via edge) and rela-
tive rates of sediment accumulation (via g)
at the target and candidate stratigraphic sec-
tions (see Hay et al., 2019). A different pair-
ing of edge and g values can produce a visu-
ally distinct alignment from that shown in
Figure 2H (e.g., choosing a g value greater
than 1, which encourages dissimilar relative
sedimentation rates, could increase the
overlap of the shoulders of the synthetic
excursion). Together, we present the objec-
tive alignments arising from all edge and g
pairings as a correlation library for further
parsing by statistical analyses and geologi-
cal insight (see GitHub repository for a
brief discussion of computation time and
dynamic programming).

SUMMARY

The user-friendly A/ign app makes freely
available the proven DTW algorithm for
objective, reproducible, and optimal strati-
graphic time-series correlation (Hay et al.,
2019) to anyone conducting stratigraphic
research by eliminating the need for com-
mand-line coding. The Align app efficiently
(~1 minute run time) and systematically
generates a library of stratigraphic align-
ments for the stratigrapher to evaluate, a
task otherwise impossible with the human
eye. Align allows the user to cull an align-
ment library and saves all outputs in com-
mon file formats easily read into figure-
design software, making Align a powerful
new stratigraphy research tool. We welcome
collaborations to incorporate additional
features into Align to grow the capacity of
this community tool.
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