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ABSTRACT

Affective captions employ visual typographic modulations to con-
vey a speaker’s emotions, improving speech accessibility for Deaf
and Hard-of-Hearing (pHH) individuals. However, the most effec-
tive visual modulations for expressing emotions remain uncertain.
Bridging this gap, we ran three studies with 39 pHH participants,
exploring the design space of affective captions, which include
parameters like text color, boldness, size, and so on. Study 1 as-
sessed preferences for nine of these styles, each conveying either
valence or arousal separately. Study 2 combined Study 1’s top-
performing styles and measured preferences for captions depicting
both valence and arousal simultaneously. Participants outlined read-
ability, minimal distraction, intuitiveness, and emotional clarity as
key factors behind their choices. In Study 3, these factors and an
emotion-recognition task were used to compare how Study 2’s
winning styles performed versus a non-styled baseline. Based on
our findings, we present the two best-performing styles as design
recommendations for applications employing affective captions.
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1 INTRODUCTION

Captions are a widely adopted strategy to make speech accessible
[12, 46, 48, 49]. Recent advancements in automatic speech recog-
nition have marked significant progress in enhancing the quality
of computer-generated captions, thereby expanding their range of
applications [46]. However, even when transcriptions are accurate
and synchronization precise, captions frequently lack paralinguistic
cues. This means that they present speech — an expressive and nu-
anced form of communication - in a flat manner, conveying salient
verbal cues but falling short of depicting nonverbal elements.

Previous research has highlighted the adverse impact that this
absence of paralinguistic cues has on the viewing experience of
captioned content among pHH individuals [24, 32, 39]. Address-
ing this, different researchers have explored approaches to convey
paralinguistic information through stylistic modulations in typog-
raphy [9, 22, 23, 62, 79]. Much of this prior work has focused on
conveying aspects of speech such as pitch, rhythm, or loudness,
i.e., prosody. However, a recent empirical study involving DHH in-
dividuals showed that a more effective approach involves directly
representing the emotional content of a speaker’s paralanguage,
rather than solely focusing on its acoustic qualities [24].

Yet, little is known about how to actually design affective captions.
This stems from there being a gap in systematic explorations of
their design space, which is different from that of prosodic captions,
e.g., [22, 79]. What little research there is (e.g., [39]) does not focus
primarily on pHH individuals’ perspectives on what caption styles
are preferred and perform better at conveying emotions. This is
especially true for scrolling captions, i.e., those that are written one
word at a time, as are commonly used for automatically generated
captions [24]. In this paper, we address this gap by reporting on
three studies that investigated the preferences of bHH caption users
for different caption styles and how effective they were in conveying
a speaker’s emotions to DHH participants.
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Our contributions are empirical:

o In Study 1, we compared nine different caption styles for their
ability to independently represent valence or arousal. Our
statistical analysis identified two styles tied for first place for
valence (font-color and shadow-color) and four for arousal
(shadow-color, font-size, font-color, and font-weight).

e In Study 2, we examined six combinations of styles (based
on the winning styles from the first study) for representing
valence and arousal simultaneously. Our results indicated
a four-way tie for first place (font-color with font-weight,
font-color with font-size, font-color with shadow-color, and
shadow-color with font-size).

e Based on participants’ feedback, we outlined EASE OF READ-
ING, LOW DISTRACTION, INTUITIVENESS, and CLARITY OF EMO-
TIONAL REPRESENTATION as key factors for deciding whether
a given caption style would be preferred or not.

e In Study 3, we compared the four top-performing styles
from the previous study against an unstyled baseline con-
dition. We found that both font-color with font-weight and
font-color with font-size perform well, objectively and sub-
jectively, and offer both as design recommendations for re-
searchers and designers of affective captioning applications.

The three studies presented herein can be likened to a Battle
Royale-style competition, where we systematically filtered an initial
pool of 72 possible combined styles down to a final selection of just
2 winning options. Figure 1 illustrates this process.

Study 1: Preferences for valence and arousal, separately considered

®e
©®E®

Study 2: Preferences for valence and arousal, considered simultaneously
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Study 3: Objective and subjective performance tests

Design recommendations

< Of -~ &)

Figure 1: Map of the three studies and our design recom-
mendations. Valence styles are represented by filled circles
and arousal by outlined circles. The typographic modula-
tions are abbreviated as follows: Bc: background-color; Bs:
baseline shift; ET: emotional typeface. Fc: font-color; Fs: font-
size; Fw: font-weight; Ls: letter spacing; op: opacity; and sc:
shadow-color; Each study eliminated certain styles from con-
sideration, marked by faded colors and a cross symbol (X).

Neutral
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2 BACKGROUND AND RELATED WORK

2.1 Visualizing Speech Properties Using
Stylistic Representations in Text

Over the years, researchers have explored how visual modifica-
tions in typography can serve as a means of infusing text with
an additional layer of information, encompassing not only its con-
ventional linguistic content but also dimensions of prosody and
emotions. These alterations include adjustments in letter forms and
typesetting parameters [14, 59, 79], as well as the incorporation of
complementary visual elements. Research in this field has shown
that readers can effectively assimilate some of these changes into
their reading patterns [9], suggesting that these modulations can
be a useful approach to overlay meaning on written text.

A recent study proposes two models of speech-modulated typog-
raphy aimed at allowing the conversion of expressive speech into
written text. Using pairwise comparisons, it gauged participants’
preferences for various typographic modulations, including font
weight, letter width, letter slant, and baseline-shift, used as a means
of depicting utterances with five emotions. The study found that
font-weight was favored for intense utterances, while baseline shift
was preferred for quieter ones [23]. These findings suggest that
participants’ preferences can converge around the use of specific
typographic parameters to convey paralinguistic aspects of speech.
In that vein, previous studies have also explored the use of color-
emotion associations in written text to convey emotions [42, 62],
such as employing red-colored text to express anger [64].

Combining multiple modulations, the Kinedit system allows
users to manipulate typographic attributes like font-size, color,
position, and rotation to convey emotions, prosody, direction of at-
tention, characters, and more [27]. This system was later expanded
to accommodate instant messaging scenarios [10].

Not all studies are necessarily based on modulating preexisting
typographic parameters. Promphan, for instance, designed a font
where the actual shapes of each character interpolated along a
continuous spectrum from negative to positive valence, shifting
from harsh and spiky shapes for the former to soft and rounded
ones for the latter [54].

Other approaches aim to assist specialized audiences in prosodic
analysis. In these cases, authors have developed precise visualiza-
tions of speech that mix traditional textual transcription with graph-
ical elements representing acoustic features such as pitch, energy,
and rhythm. Despite their accuracy, these approaches might prove
challenging to comprehend for those unversed in the specialized
conventions of fields such as linguistics [1, 51].

While these studies provide an initial starting point when it
comes to representing a speaker’s prosody and emotions, they
mostly focus on text for print or online settings. Captions have
unique requirements and constraints, such as the need to synchro-
nize the text with corresponding audio or visual content, limited
space and time for displaying text, distinct needs for legibility and
readability, and the potential for distractions or occlusion caused
by other on-screen elements. These factors constrain the general-
izability of findings from research on prosodic and affective rep-
resentations in conventional long-form text, which calls for more
caption-focused research.
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2.2 Enhancing Caption Text to Improve
Viewer’s Experience of Captioned Media

In addition to improving the transcription accuracy of captions,
there has been a recent focus in the fields of HcI and accessibility
research on enhancing the usability and presentation of captions.
This includes exploring ways to make captions more informative,
visually engaging, and easy to read, while still maintaining their
primary function of conveying spoken content to pHH individuals.
For example, recent studies have investigated the importance of
identifying the current speaker in a panel discussion [4], as well as
the benefits of inserting correct punctuation or pauses in captioned
videos to improve readability for pHH viewers [29, 73].

Previous research has investigated the benefits and various ap-
proaches to highlighting important words in caption texts, as well
as examining the most effective styles to achieve this [37]. Addition-
ally, researchers have explored how various aspects of caption text
appearance, including styles, font, and background, can influence
DHH users’ subjective impression of caption quality and readabil-
ity [7, 19]. Proper segmentation, which aligns caption boundaries
with syntactic boundaries, has also been found to improve caption
readability [73]. Researchers have explored captioning approaches
that place captions in regions that cause the least interference with
important on-screen information, in order to mitigate the occlusion
of caption text [2, 3].

In general, it has been shown that pHH individuals appreciate
caption enhancements that improve the informativeness and en-
gagement of the content, provided that they do not hinder the pri-
mary function of the caption text. This highlights the importance
of running empirical studies with DHH participants to investigate
key performance and design variables.

Affective captions have been investigated as a means of enhanc-
ing the overall viewing experience by conveying the emotional
tone of the speaker in addition to their spoken words. Rashid
et al. presented a study in which artists collaborated to create ani-
mated closed captions that visually represented categorical emo-
tions present in speech. Although the enhanced captions did not
lead to better emotion recognition compared to a control group with
traditional captions, both hearing and DHH participants expressed
their preference for the new enhanced captions [58].

A recent cHI study investigated the limitations of standard cap-
tions in live meetings by interviewing pHH individuals. It showed
that standard captions lack emotional depth, resulting in a loss of
emotional cues, leaving DHH individuals feeling alienated from their
hearing peers. It then compared captioning models incorporating
prosody, emotions, and a combination of both, and found that the
emotion-based model was preferred by pHH viewers [24]. In this
same work, the authors recommended the use of multi-dimensional
models of emotion, like the circumplex model, which categorizes
emotions along two dimensions: valence, indicating pleasantness or
unpleasantness, and arousal, reflecting intensity [60]. This model,
they argued, provides a comprehensive way to represent emotions,
capturing a continuum of emotional experiences that still allows
for the mapping of discrete emotions as specific coordinates. For
example, anger can be mapped to low valence and high arousal,
while relief maps to high valence and low arousal, etc [34].
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The most closely related study to ours is a recent cH1 Late-
Breaking work that explored the use of color, typography, and
their combination to visualize pleasure, arousal, and dominance in
speech, based on the PAD (circumplex with an additional dominance
dimension) emotional model. However, the study did not find any
significant differences among the styles tested, nor did it measure
its affective captioning approaches versus a non-styled baseline. A
qualitative analysis of the data collected showed a preference for
color-based affective caption approaches, while also highlighting
concerns regarding legibility, distraction, and interpretability of
affective captions [32].

Despite the recent research on affective captions, there is still
no consensus on the best way to represent emotional properties
in caption text. Research in this area often borrows from more
general studies on paralinguistic representation in text, but captions
have enough specificities for this extrapolation of knowledge to be
challenging, e.g., captions are an animated medium with unique
challenges regarding legibility, readability, how much they might
suffer from or cause distractions with other on-screen content, etc.
Our research bridges this gap by developing a range of typographic
styles specifically designed for use in captions that depict affective
dimensions of speech. We then have these styles compete among
themselves for the preference of paH viewers. In doing so, we seek
to address the following research questions:

RQ1. Are there caption styles that emerge as preferred by
DHH viewers to represent valence or arousal...
A ...when depicted individually?
B ... when depicted in combination?

We divided the first research question into A and B parts because,
while we ultimately are seeking a caption style able to convey both
valence and arousal, there would be a combinatorial explosion if we
were to test all styles combinations depicting valence and arousal.
Thus, answering RQ1.A can help us narrow down viable styles for
each aspect before combining them to address RQ1.B. In order to
enrich our understanding of pHH individuals’ preferences and the
reasons for their choices, we also ask:

RQ2. What factors influence pHH viewers’ preference for specific
caption text styles conveying valence and arousal in speech?

Once we have established a roster of caption styles with high
favorability ratings among DHH viewers, we will further refine
the selection by putting it through a series of evaluations that, in
answering the research questions below, will allow us to prepare
design recommendations for researchers and designers interested
in employing affective captions.

RQ3. Do the most preferred methods for conveying valence and
arousal in combination, selected in the answering of rRQ1.B,
outperform a baseline caption text when DHH participants...
A ...engage in an emotion-recognition task when watching
captioned videos?

B ...report on their subjective impressions of how each cap-
tion style performs according to the factors outlined in the
answering of RQz?
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3 STUDY 1: EVALUATING CAPTIONS STYLES
THAT DEPICT VALENCE OR AROUSAL
INDIVIDUALLY

In Study 1, we aimed to understand the preferences of DHH partici-
pants for caption styles that depict either valence or arousal, but
not the two combined. Participants viewed examples of affective
captions presented in various caption styles (see Figure 3). They
were tasked with comparing them, choosing the styles that they
saw as having a clearer representation of the depicted emotion.
These choices were compiled into a ranking of preferences across
all participants (RQ1.A). Since we were also interested in uncover-
ing the reasons behind these choices, questions about subjective
impressions about the selected styles were included as well (rQ2).

3.1 Methods

3.1.1  Stimuli Generation.

Text and Audio Processing. For our evaluation, we needed a set of
videos to which we could add affective captions depicting valence
and arousal using different visual styles. We used videos from the
Stanford Emotional Narratives Dataset (SEND) [52]. These are short
videos featuring individuals retelling personal stories with a strong
emotional component. Examples include one person’s reflection on
their mother’s battle with tuberculosis, another person’s experience
of a breakup on a school trip, a third person’s unexpected victory
at a school race, among others.

Included with the dataset are each video’s transcriptions, which
we fed, along with their audio channel, through an instance of
Gentle [50], a Kaldi-based force-alignment toolkit set at a word-
based granularity level. This gave us a timestamp for when each
word in the transcript starts and ends. With these timestamps, we
isolated the audio excerpts for each word, which were processed
through a transformer-based neural network [70] to obtain values
of valence and arousal, emotional components as defined by the
circumplex model of emotion [60]* These two values, which are
the final output of this process, as illustrated in Figure 2, were then
normalized [22] and annotated in a caption file [21].

Typographic Styles. To generate the videos, we processed their
annotated caption files. We mapped the valence and arousal val-
ues assigned to each word to specific typographical parameters. In
essence, this means that as emotional values increase, so do the as-
sociated typographic parameters. Since there is a lack of systematic
exploration regarding the mapping between emotions and typog-
raphy, we gathered a diverse range of typographic modulations
from the literature — although in their original use-cases many
were not specifically used to represent either valence or arousal,
or even applied to captions, this approach allowed us to cover a
wide spectrum of possibilities during our evaluation. To ensure the
accessibility of text output in each style, we adhered to the wcac
guidelines [18] to the best of our ability.

The font-color, background-color, and shadow-color styles are
based on using changes in hue to represent the chosen affective

'We acknowledge the scholarly debate challenging the possibility of there actually
being a meaningful ground truth for such a system to deduce [11, 35], but feel that
this discussion is best left to a more focused inquiry on the subject and, as such, will
sidestep it as a tangential matter considering our goals with this paper.
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1 TRANSCRIPTION

This is just a hypothetical example
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PER-WORD VALENCE
PER-WORD AROUSAL

Figure 2: Diagram of how the transcription of a spoken utter-
ance (1), together with its audio file (2), are used to generate
a force-aligned transcript (3), which allows for the slicing of
each word’s audio (4), which is then fed into a neural network
(5) that outputs its valence and arousal levels (6).

dimension. Color has been used to represent emotions and moods
by researchers in different fields [6, 15, 16, 24, 28, 32, 42, 43, 63].
Frequently, this is used to depict valence, with red commonly as-
sociated with negative values [28, 42] and blue [63] or green [42]
used for positive ones. We used the color palette defined in Hassan
et al. [32], designed to ensure that individuals with color vision
deficiency are able to distinguish the different values.

Although all three styles use color, they differ in their application.
The font-color (Figure 3a) style involves changing the color of the
word itself [24]. Background-color (Figure 3b) involves adding a
colored box behind each word. This is similar to visual experiments
done for instant messaging interfaces [15, 16]. Finally, the shadow-
color (Figure 3c) style applies a blurred halo behind each word.
While we have not found examples of this use in the literature, it
is based on exaggerating the common drop shadow effect used in
conventional captions to increase their figure-ground contrast.

The font-weight, baseline-shift, and letter-spacing typographic
parameters (shown in Figures 3d, 3e, and 3f, respectively) have been
used by various authors to represent elements of prosody, such as
loudness, pitch, and duration [9, 14, 22, 23, 59, 61, 79], or arousal
and intensity of valence [32].

Font-size (Figure 3g) has been used to depict arousal [24]. Hassan
et al. [32] used brightness to depict dominance, which we here
adapted as opacity (Figure 3h). Lastly, Promphan [54]’s emotional-
typeface (Figure 3i) has letter shapes that translate negative, neutral,
and positive valence as jagged, balanced, or rounded strokes.

With videos rendered at 960 pixels wide, valence and arousal
values were shown as follows: Background-color & font-color: 0.0 as

#8979, 0.5 as  white; 1.0 as m #00ffff; Baseline-shift: 0.0 as
-20 PX, 1.0 as 20 PX; Font-size: 0.0 as 18 PX, 1.0 as 34 PX; Font—weight:
0.0 as 200, 0.5 as 400, 1.0 as 900; Letter spacing: 0.0 as -0.2 CH, 1.0 as
0.6 cH; Opacity 0.0 as 30 %, 1.0 as 100 %; and Shadow-color: 0.0 as

#8979, 0.5 as W black; 1.0 as m #00ffff. Intermediary values
were interpolated linearly. px and cH units are presented as were
defined in our css stylesheets. For the Emotional typeface, the five
discrete font shapes applied evenly between 0.0 and 1.0. For all
other styles, the Inter typeface was used [5].
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| pulled, somehow, from out of nowhere this incredible finish and |

passed three people and | dived at the line and | just... | got

(a) Font-color

| pulled, somehow, from out of nowhere this incredible finish and |

passed three people and | dived at the line and | just... | got

(b) Background-color

| pulled, somehow, from out of nowhere this incredible finish and |

passed three people and | dived at the line and | just... | got

(c) Shadow-color

| pulled, somehow, from out of nowhere this incredible finish and |

passed three people and | dived at the line and | just... | got

(d) Font-weight

| pulled, somehow, from out of nowhere this incredible finish and |
passed three people and I dived at the line and | just... I got

(e) Baseline-shift

| pulled, somehow, from out of nowhere this incredible finish and I passed

three people and | dived at the line and | just... | got

(f) Letter-spacing

| pulled, somehow, from out of nowhere this incredible finish and | passed
three people and | dived at the line and I just... | got

(g) Font size

out of nowhere this incredible finish z

passed three people and | dived at the line and | just... | got

(h) Opacity

1 pulled, sormehow, from out of rowkere this incredible finish and I

passed three people and I dived at the line and I just... I got

(i) Emotional-typeface

Figure 3: The nine caption styles used in the first evaluation.

All images are screenshots from one of the videos that were
used as stimuli.

Video Selection. The selection of videos within the sEND dataset
had to meet several criteria. First, each video needed to cover a
range of valence and arousal levels, including low, medium, and
high values, so as to show a representative example of each caption
style. Second, the videos had to be brief, as participants would
need to evaluate nine caption styles for each input dimension in a
session no longer than 75 minutes, as per our approved research
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protocol. Lastly, we aimed to represent the diversity of stories and
participants in the sEND dataset by selecting videos that included a
variety of ethnicities, genders, and positively and negatively toned
stories. This diversity helps to account for how different caption
styles might be more or less favored depending on the subject or
theme of the video.

We selected short extracts from multiple videos to maximize
diversity and minimize video length, while also ensuring significant
variation in valence and arousal levels. This involved a careful
analysis of the videos’ valence and arousal levels to identify brief
moments with notable variations.

3.1.2  Evaluation Design and Analysis Plan. Answering RQ1.A” re-
quired a method capable of assessing participants’ preferences for
each of the nine chosen caption styles, whether applied to depicting
valence or arousal. To do so, we opted for Best-worst scaling (Bws).

In this method, participants are presented with a set of options
and asked to choose the best and worst based on specific criteria. In
our case, the options were the caption styles, and the criteria was
whether each style did a good or bad job at depicting either valence
or arousal. This process is shown in Figure 4. We can leverage the
best-worst choices to obtain explicit and implicit ranking data for
each style. For instance, if a participant selects A as the best and D
as the worst from the caption styles A, B, C, and D, they explicitly
indicate A > D, but implicitly suggest that A > B,A > C,B > D,
and C > D. The only missing ranking information in this example
pertains to the non-selected options B and C. With repeated rounds,
especially if there are many options, we can obtain good coverage
without overloading participants at any particular round.

For our setup, Bws offers advantages over Likert-rating scales,
pairwise comparisons, or integer rankings. For one, it suits scenar-
ios where participants might overlook small differences3 between
items [8]. By having participants compare only a small subset of
options at a time, BWs strikes a balance between the simplicity of
pairwise comparisons (easier, but requiring too many rounds) and
the efficiency of integer rankings (harder, but with shorter tests).

This is coupled with evidence suggesting that Bws performs
well for experiments that measure caption-appearance preference
among DHH users [8] or, more broadly, that measure typographic
style preferences [72]. Lastly, Bws is more robust than Likert-rating
scales against inconsistencies? in participants’ ratings across multi-
ple rounds [20, 40].

To analyze the data, we used an ELO-rating system that incorpo-
rates all obtained pairings, whether explicit or implied, modelling
participants’ preferences as a set of likelihoods of choosing one
option over another. The system operates under the assumption
that each style has an underlying strength S, such that if S4 > Sp,
style A is expected to be chosen more frequently than style B, with
the difference in strengths directly influencing the frequency of
this choice.

?RQ1.A: Are there caption styles that emerge as preferred by DHH viewers to represent
valence or arousal when depicted individually?

3We prioritized legibility when designing the caption styles. This at times constrained
visual expression, leading to subtle differences between some styles.

4Repeated showings of the same caption style across multiple videos can lead to
inconsistencies in participants’ ratings, an effect stemming from participants not
knowing the full range of choices until they have been through many rounds of the test.
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From the nine
available caption
styles...

...five are randomly

(rc s -s M- ecles I eI L s Mo )
@0 © 06 selected an shoun

...who is asked to
@ @ select the best (FC)
and worst (BS) options.
v X
{

S
This explicitly informs
us that FC beats BS...

{ Y Y Y ...but also implies that

©® © 00

| G S

ET, and that BS loses
+4-0 +1-1 Al =l +0-4 +1-1

to SC, FW, and ET.
The win/loss records for
each style are updated,

and the process is then
repeated.

Figure 4: Example of one round in our Best-worst scaling
setup. Caption style names are abbreviated as in Figure 1.

Every match updates the ratings of the two styles, but notably,
ELO algorithms are self-correcting, i.e., a choice that confirms the
expectations of the model will not cause large changes in ratings,
whereas an upset victory of a ‘weaker’ style would [26]. This feature
allows us to define a preference ranking that captures potential
dissensus among participants. Put differently, the ranking does not
rigidly impose a ‘winner-takes-all’ structure; rather, it adapts to
accommodate diverse participant responses.

The actual implementation used was Herbrich et al. [33]’s
TrueSkill method. This is an ELo-like algorithm that models each
style’s strength as a normal distribution with mean value p and
standard deviation ¢. This quantifies both a style’s expected perfor-
mance and the level of uncertainty around this estimate, which can
help us moderate the degree to which we trust the results. Larger or
smaller values of o reflect more or less uncertainty as to the overall
rankings, which is expected to diminish as more matches are run.
To determine a given caption style’s true relative strength, we use
j + 20, providing a 95% confidence interval.®

3.1.3 Experimental Set-up. Both Study 1 and 2 shared a similar
overall structure. In Study 1, described in this section, participants
were randomly assigned to start with videos showing either valence
or arousal. Over the course of the session, they completed a total
of 16 rounds, with eight rounds dedicated to valence and eight to
arousal. Every round consisted of five videos with the same scene,
each one showing a different caption style selected from a pool of
nine options. The videos had an average duration of 18 seconds
(o = 4s). Figure 5 shows a screenshot of the interface used during
the first study. As with the following two studies, this experiment
was developed as a website using jsPsych [25].

In Study 1, after the Bws/videos portion of the test, participants
were asked to answer two questions about their most favored and

5A caveat of ELO systems is their dependence on match order, i.e., the outcomes of
subsequent matches are affected by previous ones. While this is logical for competitive
games, in our experiment the sequence of matches lacks any inherent order, so we
follow Clark et al. [17]’s suggestion of averaging ELO-outputs from randomly ordered
iterations of the data until consistent outcomes emerge. In our case, stability was
achieved after 1,000 iterations.
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1716 How intense is the emotion? (Arousal) worst best

how the spaaker nas worss
tha cary low, nutrl, or high aroussl

I pulled, somehow, from out of nowhere this incredible finish and |
passed three people and | dived at the line

Figure 5: Screenshot of the experiment’s platform. On the
left side of the image, an example video is shown with the
background-color caption style. On the right side, five dif-
ferent caption styles are displayed, which were presented to
participants in a particular Best-worst scaling (Bws) round.
The image illustrates instructions for the arousal segment of
the test. For the valence portion, the text read ‘What type of
emotion? (Valence) Which caption style is the best and the
worst representation of how the speaker in the video below
has words that carry negative, neutral, or positive valence’

disfavored style for both valence and arousal (so eight questions in
total). These questions were open-ended, and phrased as Why did
you think this caption style worked [or ‘did not work’] as a represen-
tation of each word’s valence, or emotional tone [or ‘arousal level’]?,
and Do you have any suggestions about what could be made to make
this particular style work better?

3.2 Findings from Study 1

Participants were recruited by sending out Institutional Review
Board-approved ads to social network groups and university-related
student groups. Participants qualified to participate in this exper-
iment if they identified as d/Deaf or Hard-of-Hearing. For Study
1 we recruited a total of 10 participants, 7 of which identified as
female and 3 as male, 7 of which identified as d/Deaf and 3 as
Hard-of-Hearing, with a mean age of 29.5 years (o = 11.9).

3.2.1  Caption Style Reference Rankings. Study 1 had 10 partici-
pants evaluating 5 videos per round for 8 rounds for each affective
dimension. A 5-way BWs generates 7 data pairs, so 10 X 8 X 7 = 560
pairwise comparisons for both valence and arousal. Table 1 shows
the results from the study, including both the raw answers — i.e.,
what participants explicitly chose (or ‘N/A’, for the times a style
was shown but neither won nor lost) —, and the choices implied by
the Bws setup.

Note that the numbers presented here show the frequency with
which each caption style was favored over the other styles it was
compared against. These numbers alone do not reflect the final
ranking of the strengths of each style, as understanding the relative
strength of each comparison is crucial — beating a weaker opponent
will result in fewer ranking points being earned than if you were
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RAW ANSWERS IMPLIED ANSWERS
Style VALENCE AROUSAL VALENCE AROUSAL
WON LOST N/A WON LOST N/A WINS LOSSES WINS LOSSES
Background-color 40% 20% 40% 31% 25% 44% 62% 38% 54% 46%
Baseline shift 15% 85% 0% 31% 69% 0% 25% 75% 40% 60%
Emotional typeface 12% 88% 0% 16% 84% 0% 24% 76% 27% 73%
Font-color 48% 0% 52% 33% 14% 53% 83% 17% 63% 37%
Font-size 17% 10% 73% 25% 4% 71% 56% 44% 67% 33%
Font-weight 14% 2% 84% 20% 7% 72% 60% 40% 60% 40%
Letter spacing 9% 37% 53% 9% 23% 68% 31% 69% 39% 61%
Opacity 6% 21% 73% 2% 27% 71% 39% 61% 31% 69%
Shadow-color 24% 3% 74% 44% 8% 48% 67% 33% 74% 26%

Table 1: Raw and implied (as per the Bws method) results for each one of the g styles, applied either for depicting valence or
arousal. In the raw results columns, choosing a style as the best option counts as a win, and choosing it as the worst option
counts as a loss. ‘N/a’ columns indicate the percentage of times a given style was shown in a round but was not chosen as the

best or worst option.

to beat a stronger opponent. Nevertheless, they serve as a useful
initial reference point for further analysis of the data.

To assess the internal consistency of participant responses, a
Split-Half Reliability test was conducted by calculating the Spear-
man rank correlation coefficient between two randomly divided
segments of the complete dataset [41]. The data, transformed into
scores using the counting procedure outlined by Orme [53], re-
vealed high correlations for both the valence (p = 0.92, p < 0.001)
and arousal (p = 0.90, p < 0.01) datasets.

We ran the pairings through the TrueSkill algorithm, obtaining
the relative strengths of each style. We used the Python library
with default initial parameters.® Of note, y (the strength of each
caption style) started at 25, so styles that ended above or below this
gained or lost points after all the matches were processed. The final
values obtained were:

e Valence: font-color (¢ = 30.6, 0 = 0.9), shadow-color (y =
27.9,0 = 1.0), background-color (¢ = 27.0,0 = 0.9), font-
weight (u = 26.9,0 = 1.0), font-size (u = 26.2,0 = 0.9),
opacity (u = 22.9, 0 = 0.9), letter-spacing (¢ = 22.0,0 = 0.9),
emotional-type (1 = 20.9, 0 = 0.9), and baseline-shift (u =
21.0,0 = 1.0).

e Arousal: shadow-color (¢ = 29.0,0 = 0.9), font-size
(u = 27.7,0 = 0.9), font-color (¢ = 26.8,0 = 0.9), font-
weight (1 = 26.6, 0 = 0.9), background-color (i = 25.6,0 =
0.8), baseline-shift (1 = 23.7,0 = 0.9), letter-spacing (u =
23.0, 0 = 0.9), emotional-type (u = 21.4, 0 = 0.9), and opacity
(p=2150=0.9).

Styles in bold were included for Study 2 if their higher bound
was greater than the lower bound of the top-scoring style. TrueSkill
results are also shown in figure 6.

3.2.2  Open-Ended Feedback from Participants. After the Bws part
of the test, participants were shown, for each of valence and arousal,
the caption styles that best and worst performed according to their

%See Lee [44] for documentation on installing and using the library. Parameters were
set at their default values of p = 25, 0 = #/5, f = 9/, and T = “/100.

THRESHOLD FOR STUDY 2
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(a) Preferences for valence-representing caption styles
THRESHOLD FOR STUDY 2
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Font-weight
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(b) Preferences for arousal-representing caption styles

Figure 6: Charts showing the relative strength and confi-
dence interval for each caption style in relation to valence
and arousal, using data collected in Study 1. The numbers
shown are the TrueSkill output of each caption style after all
matches were run. The initial value was set at 25, so values
above that indicate caption styles that ended up gaining skill.
The blue vertical line highlights the lower bound of the top
choice for each input dimension, which was used as a cut-off
point to select styles for inclusion in Study 2.
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individual votes. They were then asked to comment on the reasons
they thought these styles were (or were not) able to convey valence
or arousal. (Quotes edited for brevity and clarity).

Participants commented on the unsuitability of certain styles to
depict the two affective dimensions. Commenting on the emotional-
typeface style (Fig. 3i), 1 said it didn’t work for either arousal (T
don’t see how jagged letters will help me associate negativity’) or
valence (it’s confusing to recall whether the jags were a positive or
negative association’). P4, on its use for valence: ‘when they were
Jjagged it was hard to read — it just wasn’t helpful’. ps5, for arousal:
‘sometimes the neutral looks similar to positive’.

P9 noted on letter-spacing: [I] didn’t understand how space is
associated with positive arousal level, and it’s a bit hard to read.” P10
echoed the sentiment but regarding valence: ‘for negative words
the letters are too close to each other, making it harder to read.’ For
p5 Baseline-shift (Fig. 3e) didn’t work, since there was no visual
reference against which changes could be seen. If someone came up
being positive all the way until the end, it looks like almost nothing
changed,” an effect compounded by how line breaks also create
changes in vertical spacing: ‘also, if there are two lines, it’s hard to
tell if there was a change in the speaker’s tone or just a new line.”

Some styles posed readability issues due to limitations in design
and mapping, even though participants deemed them suitable for
representing an affective dimension. p2, on opacity (Fig. 3h) for
arousal: T think it did a good job showing one’s emotions, but was
harder to read when it was really light” Again for arousal, P5 said
that ‘it’s not that this caption style didn’t necessarily work, but its
transparency makes it a bit hard to read.” P3 suggested font-weight
be more spacious, but thought that it ‘helped to see the person’s tone
by identifying [highlighted] words.’

P2, on font-size (Fig. 3g) for valence, thought that ‘at some points
it was too small to read,’ a concern also echoed by p7, although
they thought it ‘worked well because the font size aligns with the
level of the arousal.’ pg agreed, stating that ‘because we are taught
that capital letters are associated with speaking loudly, I can easily
associate a larger font with a speaker’s positive arousal level and
vice-versa.’

Comments about font-color and background-color (Fig. 3a) were
predominantly favorable, with participants commenting positively
on the readability and interpretability of these styles. P2 commented
on font-color: Tt was easy to read and super clear whereas the others
were harder. It did a good job of expressing one’s emotions using
different shades.’

Some participants shared their interpretation of the colors used.
p3: ‘Maybe green represents positive, and red represent angry?’ p4: ‘Tt
was helpful because in general, red is known to be more negative, while
blue is more positive.” P10 summarized the sentiment with ‘colors
help recognize tones.” P1 preferred the background-color (Fig. 3b)
style for arousal, saying ‘it was the most visible option because I
could see the colors and that helped me see the differences in arousal
levels.’ p5 said that the use of colors has a learning slope, since ‘blue
is like the sky, which is good, and red is like anger, so it’s bad, but
when you are sad it’s also blue and when you are happy it can be red,
so it’s a bit confusing.’ Still, they thought the style worked ‘because
its colors are way more obvious than the other styles, where changes
in tones where harder to recognize.’
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Participants felt shadow-color (Fig. 3c) had legibility challenges
despite being easier to interpret. p4: ‘captions were difficult to read
with the shadows behind them.’ P2 suggested ‘making the shadows
a little smaller around the words because it could get to be a little
much at some points, with the shadows sometimes running over other
words.” Still, they said that ‘once again, this is a color one so I really
liked these. It was really clear and obvious to see how one was feeling.’

4 STUDY 2: EVALUATING CAPTION STYLES
THAT DEPICT VALENCE AND AROUSAL
IN COMBINATION

After completing Study 1, we used the results to identify a small
number of combinations between the most preferred caption styles
for valence and arousal. These combinations included the top choice
for each of valence and arousal, as well as any styles that overlapped
with the winning styles’ 95% confidence range. In total, we iden-
tified eight styles: font-color and shadow-color for valence, and
font-weight, color, size, and shadow-color for arousal, which we
combined in pairs of two. However, due to the way these styles
were defined, font-color could not be combined with itself, and
neither could shadow-color. This left us with a total of six styles to
evaluate in Study 2, as seen in Figure 7.

The Bws portion of the test was similar to that of Study 1. Ex-
cerpts were slightly longer (u = 27s, with o = 5s), and accounting
for how the comparisons themselves were more complex — two
styles per video, with subtle differences between some combina-
tions — we reduced the number of videos per round from five to
four, and the total number of rounds from 16 to 12.

After completing the Bws/videos portion of Study 2, participants
were asked to provide open-ended feedback on their most and
least preferred caption styles. They were then presented with the
winning and losing caption styles according to their choices in the
BWs portion of the test, i.e., each participant would see a different
best and worst option.

Using an inductive open coding method [77], this data, along with
notes taken during the study, and the open-ended data collected
in Study 1, was separately analyzed and clustered by two authors
to answer RQ2 regarding the factors that influence pHH viewers’
preference for specific caption text styles.

4.1 Findings from Study 2

Participants were recruited by sending out 1rRB-approved adver-
tisements to social network groups and university-related student
groups. Participants were identified as qualified to participate in
this experiment if they identified as d/Deaf or Hard-of-Hearing. For
Study 2 we recruited a total of 11 participants, 8 of which identified
as female and 3 as male, 5 of who identified as d/Deaf and 6 as
Hard-of-Hearing, with a mean age of 28.5 years (o = 9.7).

4.1.1  Caption Style Reference Rankings. Study 2 involved 11 partic-
ipants evaluating 4 videos per round for 12 rounds. With 4 videos,
the number of implied pairings generated at each round was 5, so
we had 11 X 12 X 5, resulting in 660 pairwise comparisons for the 6
combined styles. Table 2 shows both the raw and implied answers
from participants. The Split-Half Reliability test for this dataset
showed a strong correlation, with p = 0.83 and p < 0.051.
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Style (valence with arousal) RAW ANSWERS IMPLIED ANSWERS
WON LOST N/A WINS LOSSES

Font-color with font-weight 42% 23% 35% 61% 39%
Font-color with font-size 31% 18% 51% 58% 42%
Font-color with shadow-color 29% 22% 49% 55% 45%
Shadow-color with font-color 24% 24% 52% 51% 49%
Shadow-color with font-weight 9% 28% 63% 38% 62%
Shadow-color with font-size 12% 35% 53% 35% 65%

Table 2: Raw and implied (as per the Bws method) results for each one of the 6 font style combinations. In the raw results
columns, choosing a style as the best option counts as a win, and choosing it as the worst option counts as a loss. ‘N/a’ columns
indicate the percentage of times a given style was shown in a round but was not chosen as the best or worst option.

she really loves animals, and is great. And | really loved her back

then. Um, she was, she was like, oh, she's coming to visit, she's

(a) Font-color for valence, shadow-color for arousal
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(c) Font-color for valence, font-size for arousal

really loves animals, and is great. And | really loved her back then. Um, she
was, she was like, oh, she's coming to visit, she's
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really loves animals, and is great. And | really loved her back then. Um,

she was, she was like, oh, she's coming to visit, she's

(f) Shadow-color for valence, font-weight for arousal

Figure 7: The six caption styles used in Study 2 of the evalua-
tion. All images are screenshots from one of the videos used
as stimuli.

Running the pairings through the TrueSkill, again with the same
parameters as used in Study 1, gave us the following values: Font-
color with font-weight (¢ = 26.5, 0 = 0.8), font-color with
font-size (i = 26.2, o = 0.8), font-color with shadow-color (i =
25.8, 0 = 0.8), shadow-color with font-color (¢ = 25.2, 0 = 0.8),

THRESHOLD FOR STUDY 3

Font-color | —
with font-weight 27
Font-color <~
with font-size 26
Font-color

with shadow-color
Shadow-color
with font-color 25
Shadow-color
with font-weight 23
Shadow-color
with font-size 23

Figure 8: Relative strength and confidence interval for each
caption style tested in Study 2. Style names have the first style
depicting valence, and the second arousal. Styles in bold blue
have their TrueSkill i value overlapping the top choice when
considering the 95% confidence interval. As with Study 1, the
initial y value was set at 25, meaning that styles that finished
the matches above that value gained skill points.

shadow-color with font-weight (i = 23.4, 0 = 0.8), and shadow-
color with font-size (4 = 23.1, 0 = 0.8).

4.1.2  Open-Ended Feedback from Participants. Nine participants
commented favorably on using font-size or font-weight to depict
arousal. P18, for instance, noted that for depicting arousal, font-
size was the most appropriate way but in a real-world application
font-weight would be better. They believed that font-size might be
a CLEARER and more INTUITIVE choice for conveying arousal, but
font-weight could be a less disruptive alternative. They commented:
[font-weight] represents arousal well while keeping it minimalist.
Bold fonts naturally convey intensity — when we want to emphasize
something, we use bold fonts. P17 echoed this sentiment: T liked how
with font-color and weight there wasn’t much factor or adaptation
to the new changes for captioning. It is a subtle yet good change.’
Font-size, on the other hand, ‘won’t work as it can cause our eyes to
«juggle» throughout the captioning, making it an effort to read.

Six participants in total, including p21 liked font-color paired
with font-weight: ‘Both of these make the general point, but are not
[overwhelming]. The other ones were either too hard to read (font-size)
or just too much for me (shadow-color).” Like P18, they thought that
just being able to clearly convey valence or arousal might not be
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enough: T think shadow-color does a really good job in getting the
point across but is just too distracting.’ This is a subtle point, though,
since they also made an argument about how different parameters
could make those styles work: T can read the small font sizes, but it
could potentially be harder to read. So maybe making the shadows
less showy and changing up the sizes a bit could help.’

Three participants expressed their preference for different tones
and saturation ranges for representing affective dimensions. p12: T
think if the red color was darker or noticeable in some way, or having
the neutral statements in a certain color rather than a muted red or
blue, it would stand out more.’ P18 thought colors work well for
valence, ‘as long as the person using the caption gets used to the
representation of each color. Maybe it would work better to put colors
that refer more to negative/positive things?’ P21 added that ‘maybe
making some of the shades a little darker would help?’

Concerns with LEGIBILITY and DISTRACTION were also common,
particularly when shadow-color was used. p11: ‘shadow-color with
font-color is very distracting and hard to read. My eyes get strained
while trying to pay attention, and I do not like how there is too much
overlapping of shadow with the letters.” P17 agreed, saying that ‘the
glow [on the shadow-color] is a nice idea, but too much can be too
bearing for us to read,’ although they did think a Tittle glow could
help [the font-color with font-weight style]. P13 thought there might
be challenges ‘for people with poor vision, or Deaf-Blind, seniors, and
such — reading becomes really challenging if the glow is over-used,
as it was for me a few times.’

p15 echoed this: ‘The glow in the caption kind of confuses me. Also,
when the emotion is low and the font decreases in size it makes it hard
for me to read.’ They still complimented font-size, though, because
‘it is clear when showing the emotions of the speaker.’ P16 agreed,
saying that font-size represents arousal the best, giving an insight
about the level of an emotion — high, low, excited, etc.

5 STUDY 3: SUBJECTIVE AND OBJECTIVE
PERFORMANCE OF THE COMBINED
STYLES AGAINST A NEUTRAL BASELINE

At this point, Studies 1 and 2 had given us two important insights.
First, they allowed us to narrow an initial set of 72 possible caption
style combinations? into only 4. Second, they provided us with a
set of criteria that bHH participants judged to be relevant when
selecting an affective caption style. We will go over them in detail
in the discussion session but, briefly, they were as follows: EASE
OF READING, LOW DISTRACTION, INTUITIVENESS, and CLARITY OF
EMOTIONAL REPRESENTATION. With this in hand, we designed and
ran Study 3, aimed at helping us answer rQ3.A and RQ3.B3

5.1 Methods

5.1.1  Stimuli and Experimental Design. We once again utilized the
SEND resource to gather 10 videos of speakers recounting stories,
both positive and negative. Each video was prepared in one of

7Permutation of g items into subsets of 2, P(n,r) = (n%'r), = % =72

8Do the most preferred methods for conveying valence and arousal in combination,
selected in the answering of RQ1.B, outperform a baseline caption text when DHH par-
ticipants (RQ3.A) engage in an emotion-recognition task when watching captioned videos?,
and (RQ3.B) report on their subjective impressions of how each caption style performs
according to the factors outlined in the answering of RQ2?
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five caption styles, i.e., a total of 50 videos were rendered in the
following conditions: (1) baseline, featuring non-stylized captions;
(2) font-color with font-weight (Figure 7e); (3) font-color with font-
size (Figure 7c); (4) font-color with shadow-color (Figure 7a); and
(5) shadow-color with font-color (Figure 7b).

One of the factors outlined in answering rQ2 was that affective
captions should have a CLEAR EMOTIONAL REPRESENTATION, done
SO INTUITIVELY. Intuitive is a fraught term in Hcr [76], but here
we use it to mean an artifact that, because it matches its users’
expectations, is easy to learn. Thus, while intuitiveness might be
too abstract a notion to objectively measure, we can quantify how
quickly participants learn how a caption style works as an indirect
proxy for it.

To do so, we divided the test into two blocks, with each of the five
conditions being presented once per block, but twice overall. This
study design allowed us to compare task performance for each style
across the two blocks and, in finding meaningful differences, deduce
the presence of a learning effect, i.e., participants were getting
better (or worse) in decoding the caption styles. To maximize this
effect, and in contrast to the previous two studies, we presented the
videos in their entirety, giving participants more time to familiarize
themselves with each caption style (1 = 141s, 0 = 365, versus
u =218, 0 = 7s, for the combined set of videos used previously).
As before, the test was implemented as a website with a mix of
custom and off-the-shelf jsPsych plugins.

5.1.2  Effectiveness at Conveying Speakers’ Emotions. To effectively
measure how well each caption style was able to convey the
speaker’s emotions we used two approaches. The first was a subjec-
tive self-report instrument adapted from previous affective caption
research [24, 39]. In it, participants signaled their level of agreement
with the statement: I could discern the speaker’s emotions. While we
expect participants to also consider elements such as a speaker’s
facial expressions and body language [45], by comparing each novel
caption style with the neutral, emotion-free baseline condition, we
can infer that any observed differences were related to differences
in caption styles.

As with other Likert-rating scales employed in this test, to com-
pare answers we conducted statistical significance testing on re-
sponses using a Kruskal-Wallis test. If significant, we ran a post hoc
Mann-Whitney U test between each caption type, with p-values
adjusted using Holm-Sid4k corrections.

The second approach, previously explored by Hassan et al. [32],
involved having participants annotate single words from a cap-
tioned video. We expanded on this method by having participants
annotate four distinct ten-word® groups per video. The selection of
these four groups aimed to include examples of words with positive
valence and arousal, negative valence and arousal, positive valence
and negative arousal, and negative valence and positive arousal. In
other words, an illustrative example was sought for each of the four
quadrants in the circumplex plane. This entailed examples where
valence and arousal values were either convergent or divergent,
and either positively and/or negatively oriented.

9The choice of ten words struck a balance between having too many words, which
occasionally exceeded two lines of captioned text, and having too few, which might
lack contextual understanding when isolated.
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What was the speaker feeling when they said (ignore other words, if any):
“tuberculosis. Now, saying straight up she's like she's perfectly fine,"?

tuberculosis. Now, saying straight up she's like she's perfectly

fine, she um is now TB
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Figure 9: Our EmojiGrid implementation, with figures from
Toet [66]. In this example, participants had to label an image
that — as we know beforehand, but they had to figure out —
has valence, depicted by font-color, and arousal, depicted by
font-weight, both placed on the top-right quadrant.

To select portions of text from our video captions that would be
positioned within each quadrant, valence and arousal values for
groups of 10 words across each video were averaged, ordering them
by how distant these average x (valence) and y (arousal) coordinates
were to the extreme points in each quadrant, e.g., (1, 1) for positive
valence and arousal, (-1, —1) for negative, and so forth. The top
choice for each quadrant was then selected. To prioritize groups
of words with greater homogeneity, in ordering the selection by
distance to the extreme points we rounded values to one place after
the decimal point and broke the ties by selecting the group with
the lowest standard deviation.

To effectively measure participants’ interpretations of the ten-
word groups, we implemented an EmojiGrid [67]. This instrument
asks participants to select a coordinate within a Cartesian plane,
mapping valence along the horizontal axis and arousal along the
vertical axis. This mirrors the representation of emotions in the
circumplex emotional framework, with valence on the x-axis, and
valence on the y-axis. Rows and columns of emojis were positioned
along the edges of the plane, hinting at corresponding emotions at
each position. Originally designed for labeling affective responses
to images of food, it has since been widely employed to annotate
diverse stimuli, including self-experiences, videos, and so on, e.g.,
[68, 69]. An advantage of the EmojiGrid as a measurement tool is
that its use of graphic elements reduces the risk of differences in
written literacy affecting the interpretation of the instrument.

With it in place, we expected participants to generate four coor-
dinate pairs for each video, totaling eight for each caption style and
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40 in total. To analyze how effective each caption style is in translat-
ing affective information, we would need to measure how distant
each of these participant-provided coordinates was from a ‘ground
truth’ provided by the neural network that analyzed each video’s
audio. In measuring this correlation, however, a typical approach
such as finding Pearson’s correlation coefficient might fall short of
our needs, given that it is limited to considering two variables at a
time [74], i.e., correlating ground-truth valence versus participants’
valence while ignoring the corresponding pair of arousal values.

As an alternative, Székely et al.’s distance correlation measures
the degree of dependence between two random vectors by evalu-
ating the similarity of pairwise distances within each vector [65].
It captures both linear and non-linear correlations, although it is
worth mentioning that it does not indicate the direction of the cor-
relation, i.e., it quantifies the degree of dependence on a scale from
o (independence) to 1 (high degree of dependence).

With distance correlation, we quantify how strongly each caption
style is informing participants’ perceptions of the depicted affective
signal, i.e., its CLARITY OF EMOTIONAL REPRESENTATION. Moreover,
by independently applying the method to the first and second
times each caption style was shown we can capture differences in
performance that are related to each style’s ease-of-learning which,
as exposed above, we will use as a proxy for their INTUITIVENESS.

5.1.3 Ease of Reading and Processing. Another set of criteria that
came out as important for affective caption styles is that they should
be EASY TO READ and NOT DISTRACTING. To measure this, we adapted
three Likert-rating scale items from Kim et al. [39], to gauge legi-
bility and cognitive load. These items were themselves constructed
based on the NAsA-TLx framework and prior research focused on
caption accessibility for puH individuals [31, 38]. In our study,
participants were asked to rate their level of agreement with the
following statements: I felt hurried / rushed while I was watching
the video, I found watching the captions and video *simultaneously”™
mentally demanding, and I found these captions easy to read.

5.2 Findings from Study 3

Participants were recruited through 1rB-approved posts made to so-
cial media and university-related student groups. Participants qual-
ified to participate if they identified as d/Deaf or Hard-of-Hearing.
For Study 3 we recruited a total of 18 participants, 10 of which iden-
tified as female and 8 as male, 11 of who identified as d/Deaf and 7
as Hard-of-Hearing, with a mean age of 27 years (¢ = 8.1). In this
section, we again follow the convention: the first typographic style
represents valence, and the second represents arousal in naming a
combined caption style.

5.2.1  Effectiveness at Conveying the Speaker’s Emotions. Median re-
sponses for agreement with the I was able to understand the speaker’s
emotions statement, shown in Figure 10a, were: 4 for the baseline
condition; 5.5 for font-color with font-weight; 6 for font-color with
font-size, with significant difference versus the baseline (U = 385.0,
p < 0.05, medium effect)'®; 6 for font-color with shadow-color; and
5 for shadow-color with font-color.

We calculated the distance correlation between ground-truth
and participant-provided coordinates using Ramos-Carrefio and

1°p-yalues presented adjusted using Holm-Sidak corrections.
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(a) Agreement with T was able to understand the speaker’s emotions.
Significant differences were found between the baseline and the
font-color with font-size caption styles.
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(b) Agreement with T found these captions easy to read.’ Significant
differences were found between the baseline and the four novel
caption styles.
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(c) Agreement with T found watching the captions and video *simul-
taneously” mentally demanding.’ Significant differences were found
between the baseline and the font-color with font-size styles, and
the baseline and font-color with shadow-color caption styles.

Baseline

Font-color
+ Font-weight

Font-color
+ Font-size

I
|

Font-color +
Shadow-color

Shadow-color
+ Font-color
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R
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(d) Agreement with 7 felt hurried / rushed while I was watching the
video” No significant differences were found between the baseline
and the four novel caption styles.

Figure 10: Box-whisker plot showing the spread of answers
between the five conditions for different Likert scales.
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Torrecilla’s implementation [56, 57]. The resulting correlation coeffi-
cients are presented in Table 3. Notably, font-color with font-weight
and font-color with font-size exhibited a significant distance cor-
relation with participants’ answers compared to the ground truth,
while the other two styles and the baseline did not. Additionally,
both top-performing styles demonstrated performance differences
between rounds 1 and 2, suggesting a learning effect.

CONDITION ROUND 1 ROUND 2 ROUND 1 & 2
Baseline 0.14 0.09 0.07
‘ont-color

f . 0.14 0.32° 0.21""

+ font-weight

font-color o
) 0.10 0.23 0.14
+ font-size
font-color
0.10 0.10 0.06
+ shadow-color
shadow-color
0.10 0.10 0.07

+ font-color

Table 3: Distance correlations between participants’ valence
and arousal measures and the ground truth for each of the
five conditions. The columns slice the data into three groups.
Columns 2 and 3 show, respectively, the first and the second
time participants saw each condition. Column 4 includes the
whole data. Significant correlations are highlighted by * for
p < 0.05, ** for p < 0.01, and *** for p < 0.001. P-values were
calculated using a 10,000-round permutation test.

5.2.2  Ease of Reading and Processing. Median responses for agree-
ment with the I found these captions easy to read statement, shown
in Figure 10b, were: 7 for the baseline condition; 6 for font-color
with font-weight, with significant difference versus the baseline
(U = 938.0, p < 0.01, large effect); 5 for font-color with font-size,
with significant difference versus the baseline (U = 1003.0, p < 0.001,
large effect); 5 for font-color with shadow-color, with significant
difference versus the baseline (U = 1021.0, p < 0.001, large effect);
And, lastly, 5 for shadow-color with font-color, with significant
difference versus the baseline (U = 1039.0, p < 0.001, large effect).

Median responses for agreement with the I found watching the
captions and videos “simultaneously” mentally demanding state-
ment, shown in Figure 10c, were: 2 for the baseline condition; 4
for font-color with font-weight; 4 for font-color with font-size,
with significant difference versus the baseline (U = 390.5, p < 0.05,
medium effect); 4 for font-color with shadow-color, with significant
difference versus the baseline (U = 391.0, p < 0.05, medium effect);
And, lastly, 4 for shadow-color with font-color.

No significant differences were found in participants’ agreement
to the I felt hurried / rushed while I was watching the video statement.
All conditions reported a median value of 2, as shown in Figure 10d
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6 DISCUSSION

While prior caption presentation research had investigated the
benefits of affective captions and their effectiveness at conveying
emotions [21, 23, 24, 32, 39], no prior study had compared cap-
tion styles that represent emotions in scrolling captions from the
perspectives of DHH users. Indeed, a comprehensive empirical in-
vestigation to identify the preferred typographic modulations was
a suggestion for future studies in some of these works and served
to inspire this paper. Our research findings provide evidence re-
garding the preference of DHH participants for particular caption
styles in representing valence and arousal in captions (RQ 1.A & RQ
1.B), the factors that influence these choices (RQ2), and how well
the preferred styles performed under a set of meaningful objective
(rQ3.a) and subjective (RQ3.B) quality criteria.

6.1 Caption-Style Preferences (RQ 1.A & RQ 1.B)

Findings from Study 1 and 2 revealed marked differences in partici-
pants’ preferences for using different styles to depict valence and
arousal. However, preferences for styles depicting valence were
more cohesive than those for styles depicting arousal. Regarding
RQ1.A, the outcome of Study 1 showed two styles emerging as the
most preferred for depicting valence: font-color and shadow-color,
with font-color holding a slight advantage. For arousal, there was a
closer tie between four styles: shadow-color, font-size, font-color,
and font-weight.

Combining Study 1’s styles for Study 2 yielded six new styles. An-
swering RQ1.B, participants’ choices showed a four-way tie. For de-
picting valence, the top three choices featured font-color, while the
fourth option used shadow-color. In contrast, the top-four choices
had arousal depicted as follows: font-weight, font-size, shadow-
color, and font-color. This ranking substantiates design choices
made by previous authors in the affective captioning space [24, 32],
while also showing that many typographic parameters considered
for prosodic captions were not as effective [14, 22, 23, 79].

6.2 Factors Influencing Participants’ Choices of
Caption Styles (rRQ 2)

Participants’ reasons for choosing the winning and losing caption
styles are noteworthy in that they seem nearly identical, regardless
of justifying a winning or losing choice. Echoing Hassan et al. [32],
these factors included EASE OF READING, LOW DISTRACTION, CLEAR
EMOTIONAL REPRESENTATION, and an INTUITIVE VISUAL DESIGN, i.e.,
participants’ expectations of how a visual attribute should map to
an emotion corresponds to how the style actually implements this
modulation. These concepts appeared throughout the answers, but
different participants applied them to different caption styles. For
instance, more participants claimed that the font-weight style for
arousal was easier to read than font-size. However, there was no
consensus, and a few participants found the opposite to be true.
Therefore, the answer to the question of what makes an affective
caption style readable and intuitive is not straightforward, as it
depends on the expectations of the user, which can vary from
person to person. This implies that, in answering RQ2, one can cite
these overall factors — readability, low distraction, intuitiveness,
etc. — with the caveat that their applicability can depend on context
and group of users.
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6.3 Objective Measures of Performance (RQ 3.A)

Table 3 shows that styles using text shadows, whether when convey-
ing valence or arousal, did not appear to influence how participants
interpreted speakers’ emotions. As such, we do not recommend
those styles for affective captions.

Conversely, styles with font-color for valence and either font-
weight or font-size for arousal had significant correlations. This
suggests a degree of EMOTIONAL CLARITY. Furthermore, the ob-
served increase in these correlations when comparing participants’
initial exposure to each style with their second exposure hints at a
learning effect. This effect can be attributed to an INTUITIVE utiliza-
tion of typographic modifications to convey affective dimensions.

In sum, and in answering RQ3.A, these results show that, while
there were no significant differences between participants’ prefer-
ences for the four caption styles we tested, the performance in an
emotion-recognition task is notably higher for the two styles that
combined font-color for valence with either font-weight or font-size
styles for arousal when compared to the two styles that combined
font-color with shadow-color for each affective dimension.

6.4 Subjective Measures of Performance (rRQ 3.B)

We also measured how much participants felt each caption style
helped their understanding of the speaker’s emotions (see Fig-
ure 10a). For this, only the style with font-color for valence and
font-size for arousal had a significant difference versus the neutral
baseline. This observation aligns with the outcomes of the emotion-
recognition task and positions font-size ahead of font-weight for
depicting arousal, given how it had high marks in both objective and
subjective measures at helping bHH viewers understand a captioned
speaker’s emotions.

However, it is important to note that the winning style’s CLEAR
EMOTIONAL REPRESENTATION and INTUITIVENESS appear to come
at the cost of higher distraction levels, as indicated by participants
agreeing that watching captions with the style along the video
was mentally demanding (see Figure 1oc). This aspect stands as
a notable drawback of the winning caption style, given how Low
DISTRACTION was also a factor guiding participants’ choices of
caption styles. p18’s comment from Study 2 reinforces this, noting
that font size changes, though effective for depicting arousal, also
introduce disruption. In this sense, using font-weight to depict
arousal shows an edge over font-size. In both cases, font-color
performed well in its depiction of valence.

Also of note, all four affective caption styles scored lower than
the baseline in LEGIBILITY (see Figure 10b).

6.5 Design Recommendations

The findings from our studies provide design guidance for re-
searchers and designers of affective captioning applications and
reveal some remaining open questions, which may be a basis for
future research studies.

(1) Combining font-color for valence with either font-size or
font-weight for arousal leads to compelling and effective
caption styles for depicting affective dimensions of speech.
Both styles were shown to be viable options for affective
captioning applications and can be presented as choices for
users of such systems.
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(2) In scenarios where providing users with these options isn’t
feasible, a balancing must be made between mitigating cog-
nitive load (favoring font-color with font-weight) versus
enhancing user perception of caption efficacy (favoring font-
color with font-size). For instance, if we expect users to be
distracted by other parallel tasks, e.g., a remote meeting, us-
ing font-weight might be more appropriate; in settings where
we can expect their wholehearted attention, e.g., watching a
movie, font-size might be a better choice.

(3) Though we acknowledge that further work could refine the
range of each style’s variation, participants’ subjective feed-
back highlighted the need for customizable ranges for each
style. Differences in individual preferences, legibility, ease
of understanding, and contextual appropriateness are impor-
tant considerations that can potentially be addressed with
personalizable styling and ranges for selected styles.

7 LIMITATIONS & FUTURE WORK

The emotional richness of the sEND videos used in these studies
allowed a comprehensive exploration of the visual ranges of each
caption style, with their pre-recorded nature providing a high de-
gree of experimental control. However, future work should investi-
gate how affective captions behave under more diverse contexts.
How effective would it be with more nuanced stimuli, e.g., those
featuring smaller fluctuations in valence and arousal levels, espe-
cially in instances of linguistic ambiguity? Would it accommodate
multiple speakers? Would it work in video-conferencing settings?
In answering these questions, future studies could broaden the
generalizability of our findings.

Working with pre-processed videos allowed us to run our stud-
ies on any computer participants had available. Thus, real-time
performance was not a primary concern during the development
of our caption rendering pipeline. Nevertheless, in initial tests on
a computer with a high-end GpU (>12GB VRAM), we achieved less
than 2s latency for a single stream of audio using OpenAI’s Whis-
per speech recognition model [55], accompanied by modules for
word-level timestamping [47], voice activity detection [78], and
emotion recognition [70]. However, developing a real-time system
capable of processing user-provided audio is a crucial step toward
enabling real-world applications of affective captions. Such a sys-
tem could help study edge cases in these applications, shedding
light on potential challenges in settings with people from diverse
cultural backgrounds and contexts, such as those who speak too
loudly, too quietly, with a non-native accent, etc.

Another important aspect for consideration is the duration of
the videos used in our studies. While they were generally short,
affective captions may be used for longer periods in settings such
as online meetings. Therefore, future work could investigate how
participants’ reactions to the two top-performing caption styles may
be influenced by extended use. One can speculate that longer video
durations could also call for adjustments in how each typographic
parameter is modulated. For instance, longer viewing periods might
warrant subtler and less disruptive visual alterations. Having longer
exposure times to each caption style can also impact the learning
effects we saw, and the legibility and mental demand measures.
These considerations, coupled with how different genres of videos
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might work better with different caption styles, limit our claims
but also inspire future work.

In choosing colors for our studies, we prioritized those resilient
to common color vision deficiencies while serving as clear repre-
sentations of negative, neutral, or positive values. We note that,
although participants generally agreed with these choices, our study
was conducted within a specific socio-cultural context. While some
color-emotion associations may have cross-cultural applicability,
they are shaped by linguistic and regional factors. For instance, red’s
negative connotations in our context could differ in China, where
it often carries positive sentiments [36]. This variability extends
to other design choices as well. Prosodic and affective captions
in Hanzi (Chinese characters) and Hangul (Korean script) share
similarities with those in Latin alphabets [30, 39], but differences
exist in perception, such as a smaller legibility drop for Hangul
[24, 39]. Given these considerations, we highlight that our study
was situated within the specific context of AsL/English-speaking,
North American pHH culture. While our participants resonated
with some choices, caution should be exercised when extrapolating
our findings beyond this specific context. Future research could
compare design choices across similar conditions within diverse
cultural contexts. However, until then, it is prudent to recognize the
limitations of generalizability beyond our specific cultural setting.

Although we found strong evidence of subjective preference
differences for caption styles, we could not identify the underlying
factors that drive these differences. Some of these factors could
be tied to demographics, as has been seen in previous studies on
typographic preferences [13, 71], but alas our study population
was generally too young to uncover if this was the case here. This
underscores the need for further research to determine the factors
contributing to these preferences. In the interim, we suggest provid-
ing users with the option to personalize their caption preferences.
For instance, as mentioned earlier, investigating the role of color
as a user preference is warranted. Additionally, exploring settings
such as minimum and maximum font size and font weight would
also be valuable.

Finally, we are aware that affective cues can come from various
channels, such as facial expressions, body language, and lip-reading.
Having affective captions as an additional channel was perceived by
our participants as beneficial. However, it is important to consider
whether this addition positively enhances the existing array of
affective cues or introduces a certain level of dissonance. This can
be compounded if one considers captions employing not only visual
elements, as we have explored here, but other channels, such as
haptic feedback, e.g., [75]. Gaining insight into this aspect could
not only aid the refinement of affective captions but also provide
clarity on the contexts where they can be most effective.

8 CONCLUSION

In Study 1, we developed nine distinct caption styles that use typo-
graphic modulations to convey emotional dimensions of speech. We
asked participants to evaluate how effectively each style depicted
either valence or arousal independently. While our primary aim was
to discover styles capable of representing both valence and arousal,
this initial phase enabled us to rule out seven styles for valence and
five for arousal, streamlining our follow-up investigation.
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In Study 2, the remaining styles were combined and once again
participants assessed their preferences. This time, we focused on
styles that could communicate both valence and arousal simul-
taneously. The winning combinations were font-color with font-
weight, font-color with font-size, font-color with shadow-color, and
shadow-color with font-color.

Participants indicated that their preferences were guided by their
evaluation of whether a given caption style was EASY TO READ, NON-
DISTRACTING, INTUITIVE, and provided a CLEAR REPRESENTATION
OF EMOTIONS.

In Study 3, we combined these four factors with an emotion-
recognition task to collect objective and subjective performance
metrics for each of the four winning styles identified in Study 2.
We compared these metrics against a neutral baseline. Notably, two
styles, font-color with font-weight and font-color with font-size,
emerged as well-performing options. The former exhibited lower
cognitive load, while the latter was perceived as more effective
at conveying emotions. As a result, we recommend both styles as
design choices for affective captions.
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