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Spectral and Dynamical Contrast on Highly
Correlated Anderson-Type Models
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Abstract. We study spectral and dynamical properties of random Schrö
dinger operators HVert = −AGVert + Vω and HDiag = −AGDiag + Vω on
certain two-dimensional graphs GVert and GDiag. Differently from the
standard Anderson model, the random potentials are not independent
but, instead, are constant along any vertical line, i.e Vω(n) = ω(n1), for
n = (n1, n2). In particular, the potentials studied here exhibit long range
correlations. We present examples where geometric changes to the under-
lying graph, combined with high disorder, have a significant impact on
the spectral and dynamical properties of the operators, leading to con-
trasting behaviors for the “diagonal” and “vertical” models. Moreover,
the “vertical” model exhibits a sharp phase transition within its (purely)
absolutely continuous spectrum. This is captured by the notions of tran-
sient and recurrent components of the absolutely continuous spectrum,
introduced by Avron and Simon (J Funct Anal 43:1-31, 1981).

1. Introduction and Main Results

In this paper, we present and analyze examples of random Schrödinger opera-
tors for which contrasting dynamical and spectral behaviors can be observed.
In comparison with the well-established theory of Anderson localization, dis-
cussed below in detail, the systems studied here exhibit some form of long
range correlations. Depending on the geometry of the underlying graph, the
dynamical and spectral properties of the models can change significantly. In-
deed, the first of the models described below, which we call the vertical model,
exhibits purely absolutely continuous spectrum and a ballistic lower bound for
the time averaged second moments of the position operator. Furthermore, its
absolutely continuous spectrum splits into a transient and a recurrent com-
ponent, in the sense of Avron and Simon [8]. The transient spectrum for the
vertical model is shown to appear only at the spectral edges and, for small val-
ues of a vertical hopping parameter, is much smaller (in the sense of Lebesgue
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measure) than the recurrent component. The notions of transient and recur-
rent absolutely continuous spectrum will be reviewed below in Sect. 1.4. On
the other hand, the second model presented here, referred to as the diagonal
model, exhibits dynamical localization and has pure point spectrum.

The nature of transport can be markedly different for strongly correlated
potentials from what is familiar from the weakly correlated context. For in-
stance, in [41] two of us considered a system consisting of a particle in a random
potential and a spin-1/2 which can flip only when the particle visits the origin.
This model can be viewed as an Anderson model on two lines connected at
the origin, viewing the up and down spin states as distinct horizontal layers:

In this geometric picture, the single-site values of the potential are iden-
tical on the two layers, and thus have long range correlations in the graph
metric. In [41] it was shown that resonant tunneling is compatible with corre-
lated pure point spectrum. More precisely, the model exhibits Green’s function
decay in the graph metric, has pure point spectrum, but its eigenfunctions are
only localized in the particle position [41, Theorems II.2 and II.5]. The present
paper explores the consequences of correlations along the lines of those con-
sidered in [41], but of a longer range nature. The key observation is that the
geometry of the hopping matters a great deal to dynamics in the presence of
long range correlations.

1.1. Overview of the Models

We now present a brief outline of the graphs and random operators studied in
this note. A detailed description is given below in Sect. 3.

Let Z≥0 = {0, 1, 2, . . .}. The graph GVert has vertex set equal to Z≥0 ×
Z≥0 with nearest neighbor connections which are either horizontal or vertical
(in the y-axis only); see Fig. 1. Contrasting to GVert is the following family
{GDiag,�}∞

�=0 of “diagonal” graphs indexed by an integer � ∈ Z≥0. For � = 0,
let GDiag,0 denote the graph whose the vertex set lies on or below the diagonal
of the first quadrant with nearest neighbors connected horizontally or through

GVert

(0, 0)

(0, n)

(m, 0)

(m,n)

Figure 1. The graph GVert
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GDiag,0

(0, 0)

GDiag,1

(0, 0)

GDiag,2

(0, 0)

Figure 2. The graphs GDiag with � = 0, � = 1 and � = 2

the diagonal {(n, n) : n ∈ Z≥0} (see Fig. 2). For � ≥ 1, the graph GDiag,�

is an “interpolation” between GVert and GDiag,�=0 obtained by alternating �
vertical connections among different layers with one “diagonal” connection
(see Fig. 2 for the cases � = 1 and � = 2). Somewhat more precisely, the graph
GDiag,� has as its vertex set the portion of Z≥0 × Z≥0 on or to the right of the
path D = ∪n∈Z≥0{(n, n(� + 1) + r) : r = 0, 1, . . . , �}, with vertices connected
horizontally or along D. To simplify notation, we often suppress the parameter
� in the discussion below, writing GDiag for GDiag,� with the understanding that
we are considering an arbitrary but fixed value of �. A more detailed definition
of these graphs can be found in Sect. 3.

We now describe the operators of interest for this work,

HVert = −AVert,γ + Vω and HDiag = −ADiag,γ + Vω.

Here A�,γ , for � = Vert or Diag, �, denotes the weighted adjacency operator for
the graph G�, with hopping equal to 1 along horizontal edges and equal to γ > 0
along vertical edges (if � = Vert) or diagonal edges ( if � = Diag). We take the
hopping equal to 1 along vertical edges of GDiag, although analogous results
could be obtained for other values. The operator Vω is a “random potential”
of the form (Vωψ) (n) = Vω(n)ψ(n) with Vω(n) random variables indexed
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by n ∈ G�. By definition, the single-site values of the random potentials we
consider depend only on the horizontal coordinate, and thus are perfectly
correlated in the vertical direction. More precisely, we assume that

Vω(n) = ω(n1) for n = (n1, n2) ∈ G�. (1.1)

Our main assumption is the following

Assumption 1. The random variables {ω(n1)}n1∈Z≥0 are non-negative, inde-
pendent and identically distributed, with a common density ρ. Furthermore,
ρ(v) > 0 for almost every v ∈ [0, ωmax] and ρ(v) vanishes for v < 0 and
v > ωmax.

Remark. Note that 0 ≤ ω(n) ≤ ωmax almost surely and Prob[v − ε < ω(n) <
v + ε] > 0 for every 0 ≤ v ≤ ωmax and ε > 0.

Given m0, n0 ∈ Z≥0, the restriction of H�, � = Vert or Diag, to a single
layer Z≥m0 × {n0} of G� is, by definition, a copy of the Anderson model on
the half-line Z≥m0 = {m ∈ Z : m ≥ m0}:

h
(m0)
And ψ(m)
= −ψ(m + 1) − I[m ≥ m0 + 1]ψ(m − 1) + ω(m)ψ(m) m ≥ m0.

(1.2)

Under Assumption 1 the spectrum of this Anderson model is σ(h(m0)
And ) =

[−2, 2 + ωmax] almost surely (see, for example, [5, Corollary 3.13]). Further-
more, with probability one, h(m0)

And exhibits Anderson localization and exponen-
tial dynamical localization (these concepts are reviewed below in Sect. 2). The
operator H� has identical samples of the disorder on each layer and, in general,
has some spectrum induced by the diagonal/vertical hopping that falls outside
the interval [−2, 2 + ωmax]. As will become apparent from our main results,
there are fundamental differences in the spectral and dynamical properties of
the operators obtained by connecting these horizontal components in distinct
ways.

Remark. The assumption that ρ(v) > 0 for almost every v ∈ [0, ωmax] is purely
for convenience, as it allows us to identify the spectrum of the Anderson model
with a single interval. Most of what we do below would carry over to the
more general case, even to unbounded potentials, with some modifications to
Theorem 8 in case there are additional boundaries in the spectrum.

1.2. Dynamical Contrast Between the Vertical and Diagonal Models

For q > 0, the time-averaged q-moments of a self-adjoint operator H on �2(G�)
are defined by

Mq
T (H,Xj) :=

2
T

∫ ∞

0

e
−2t
T E〈δ0, eitH |Xj |qe−itHδ0〉 dt (1.3)

where |Xj |, j = 1, 2, acts as a multiplication operator on �2 (G�) via (|Xj |qφ) (n)
:= |nj |qφ(n) for n = (n1, n2) ∈ G�. We also introduce

Mq
T (H) :=

2
T

∫ ∞

0

e
−2t
T E〈δ0, eitH |X|qe−itHδ0〉 dt (1.4)
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where |X| = |X1| + |X2| (note that, up to q-dependent constants, Mq
T (H) �

Mq
T (H,X1) + Mq

T (X2)).
Our first result concerns HVert, where a combination of the symmetry

and localization in the horizontal direction induces ballistic transport in the
vertical direction.

Theorem 1. For all γ > 0 there is T0 > 0 such that the averaged moments
satisfy

Mq
T (HVert,X2) ≥ C0T

q (1.5)

for all times T ≥ T0 and some positive constant C0 which depends on ‖ρ‖∞
and γ.

Perspectives and open problems related to Theorem 1 are discussed in
Sect. 4.1. The proof of Theorem 1, which appears in Sect. 5.3 below, is based
on the following outline:
(1) We show that HVert has purely absolutely continuous spectrum. This is a

deterministic fact which follows from the vertical structure of the graph
GVert along with the fact that the random potential depends only on the
first coordinate.

(2) The Guarnieri bound [22], specialized to the two-dimensional case, im-
plies that Mq

T (HVert) ≥ C0 (T )
q
2 . This is a general fact which does not

rely on the randomness at all, only on the absolute continuity of the
spectral measure μ0 for HVert associated to δ0.

(3) In Lemma 11 below, we show that HVert exhibits exponential dynam-
ical localization in the horizontal direction, from which it follows that
Mq

T (HVert, |X1|) is bounded as T → ∞. Therefore, it is possible to im-
prove upon the Guarneri bound for Mq

T (HVert). The intuitive idea is that
transport may only occur in the vertical direction (since the horizontal di-
rection essentially consists of an one-dimensional Anderson model). Thus
one should obtain a result consistent with the Guarnieri bound in one
dimension, namely Mq

T (HVert) ≈ Mq
T (HVert, |X2|) ≥ C0T

q.

The above arguments are implemented through several technical steps in Sects.
5.1, 5.2 and 5.3. We emphasize that Theorem 1 is valid for all γ > 0. We keep
the vertical hopping parameter here for consistency, since it plays an important
role in our results for HDiag.

Our second result concerns HDiag = −ADiag,γ + Vω, which we show ex-
hibits a strong form of dynamical localization in the horizontal direction:

Theorem 2. For each � ∈ Z≥0 there exist γ0 > 0 and T0 > 0 such that whenever
γ < γ0, we have that

E

(
sup
t∈R

∣∣〈δn e−itHDiagδm 〉∣∣
)

≤ C1e
−ν|m1−n1| (1.6)

with C1 < ∞ and ν > 0 depending on � and γ.

In this diagonal model, transport in the vertical direction is constrained
by horizontal transport. As a consequence we have a bound on all position
moments:
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Corollary 3. When γ < γ0, with γ0 as in Theorem 2, we have supT Mq
T (HDiag)

< ∞ for all q.

Perspectives and open problems related to the above results are discussed
in Sect. 4.1. The main elements of the proof of Theorem 2 are the following
(1) The model HDiag exhibits, for small values of γ, exponential decay for

the fractional moments of the Green’s function; see Lemma 23 below.
This follows from an argument similar to the one in [5, Theorem 6.3]
adapted to the present context. The main ingredient is Feenberg’s loop-
erased expansion for the Green’s function ([5, Theorem 6.2]) combined
with the geometry of the graph GDiag,�. In particular, it is crucial that for
n2 = k2(�+1)+r2, r2 ∈ {0, . . . , �} and n′

2 > (k2+1)(�+1), the restriction
of HDiag to �2 (GDiag,� ∩ (Z≥0 × {n′

2})) is independent of ω(k2), while the
restriction of this operator to �2 (GDiag,� ∩ (Z≥0 × {n2})) depends on this
variable.

(2) Once decay of fractional moments of the Green’s function is known, one
expects to find upper bounds on the quantum dynamics. In the present
context, we obtain exponential dynamical localization by a proof similar
to that used in the context of discrete random Schrödinger operators with
weakly correlated potentials [3, Theorem A1].

The details of the above outline are completed in Sects. 6.1 and 6.2.

1.3. Spectral Contrast Between HVert and HDiag

The following is a simple consequence of Theorem 2 and the RAGE theorem.

Corollary 4. Whenever 0 < γ < γ0, HDiag has pure point spectrum with prob-
ability one.

The spectral contrast between the two models becomes evident from the
result below.

Theorem 5. With probability one, HVert has simple, purely absolutely contin-
uous spectrum. Furthermore, δ0 is a cyclic vector and the associated spectral
measure μ0 has a bounded density and is supported on a set of Lebesgue mea-
sure 4γ.

Remark. That is, dμ0(E) = f(E)dE with supE f(E) < ∞ and |{f > 0}| = 4γ.

A notable feature of Theorem 5 is that, for small values of γ, the support
of μ0 has Lebesgue measure much smaller than the spectrum of HVert, since
the later contains the interval [0, 2 + ωmax]. While such behavior is necessary
in systems exhibiting spectral localization (for which the support has measure
zero), we are not aware of explicit examples of it in the context of random
operators exhibiting transport and AC spectrum, as in the case of HVert. As
we shall see in the following section, this phenomenon is linked to the fact that
HVert has recurrent AC spectrum in [0, 2 + ωmax].

The proof of Theorem 5 may be found in Sect. 5.4 below. In calculating
the Lebesgue measure of the support for μ0, we make use of a generalization
of Boole’s identity which is of independent interest. As we could not find a
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reference in the literature with the exact statement needed, we present the
result here and give the details of the proof in the Appendix. Let μ be a finite
Borel measure and let F (z) =

∫
1

u−z dμ(u) be its Borel transform, defined
whenever z ∈ C

+. Then the limit

F (E + i0) = lim
δ→0+

F (E + iδ)

exists and is finite for Lebesgue almost every E and is furthermore real for
almost every E if μ is purely singular (see, e.g., [48, Theorem 5.9.1]). For the
Borel transform of a singular measure there is a beautiful equality of Boole:

Proposition 6 (Boole’s identity [9]). Let μ be a finite, purely singular Borel
measure on R and let F (z) =

∫
1

u−z dμ(u) be its Borel transform. Then

∣∣{E ∈ R : F (E + i0) > t}∣∣ =
μ (R)

t
. (1.7)

Remarks. (1) Here
∣∣S∣∣ denotes the Lebesgue measure of S. 2) Boole’s identity

and its extensions have been rediscovered or studied in various contexts by
different authors ([13,14,16,24,38,43,50]). For further historical notes we refer
to [48, Chapter 5] and [5, Chapter 8].

To prove Theorem 5 we prove the following generalization of Boole’s identity:

Proposition 7. Let μ and F be as in Proposition 6. Then∣∣{E ∈ R : α < E + F (E + i0) < β}∣∣ = β − α (1.8)

for every real α < β.

1.4. Phase Transition Within σ (HVert)
Our next result sheds light on Theorem 5, providing further information on
the dynamics e−itHVert by describing the splitting of the spectrum of HVert

into transient and recurrent components, in the sense of Avron and Simon [8].
This may be interpreted as a phase transition within the purely absolutely
continuous spectrum of HVert.

Before stating the result, it is useful to recall the notions of transient and
recurrent AC spectrum. A key observation of [8] was that the absolutely con-
tinuous subspace Hac of a self-adjoint operator H can be further decomposed
into its transient and recurrent subspaces. The subspace Htac is defined to be
the closure of the set of all ψ ∈ Hac such that, for all N ∈ N,∣∣〈ψ, e−itHψ〉∣∣ = O

(
t−N

)
; (1.9)

such vectors ψ are called “transient vectors”. By the Riemann-Lebesgue lemma,
for any ψ ∈ Hac we have that limt→∞ |〈ψ, e−itHψ〉| = 0. For a transient vec-
tor ψ ∈ Htac, the limit is then required to converge faster than any inverse
power of t. As a result, the Radon–Nikodym derivative fψ(E) = dμψ

dE of the
spectral measure associated to ψ is a C∞ function (see [8, Proposition 3.1]).
The recurrent AC subspace Hrac is defined to be the orthogonal complement
of the transient space Htac within the AC subspace: Hrac = Hac 
 Htac. As
explained in [8], one of their motivations for introducing these refined notions
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is that in case μψ = χC dx, where C is a Cantor-like set of positive Lebesgue
measure, the measure μψ resembles a singular measure, despite its absolute
continuity; and indeed this is a typical situation in which ψ belongs to the
recurrent subspace Hrac.

The transient and recurrent AC subspaces associated to a self-adjoint
operator H are seen to be invariant subspaces for H [8, Theorem 3.4]. The
transient and recurrent AC spectra of H, denoted σtac(H) and σrac(H) respec-
tively, are the spectra of the restriction of H to the corresponding subspaces,
Htac and Hrac.

Theorem 8. For all γ > 0 we have
(a) σtac(HVert) is a non-deterministic closed subset of [−2 − 2γ,−2] ∪ [2 +

ωmax, 2 + ωmax + 2γ].
(b) σrac(HVert) = [−2, 2 + ωmax] .

The points −2 and 2 + ωmax in σ(HVert) are “mobility edges” separating
two distinct types of spectra. The recurrent spectrum σrac(HVert) is equal to
the bulk spectrum of the 1D Anderson model on the horizontal lines of GVert,
whereas the transient spectrum σtac(HVert) falls outside the bulk spectrum.
Further comments on the transient and recurrent subspaces of HVert are given
in Sect. 4. Theorem 8 follows from Corollary 20 in Sect. 5.5 below.

1.5. Organization of the Paper

The remainder of this paper is organized as follows: Sect. 2 consists of a brief
review of Anderson localization, Sect. 3 includes the precise definitions of the
graphs GVert and GDiag, further perspectives and open problems are given in
Sect. 4. The proofs of results for HVert (Theorems 1, 5 and 8) are given in
Sect. 5. The proof of Theorem 2 (dynamical localization for HDiag) is given in
Sect. 6. A proof of Proposition 7, a generalization of Boole’s lemma, is given
in Appendix A. In further appendices, we derive horizontal localization for
HVert and review the harmonic analysis leading to boundedness of fractional
moments of the Green’s functions for HVert and HDiag.

2. A Short Review of Anderson Localization

We now discuss the relevant background on Anderson localization, as many of
the specific results and different notions of localization will play a key role in
the subsequent analysis.

The effects of disorder on transport properties of quantum systems have
drawn a significant amount of attention in the mathematics and physics com-
munities since their introduction in 1958 in the celebrated paper [7] by the
physicist P.W. Anderson. The efforts to encode Anderson’s claim that ran-
domness localizes waves in disordered media into a rigorous mathematical
statement and to obtain a proof for it gave rise to a beautiful theory. For a
more complete historical picture we refer to the surveys [34,51] and the book
[5].
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In the present paper we make extensive use of known bounds for the 1D
Anderson model h(m0)

And on the half-line �2(Z≥m0), defined above in Eq. (1.2).
More generally, the Anderson model may be defined on �2(Ω), with Ω ⊂ Z

d,
as the random operator h(Ω) = −AΩ + λVω, where

(i) AΩ is the adjacency operator acting on ϕ ∈ �2 (Ω) through

(AΩϕ) (n) =
∑

|m−n|1=1
m∈Ω

ϕ(m), n ∈ Ω , |n|1 = |n1| + · · · + |nd|.

(ii) The random potential Vω acts as a multiplication operator on �2 (Ω) via

(Vωϕ) (n) = ω(n)ϕ(n) , n ∈ Ω.

(iii) ω = {ω(n)}n∈Ω is a list of independent, identically distributed random
variables.

(iv) λ > 0 denotes the disorder strength.
Let {δn}n∈Ω be the canonical basis of �2 (Ω), with δn(m) = δmn, the Kronecker
delta. Dynamical localization for h(Ω) is defined as averaged decay of the matrix
elements |〈δn, e−ith(Ω)

δ0〉|, made explicit through a bound such as

E

(
sup
t∈R

|〈δn, e−ith(Ω)
δ0〉|

)
≤ Cr(n), (2.1)

where C > 0 and
∑

n∈Zd r(n) < ∞. If the bound is obtained with r(n) =
e−ν|n|, for some ν > 0, this is called exponential dynamical localization. If
Cq :=

∑
n∈Zd |n|qr2(n) < ∞, then dynamical localization in the sense of (2.1)

implies the bound

E

(
sup
t∈R

〈δ0, e
ith(Ω) |X1|qe−ith(Ω)

δ0〉
)

≤ Cq < ∞, (2.2)

where (|X1|qϕ)(n1) = |n1|qϕ(n1) is defined on �2 (Z≥0) . The inequality (2.2)
in turn shows a bound on the disorder and time averaged moment (defined
analogously to (1.3))

E(Mq
T (h(Ω),X1)) ≤ Cq < ∞. (2.3)

The chain of implications (2.1 =⇒ (2.2) =⇒ (2.4)) was stated above in the con-
text of h(Ω) only for the sake of simplicity; as can be readily verified, analogous
statements hold in much greater generality. The inequality

E(Mq
T (H)) ≤ Cq < ∞. (2.4)

for a self-adjoint operator H is then interpreted as a signature of localiza-
tion whereas its counterpart, Mq

T (H) ≥ CTα for α > 0, indicates non-trivial
transport, which is called ballistic when α = q and diffusive in case α = q/2.

There is a close relationship between dynamical localization, as in (2.1),
and decay of matrix elements of the Green’s function

G(Ω)(n,m; z) = 〈δn, (h(Ω) − z)−1δm〉 (2.5)

as |n − m| → ∞. For random potentials of the type considered here, with
variables having an absolutely continuous distribution with a bounded density,
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a convenient signature of exponential localization is given by exponential decay
of the fractional moments of the Green’s function, namely

sup
E

lim sup
ε→0

E

(∣∣∣G(Ω)(n,m;E + iε)|s
∣∣∣
)

≤ CAnde−μAnd|n−m| (2.6)

with 0 < s < 1, μAnd > 0 and CAnd < ∞. See [5, Chapter 7] for a more
complete discussion of the relation between fractional moments and dynamical
localization. The key fact for the purposes of the present paper is that:

Eqs. (2.1) and (2.6) hold for the one-dimensional Anderson model
h

(m0)
And on the half line Z≥m0 with non-constant random variables

satisfying Assumption 1.

See, e.g., [5, Chapter 12] for further details.
More generally, in the one-dimensional setting, exponential dynamical

localization has been shown for any λ > 0 whenever the support of the ran-
dom variables {ω(n)}n∈Z contains at least two points. This is the result of
many efforts, starting with [35]; see also [19] for the analysis of a related one-
dimensional model. For singular distributions, complete spectral localization in
one dimension was first showed in [10], and the recent works [11] and [30] have
established complete exponential dynamical localization. See also [20,21,39,46]
for related results. In dimension d ≥ 2, exponential dynamical localization has
been proved at large disorder, meaning that λ is taken sufficiently large, or at
weak disorder at the edges of spectral bands, see [5, Theorems 10.2 and 10.4]
for precise statements.

Finally, we recall the notion of spectral localization. Associated to any self-
adjoint operator H on a Hilbert space H, there is a decomposition H = Hpp ⊕
Hsc ⊕Hac into the pure point, singular continuous, and absolutely continuous
sub-spaces, such that the spectral measure μψ associated to a vector ψ ∈ H�

is of the corresponding type (pure point for � =pp, singular continuous for
� =sc, etc.). The RAGE theorem (after Ruelle, Amrein, Georgescu and Enss;
see [5, Theorem 2.6]) provides dynamical characterizations for these subspaces.
One of its consequences is that dynamical localization as in Eq. (2.1) implies
that h(Ω) has pure point spectrum almost surely, meaning that H = Hpp and
the spectrum σ(h(Ω)) is the closure of the set of eigenvalues for h(Ω). When
h(Ω) has pure point spectrum, we say that h(Ω) exhibits spectral localization. If
the associated eigenfunctions decay exponentially, the operator h(Ω) is said to
exhibit exponential localization. Neither spectral localization nor exponential
localization imply dynamical localization in general; see, e.g., [15,28]. We say
that h(Ω) exhibits exponential decay of eigenfunction correlators when

E

(
sup
|g|≤1

|〈δn, g(h(Ω))δ0〉|
)

≤ Ce−μ|n| (2.7)

holds for positive constants C and μ, where the above supremum is taken over
all Borel measurable functions g : R → C bounded by one. In this setting
of independent, identically distributed potentials it is known that exponential
decay of eigenfunction correlators follows from fractional moment localization
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(2.6) and implies exponential dynamical localization and exponential localiza-
tion. For a proof of these facts and more detailed statements we refer to [5,
Theorems 7.2 and 7.4].

3. Definition of the Models

We now proceed to define the graphs of interest for this work, starting with
GVert — see Fig. 1 above. The vertex set of GVert is given by

VVert = Z≥0 × Z≥0 (3.1)

where Z≥0 = N ∪ {0}. Given m = (m1,m2) and n = (n1, n2) in VVert, we
write m ∼ n whenever m and n are connected by an edge. The edge set of
GVert is then given by m ∼ n such that either {m2 = n2 and |m1 − n1| = 1}
or {m1 = n1 = 0 and |m2 − n2| = 1}, with m,n ∈ GVert. Thus, the adjacency
operator of GVert is XVert + YVert with

XVert(m,n) =

⎧⎨
⎩

1 if m2 = n2, |m1 − n1| = 1 and m,n ∈ VVert.

0 otherwise.
(3.2)

and

YVert(m,n) =

⎧⎨
⎩

1 if m1 = n1 = 0, |m2 − n2| = 1 and m,n ∈ VVert.

0 otherwise.
(3.3)

We are interested in a weighted adjacency operator, namely AVert,γ = XVert +
γYVert. More explicitly,

AVert,γ(m,n) =

⎧⎨
⎩

γ if m1 = n1 = 0, |m2 − n2| = 1 and m,n ∈ VVert.
1 if m2 = n2, |m1 − n1| = 1 and m,n ∈ VVert.
0 otherwise.

(3.4)

We turn now to the graphs GDiag,� for � ∈ Z≥0 — see Fig. 2 above. For
each � ∈ Z≥0, GDiag,� is defined as follows. Its vertex set is

VDiag,� =
⋃

k∈Z≥0

V
(k)
Diag,� (3.5)

with

V
(k)
Diag,� =

{
(m1, m2) ∈ Z≥0 × Z≥0

∣∣ m1 ≥ k and k(� + 1) ≤ m2 < (k + 1)(� + 1)
}

(3.6)
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Figure 3. Types of edges in GDiag,� with � = 2

Two vertices m = (m1,m2) and n = (n1, n2) in GDiag are adjacent, m ∼ n,
if (m,n) belongs any of the following three sets, which represent horizontal,
vertical and “diagonal” connections, respectively:

E
(1)
Diag =

{
(m , n)

∣∣ m2 = n2 , |m1 − n1| = 1 and m , n ∈ VDiag,�

}

E
(2)
Diag =

{
(m , n)

∣∣ m1 = n1 = k |n2 − m2| = 1 and m , n ∈ V
(k)
Diag,� for some k ≥ 0

}

and

E
(3)
Diag =

{
(m , n) , (n , m )

∣∣ n = m + (1, 1) with m = (k, k(� + 1) + �) for some k ≥ 0
}

.

In Fig. 3, this decomposition is illustrated for GDiag,2, with the connections of
types E

(1)
Diag, E

(2)
Diag and E

(3)
Diag colored in black, red and blue, respectively.

The adjacency operator of GDiag,� is then XDiag + YDiag + DDiag, with

XDiag(m,n) =

⎧⎨
⎩

1 if (m,n) ∈ EDiag,1

0 otherwise,
(3.7)

YDiag(m,n) =

⎧⎨
⎩

1 if (m,n) ∈ EDiag,2

0 otherwise,
(3.8)

and

DDiag(m,n) =

⎧⎨
⎩

1 if (m,n) ∈ EDiag,3

0 otherwise.
(3.9)

We shall study a weighted version of this, namely ADiag,γ = XDiag + YDiag +
γDDiag.

4. Perspectives and Open Problems

4.1. On the Ballistic Bound of Theorem 1

The notion of ballistic transport employed here means that Mq
T (H) ∼ T q

with Mq
T (H) as in (1.4). Note that this requires averaging over time and dis-

order. Such double averaging is important here, as our methods rely heavily
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on the Guarnieri bound [22], which requires time averaging, and on localiza-
tion bounds in the horizontal direction which rely on disorder averaging. See
Sects. 5.2 and 5.3 for further details. It is an interesting question whether a
ballistic bounds hold for the operator HVert without time averaging.

We now mention a number of prior results on ballistic transport for vari-
ous Schrödinger operators. A general ballistic upper bound, without time aver-
aging, holds for discrete operators with finite range or exponentially bounded
hopping terms, see, e.g., [4, Appendix B] for a proof. This bound corresponds
to the single-particle version of the more general Lieb–Robinson bound [36].
In the context of random operators on a tree with independent single-site po-
tentials, Aizenman and Warzel showed that absolutely continuous spectrum
implies ballistic transport for time averaged moments, see [4]. A ballistic upper
bound for operators of the form H = −Δ+V on L2 (Rn), where V is relatively
bounded with respect to Δ with relative bound less than one, was obtained
in [45]. Finally, the work [31] establishes ballistic transport for certain limit
periodic and quasi-periodic potentials in two dimensions.

4.2. On the Localization Bound of Theorem 2

As explained in the introduction, our proof of Theorem 2 connects bounds
on time-averaged moments to the exponential decay of the Green’s function
fractional moments, see Sects. 6.1 and 6.2. For independent potentials (more
generally, potentials with a bounded conditional single-site distribution), decay
of the Green’s function fractional moments implies dynamical localization, see,
for instance, [3, Theorem A1]. This perspective also allows to show dynamical
localization in certain “weakly” interacting systems as the ones considered by
two of us in [40].

An alternative to fractional moments, the multiscale analysis technique,
usually relies on the assumption of independence at distance, meaning that
there is R > 0 such that events based on boxes ΛL1(m) are independent of
events based on boxes ΛL2(n) if dist(ΛL1(m),ΛL2(n)) > R. Here ΛL(m) =
{m′ ∈ Z

d : |m − m′|∞ < L
2 }. This assumption is not fulfilled in strongly

correlated systems, precluding a direct “off-the-shelf” application of the mul-
tiscale analysis to HDiag.

4.3. On the Surface States of HVert

The states ψ ∈ Htac are surface modes, exponentially localized near the line
{n1 = 0}. Such states are analogous to surface modes found in other disor-
dered models [25–27,37] (though of a different dynamical character). By way
of contrast, the states in Hrac are bulk states whose propagation, intuitively
speaking, can be conceived of as resonant tunneling between states of the 1D
Anderson model on the horizontal strips of the graph GVert, enabled by virtual
transitions to the edge.

Both the surface and bulk modes can be formally described through sep-
aration of variables as generalized eigenfunctions of the form

ψ(n1, n2) = sin(p(n2 + 1))ϕ(n1)
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where p ∈ [0, 2π) and ϕ = (h(0)
And − E)−1δ0 with E the eigenvalue and h

(0)
And as

in (1.2). For ψ to satisfy the eigenfunction equation, p and E must be related
by

− 2γ cos(p) = Σ(E) (4.1)

where Σ(E) denotes the Weyl function of the one-dimensional Anderson model
on the half-line, i.e, Σ(E) := − 1

〈δ0,(h
(0)
And−E−i0)−1δ0〉 .

Outside of σ(hAnd) = [−2, 2+ωmax], the Weyl function Σ(E) is a smooth,
monotonic function of E. There are two smooth maps p �→ E±(p) satisfying
(4.1), with ranges

J− = {E ≤ −2 : |Σ(E)| ≤ 2γ} and J+ = {E ≥ 2 + ωmax : |Σ(E)| ≤ 2γ}
respectively. The transient spectrum of HVert is σtac = J− ∪ J+. The sets J±
are non-deterministic, and for small γ one or both may be empty. The maps
E±(p) give dispersion relations for the edge states, which decay exponentially
away from {n1 = 0} by the Combes-Thomas bound (see [5, Theorem 10.5]).

By way of contrast, in the spectrum of hAnd there is no smooth map
p �→ E(p). Instead, for each p there is a countable set Sp of energies, dense in
σ(hAnd), at which (4.1) holds. There is no meaningful dispersion relation for
these states, since the set Sp varies non-smoothly with p. As we show below,
both the set {E ∈ [−2, 2+ωmax] : a solution to(4.1)exists for some p} and its
complement are dense and have positive Lebesgue measure in [−2, 2 + ωmax].
However, with probability one, the resulting states still decay exponentially
into the bulk due to the localization of the Anderson model Green’s function.

4.4. Open Questions

We end this section with some open questions. As a starting point, one may
wonder whether the result of Theorem 1 can be improved to show the existence
of the limit limT→+∞

Mq
T (HVert)

T q for each q > 0. More generally, we pose the
following question:

Problem 1. Let (X2ϕ)(n) = n2ϕ(n) act on �2 (GVert). As t → ∞, does 1
t e

itHVert

X2e
−itHVert converge, in the strong sense, to an operator acting in �2 (GVert)?

Existence of the limit V = limt
1
t e

itHVertX2e
−itHVert is called strong ballis-

tic transport (in the vertical direction) and is known to occur for limit periodic
Schrödinger operators, e.g., see [12]. The resulting limit V plays the role of a
velocity operator, which would typically be related to the derivative E′(p) of
the dispersion relation. For this reason we expect a negative answer to the
above question, but it is not obvious how to prove that the limit does not
exist. A second question concerns the behavior of HDiag for values of γ in
the complement of the regime covered by Theorem 2. Here the situation is
much less clear. Theorem 2 demonstrates a certain stability of the pure point
spectrum, however the proof of relies crucially on the smallness of γ. More
concretely, one may ask:

Problem 2. Does HDiag display complete localization for any γ > 0? If not,
does HDiag still display localization at suitable spectral edges for any γ > 0?
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GQS

(0, 0)

(0, n)

(m, 0)

(m,n)

Figure 4. The diagonal model in the quarter-space

Finally, it is natural to ask for generalizations of Theorem 2 on various
graphs that extend GDiag. Due to the increased number of vertices, these mod-
els can be significantly more correlated than the ones covered by Theorem 2.
For example, one may consider “quarter-spaces”, for which the underlying
graph contains all vertices in Z≥0 × Z≥0, see Fig. 4 below. More precisely, let
GQS = (VQS,EQS) where VQS = Z≥0 × Z≥0 and (m,n) ∈ EQS when m and n
are related by one of the following conditions: E1

QS = {m = n ± (1, 0), m,n ∈
VQS} or E2

QS = {m = n ± (1, 1), m,n ∈ VQS}. Let HQS = −A1 − γA2 + Vω,
with A1,2 the adjacency operators of the edge sets E

1,2
QS, respectively, and Vω

as in (1.1).

Problem 3. Is there a value γ0 > 0 for which γ < γ0 implies at least one of
the following?
(a) σ (HQS) is pure point.
(b) supT Mq

T (HQS) < ∞ with Mq
T (HQS) defined as in (1.4).

(c)

E

(
sup
t∈R

∣∣〈δn e−itHQSδm 〉∣∣
)

≤ C1e
−ν|m−n | (4.2)

for positive constants C and ν?

In a similar way, one can define “half-space” and “full-space” versions of
HDiag. For all of these extensions, the proof of Green’s function decay given
below fails due to the more extensive correlations of the potential.

5. Analysis of HVert–Proofs of Theorems 1, 5 and 8

5.1. Absolute Continuity of μ0

In this section, we take the first step towards proving the three theorems on
HVert:

Lemma 9. The spectral measure μ0 for HVert associated to δ0 is absolutely
continuous.
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To prove Lemma 9 a useful tool is the Green’s function, defined for z ∈
C \ R by (2.5). In particular,

GVert (0,0; z) = 〈δ0, (HVert − z)−1δ0〉. (5.1)

Its boundary values GVert (0,0;E + i0) := limε→0+ GVert (0,0;E + iε) are well
defined for Lebesgue almost every E ∈ R by a theorem of de la Vallé-Poussin,
see [5, Proposition B.3] and references therein. Moreover, by [5, Proposition
B.4], the singular component of μ0 with respect to Lebesgue measure is sup-
ported on the set

{E ∈ R : Im GVert (0,0;E + i0) = ∞}. (5.2)

We will prove that μ0 is absolutely continuous by showing that the above set
is empty.

Let G
+
Vert be the component of GVert which contains (0, 1) and is obtained

from GVert by deleting the edge connecting (0, 0) to (0, 1). Denote by H+
Vert

the restriction of HVert to �2
(
G

+
Vert

)
and define U : �2

(
G

+
Vert

) → �2 (GVert)
by (Uψ) (m,n) = ψ(m,n + 1). It follows from the geometric resolvent identity
that

GVert (0,0; z) =
G

(0)
And(0, 0; z)

1 − γ2G
(0)
And(0, 0; z)G+

Vert ((0, 1), (0, 1); z)
(5.3)

where G
(0)
And(0, 0; z) = 〈δ0, (h

(0)
And − z)−1δ0〉 is the Green’s function of the An-

derson model (1.2) and G+
Vert denotes the Green’s function of H+

Vert. However,
since the random potential depends only on the first coordinate of the position,
we have

U∗HVertU = H+
Vert. (5.4)

Therefore G+
Vert ((0, 1), (0, 1); z) = GVert (0,0; z) from which it follows, using

(5.3), that

2γ2GVert (0,0; z) = w

(
1 − 4γ2

w2

)1/2

− w with w = − 1

G
(0)
And(0,0;z)

.

(5.5)

Note that, for Imz > 0, we have Im GVert (0,0; z) > 0 and, on the other hand,
Im w = −Im 1/G

(0)
And(0, 0; z) > 0. Thus, in (5.5) we take the branch of the

square root so that F (w) = w(1− 4γ2

w2 )1/2 −w is a Herglotz function, mapping
the upper half plane {Imw > 0} into itself.

Consider the boundary values of F for x ∈ R:

F (x + i0) = lim
ε↓0

F (x + iε) = 2γ

⎧⎪⎨
⎪⎩

− x
2γ + i

√
1 − x2

4γ2 if |x| ≤ 2γ

− x
2γ

(
1 −

√
1 − 4γ2

x2

)
if |x| > 2γ

where the sign of the square root is dictated for |x| ≤ 2γ by the fact that F
is Herglotz, and for |x| > 2γ by F (w) → 0 as w → ∞ (consistent with the
solution to (5.3) with GAnd(0, 0, z) = − 1

w = 0). It follows that |F (x+i0)| ≤ 2γ
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for x ∈ R. Thus, by the maximum principle |F (w)| ≤ 2γ throughout the upper
half plane {Im w ≥ 0}.

Therefore, letting Imz → 0 in (5.5), we see that |GVert (0,0;E + i0) | ≤ 1
γ

for all E ∈ R. In particular, the set in (5.2) is empty and the spectral measure
μ0 is purely absolutely continuous with a bounded density; see [5, Appendix
B, Proposition B.4].1 This completes the proof of Lemma 9.

5.2. Floquet Theory and Horizontal Localization for HVert

The vertical symmetry (5.4) of the graph GVert and the definition of the oper-
ator HVert suggest the use of a Fourier transform to help study the dynamics
e−itHVert . Given ψ ∈ �1(GVert), let

(Fψ) (n1, p) :=

√
2
π

∞∑
n2=0

ψ(n1, n2) sin (p(n2 + 1)) . (5.6)

Initially defined for ψ ∈ �1(GVert), F may be extended to �2(GVert) since{√
2
π sin(mp) : m ∈ N

}
is a complete orthonormal system in L2[0, π]. One

shows that

F−1(g)(n1, n2) =

√
2
π

∫ π

0

g(n1, p) sin (p(n2 + 1)) dp (5.7)

is a unitary map from L
2
(
[0, π]; �2 (Z≥0)

)
onto �2(GVert) and satisfies F−1Fψ =

ψ for ψ ∈ �1(GVert). Therefore F given by (5.6) may be extended to a unitary
map

F : �2 (GVert) → L
2
(
[0, π]; �2 (Z≥0)

)

with inverse given by (5.7). For simplicity of notation, we let ψ̂(n1, p) =
F (ψ) (n1, p). It is immediate from the above argument that the following ver-
sion of Plancherel’s identity holds

〈ϕ̂, ψ̂〉
L2([0,π];�2(Z≥0)) = 〈ϕ,ψ〉�2(GVert). (5.8)

From the definition of HVert one readily sees that

ĤVertψ(m, p) = h
(0)
Andψ̂(m, p) − 2γ cos pδm=0ψ̂(m, p) (5.9)

where the Anderson model h
(0)
And (see (1.2)) acts on the first coordinate m,

namely

h
(0)
Andψ̂(m, p) = −ψ̂(m + 1, p) − I[m ≥ 1]ψ̂(m − 1, p) + ω(m)ψ̂(m, p).

(5.10)

1It is worth noting that this argument does not depend on the fact that we take the Anderson
model on the horizontal layers. Indeed, the same argument shows that if H is of the form

Hψ(n1, n2) = γI[n1 = 0] [ψ(0, n2 + 1) + I[n2 ≥ 1]ψ(0, n2 − 1)] + h ⊗ Iψ(n1, n2)

with h any self-adjoint operator on �2(Z≥0), then the Green’s function of H is bounded by
1
γ

and the spectral measure μ0 for H is absolutely continuous.
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Equation (5.9) shows that HVert is unitarily equivalent to the direct integral∫ ⊕
[0,π]

hp on

L
2
(
[0, π]; �2 (Z≥0)

) ∼=
∫ ⊕

[0,π]

�2(Z≥0)

with the operators hp on each fiber given by a rank-one perturbation of the
Anderson model:

hpϕ = h
(0)
Andϕ − 2γ cos p〈δ0, ϕ〉δ0 (5.11)

for ϕ ∈ �2 (Z≥0). The following result on dynamical localization for hp will be
technically useful.

Lemma 10. Given s ∈ (0, 1) there exist positive constants CAnd(s) and μAnd =
μAnd(s) such that, for all m,n ∈ Z≥0,

E

(
sup
|f |≤1

|〈δm, f (hp) δn〉|
)

≤ Ae− μAnd
2−s |m−n| (5.12)

with A = ((2ωmax + 2γ)s‖ρ‖∞ (4 + 4γ + ωmax) CAnd(s))
1

2−s and the supremum
taken over all Borel measurable functions bounded by one.

Remark : This result follows easily from known results for the one-dimensional
Anderson model, e.g., see [5, Chapter 12], via rank-one perturbation formulas.
For completeness, we give a sketch of the proof in Appendix B. We note that
the constants CAnd and μAnd are as in (2.6).

The localization for hp described in Lemma 10 can immediately be trans-
lated into a strong form of horizontal localization for HVert. For each m1 ∈ Z≥0

let Pm1 denote the orthogonal projection of �2(GVert) onto Span{δ(m1,m2) | m2 ∈
Z≥0}. We have the following

Lemma 11. For s ∈ (0, 1) let CAnd(s), μAnd(s) and A be as in Lemma 10.
Then for all m1, n1 ∈ Z≥0 and ϕ ∈ �2(GVert) we have

E

(
sup
|f |≤1

‖Pm1f (HVert) Pn1ϕ‖2

)
≤ A‖ϕ‖2

2e
− μAnd

(2−s) |m1−n1|. (5.13)

where the supremum is taken over all Borel measurable functions bounded by
one.

Proof. By Plancherel’s identity (5.8) and (5.9), we have

〈ψ,Pm1f (HVert) Pn1ϕ〉 =
∫ π

0

〈P̂m1ψ, f(hp)P̂n1ϕ〉 dp

=
∫ π

0

ψ̂(m1, p)ϕ̂(n1, p)〈δm1 , f(hp)δn1〉 dp

for any ψ,ϕ ∈ �2(GVert). Taking absolute values and the supremum over ψ
with ‖ψ‖2 ≤ 1 yields, by Cauchy-Schwarz and (5.8),

‖Pm1f (HVert) Pn1ϕ‖2 ≤
∫ π

0

|〈δm1 , f(hp)δn1〉|2 |ϕ̂(n1, p)|2 dp.
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We find after taking the expectation that

E

(
sup
|f |≤1

‖Pm1f (HVert) Pn1ϕ‖2

)

≤
∫ π

0

E

(
sup
|f |≤1

|〈δm1 , f(hp)δn1〉|
)

|ϕ̂(n1, p)|2 dp

where we noted that |〈δm1 , f(hp)δn1〉 ≤ 1| for |f | ≤ 1. Using Plancherel’s iden-
tity (5.8) one more time, the result now follows from Lemma 10. �

Corollary 12. For each q, we have supT Mq
T (HVert, |X1|) < ∞.

Proof. Observe that

Mq
T (HVert, |X1|) =

2
T

∫ ∞

0

e− 2t
T

∑
n∈GVert

|n1|qE
(|〈δn , e−itHVertδ0〉|2

)
dt

=
2
T

∫ ∞

0

e− 2t
T

∞∑
n1=0

|n1|qE
(‖Pn1e

−itHVertP0δ0‖2
)
dt

≤
∞∑

n1=0

|n1|qE

(
sup

t
‖Pn1e

−itHVertP0δ0‖2

)
< ∞,

where Lemma 11 was used in the last step. �

5.3. Lower Bound on Mq
T (HVert): Proof of Theorem 1

For a self-adjoint operator H on �2(GVert), the Guarneri bound [22] states that
if the spectral measure μ0 is uniformly α-Hölder continuous then

Mq
T (H) ≥ CT

αq
2 (5.14)

holds for some C > 0. Recall that a finite Borel measure μ is said to be
uniformly α-Hölder continuous if there exists a constant C < ∞ such that for
all intervals I with |I| < 1 we have μ(I) ≤ C|I|α; see [5, Definition 2.2]. In
particular, if the spectral measure μ0 for H is purely absolutely continuous
with a bounded density, then (5.14) implies that Mq

T (H) ≥ CT
q
2 .

To bound Mq
T (HVert, |X2|), we will use an adaptation of the proof of the

Guarneri bound, incorporating improvements due to the disorder which are
specific to our context. To begin, we reproduce the derivation of (5.14). The
starting point is the following estimate on averaged quantum dynamics in an
abstract setting.

Theorem 13 (Strichartz-Last). Let H be a self-adjoint operator on a Hilbert
space H and assume the spectral measure of H with respect to ψ is uniformly
α-Hölder continuous for some α ∈ [0, 1]. Then, there exists a constant Cψ < ∞
such that for all φ ∈ H and all T > 0

1
T

∫ T

0

|〈φ, e−itHψ〉|2 ≤ Cψ‖φ‖2

Tα
. (5.15)
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This result, which may be found in [5, Theorem 2.3], can be used to prove
the Guarnieri bound (5.14) as follows. Suppose that the spectral measure μ0 for
H is uniformly α-Hölder continuous. Writing Mq

T (H) = 2
T

∑
n |n|q ∫ ∞

0
e

−2t
T

|〈δn , e−itHωδ0〉|2 dt, we obtain

Mq
T (H) ≥ 2e−2Nq

∑
|n |>N

1
T

∫ T

0

|〈δn , e−itHδ0〉|2 dt

= 2e−2Nq

⎛
⎝1 −

∑
|n |≤N

1
T

∫ T

0

|〈δn , e−itHδ0〉|2 dt

⎞
⎠ .

Applying the Strichartz-Last Theorem to each term in the sum on the right-
hand side, we see that

Mq
T (H) ≥ 2e−2Nq

(
1 − N(N + 1)

2
Cδ0

Tα

)
≥ CT

qα
2

where N(N+1)
2 counts the number of sites in GVert with |n| ≤ N and in the last

step we chose N2 comparable to Tα and adjusted the constant accordingly.
For H = HVert, we now follow the proof of (5.14) to estimate E(Mq

T

(H, |X2|)). First, we have

E (Mq
T (H, |X2|))

≥ 2e−2Nq

(
1 −

∞∑
n1=0

N∑
n2=0

1
T

∫ T

0

E
(|〈δ(n1,n2), e

−itHδ0〉|2
)

dt

)
.

(5.16)

Let K ≥ 0 be a sufficiently large integer to be specified below. Applying the lo-
calization bound of Lemma 11 for n1 ≥ K and the Strichartz-Last Theorem 13
for n1 < K, we find that

E (Mq
T (H, |X2|)) ≥ 2e−2Nq

(
1 − CK

N + 1
T

− As

1 − e− μAnd
2−s

e− μAnd
2−s K

)

for s ∈ (0, 1). Choosing K sufficiently large and then taking N ∝ T
K (for T

sufficiently large) yields the desired bound, Eq. (1.5), and completes the proof
of Theorem 1.

5.4. A Formula for Spectral Measures: Proof of Theorem 5

The proof of Theorem 5 is based on an exact formula for spectral measures
of HVert which is also crucial to the analysis of the transient and recurrent
components in the next section. Let

Σ(E) := − 1

〈δ0, (h
(0)
And − E − i0)−1δ0〉

(5.17)

denote the Weyl function for the Anderson model (1.2), where the boundary
values exist for Lebesgue almost every E ∈ R (see, e.g., [48, Theorem 5.9.1]).
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Lemma 14. Denote by μn2,n′
2
the spectral measure of HVert associated to δ(0,n2)

and δ(0,n′
2)
. Then, for n2, n

′
2 ∈ Z≥0 we have that

dμn2,n′
2
(E) =

1
πγ

√[
1 − Σ(E)2

4γ2

]
+

Un2

(
Σ(E)
2γ

)
Un′

2

(
Σ(E)
2γ

)
dE,

(5.18)

where [x]+ := max(x, 0) denotes the positive part and Um(z), m = 0, 1, 2, . . .,
denote the Chebyshev polynomials of second kind.
Proof. Let L ∈ N be given and let HL

Vert denote the restriction of HVert to
�2 ({0, ..., L} × Z≥0). Since

δ̂(0,n2)(m1, p) =

√
2
π

δ0(m1) sin (p(n2 + 1)) ,

it follows from Plancherel’s identity (5.8) that if f is, for example, a bounded
continuous function, then

〈δ(0,n2), f
(
HL

Vert

)
δ(0,n′

2)
〉

=
2
π

∫ π

0

〈δ0, f
(
hL

p

)
δ0〉 sin ((n2 + 1)p) sin ((n′

2 + 1)p) dp.

=
2
π

∫ π

0

∫ ∞

−∞

(
f(E)dμp,L

0 (E)
)

sin ((n2 + 1)p) sin ((n′
2 + 1)p) dp.

where μp,L
0 is the spectral measure for hL

p associated to δ0 and hL
p is the

restriction of hp to �2({0, . . . , L}) (see eq. (5.11)). Recalling that Um(cos p) =
sin((m+1)p)

sin p , we obtain

〈δ(0,n2), f
(
HL

Vert

)
δ(0,n′

2)
〉

=
2
π

∫ π

0

∫ ∞

−∞

(
f(E)dμp,L

0 (E)
)

Un2(cos p)Un′
2
(cos p) sin2 p dp (5.19)

Let h
(0,L)
And denote the restriction of the Anderson model h

(0)
And to �2

({0, ..., L}). Since hL
p is a rank-one perturbation of h(0,L)

And , it follows from [5,
Theorem 5.3] that

dμp,L
0 (E) = δ (ΣL(E) + 2γ cos p) dE (5.20)

where 1
ΣL(E) = −〈δ0,

(
h

(0,L)
And − E

)−1

δ0〉. As explained in [5], the distribu-

tional identity (5.20) is equivalent to stating that μp,L
0 is supported on the

set {E ∈ R : ΣL(E) = −2γ cos p}, assigning to each point is this set the
mass μp,L

0 ({E}) = 1
Σ′

L(E) . Given E ∈ R with ΣL(E) ∈ (−2γ, 2γ), let q = q(E)
denote the unique value in (0, π) for which −2γ cos(q) = ΣL(E). We have that

δ (ΣL(E) + 2γ cos p) dp =
1

2γ sin(q)
δ(q − p)dp, (5.21)

see Eq. (5.11) in [5].
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In particular, letting Pn2,n′
2
(z) = Un2(z)Un′

2
(z) it follows from Fubini’s

theorem along with Eqs. (5.19), (5.20) and (5.21) that

〈δ(0,n2), f
(
HL

Vert

)
δ(0,n′

2)
〉

=
1

πγ

∫ ∞

−∞
f(E)

√[
1 − ΣL(E)2

4γ2

]
+

Pn2,n′
2

(
ΣL(E)

2γ

)
dE (5.22)

where we have used that
∫ π

0
δ(p−q) dp = 1 holds for q ∈ (0, π). Letting L → ∞,

eq. (5.18) follows from the dominated convergence theorem. �

A first consequence of the prior lemma is the cyclicity of δ0:

Lemma 15. δ0 is a cyclic vector for HVert.

Proof. By lemma 14, we have

dμ0,n2(E) = Un2

(
Σ(E)
2γ

)
dμ0(E)

where dμ0,n2 is the spectral measure associated to the pair of vectors (δ(0,n2), δ0)
and

dμ0(E) =
1

πγ

√[
1 − Σ(E)2

4γ2

]
+

dE (5.23)

is the spectral measure associated to δ0. Denote by H0 the cyclic subspace of
HVert associated to δ0. Let n2 ∈ Z≥0 and let PH0,0δ(0,n2) be the orthogonal
projection of δ(0,n2) onto H0. It follows from the spectral theorem that

‖PH0δ(0,n2)‖2 =
∫ ∞

−∞
U2

n2

(
Σ(E)
2γ

)
dμ0(E).

Applying Lemma 14 a second time with n2 = n′
2, we conclude that

‖PH0δ(0,n2)‖2 =
1

πγ

∫ ∞

−∞
U2

n2

(
Σ(E)
2γ

)√[
1 − Σ(E)2

4γ2

]
+

=
∥∥δ(0,n2)

∥∥2 = 1.

Thus δ(0,n2) ∈ H0 for each n2 ∈ Z≥0. It readily follows from the definition

of HVert that �2 (GVert) = Span{H
(j)
Vertδ(0,n2) : j, n2 ∈ Z≥0}. Therefore δ0 is a

cyclic vector for HVert. �

We are now ready to complete the proof of Theorem 5. Since δ0 is cyclic
and μ0 is absolutely continuous, it follows that HVert has simple, purely abso-
lutely continuous spectrum. By Lemma 14, μ0 is supported on {E : |Σ(E)| <
2γ} and its density is bounded by 1

πγ (see eq. (5.23)). To compute the Lebesgue
measure of the support, we use the following

Lemma 16. The Weyl function Σ(E) satisfies

Σ(E) = E − ω(0) + 〈δ1, (h
(1)
And − E − i0)−1δ1〉 (5.24)

with h
(1)
And the Anderson model (1.2) on �2(Z≥1).
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Proof. Letting ϕ = (h(0)
And − z)−1δ0, we have by definition of h(0)

And that

−ϕ(1) + (ω(0) − z)ϕ(0) = 1.

Since, by the geometric resolvent identity,

ϕ(1) = 〈δ1, (h
(0)
And − z)−1δ0〉 = 〈δ1, (h

(1)
And − z)−1δ1〉ϕ(0)

eq. (5.24) follows by taking z = E + iε and ε → 0+. �

Returning to the proof of Theorem 5, we see that

|{E : |Σ(E)| < 2γ}| = |{E : |E − ω(0) + F (E + i0)| < 2γ}|
where F (z) = 〈δ1, (h

(1)
And − z)−1δ1〉 =

∫
R

1
u−z dμ1(u), with μ1 the spectral mea-

sure for h(1)
And associated to δ1. Almost surely, μ1 is pure-point, hence purely sin-

gular (see, e.g., [30]). Thus, with probability one, we have |{E : |Σ(E)| < 2γ}|
= 4γ, by Proposition 7. This completes the proof.

5.5. Transient and Recurrent Components: Proof of Theorem 8

We now turn to the study of the transient and recurrent components of the
spectrum of HVert. We begin by recalling some measure theoretic topology
from [8]. An event is an equivalence class [S] of Borel subsets of R under
the relation S ∼ T if S and T differ by a Lebesgue measure zero set, i.e.,
|SΔT | = 0. The support of an absolutely continuous measure dμ = f(E)dE is
the event [{f > 0}]. The essential interior of an event [S] is the open set

U = {E : |(E − t, E + t) ∩ S| = 2t for some t > 0}
and the essential frontier of [S] is the event [S\U ].

Given a self-adjoint operator H on a separable Hilbert space, a maximal
spectral measure for H is a Borel measure μ such that for any Borel set A,
μ(A) > 0 if and only if the corresponding spectral projection satisfies PA(H) �=
0. Every self-adjoint operator H admits a maximal spectral measure μ and any
other spectral measure μϕ is absolutely continuous with respect to μ, see [52,
Lemma 3.16]. The H-event is the support of the absolutely continuous part of a
maximal spectral measure μ for H. If H has a cyclic vector ψ, then the H-event
coincides with the support of the absolutely continuous part of the spectral
measure μψ. A key result of Avron and Simon is that the essential interior
and essential frontier of the H-event determine the transient and recurrent
spectrum of H:

Theorem 17 ([8, Theorem 3.4]). Let H be a self-adjoint operator on H, a sep-
arable Hilbert space. Let [A] be the H-event and let B, [C] be its essential
interior and essential frontier. Then

Htac = EBHac; Hrac = ECHac.

For HVert we have the following

Lemma 18. The HVert-event is [S] where S := {E : |Σ(E)| < 2γ}. With
probability one the essential interior of [S] is the open set S\[−2, 2 + ωmax]
and the essential frontier of [S] is the event [S ∩ [−2, 2 + ωmax]].
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Proof of Lemma 18. That S is a support for μδ0 follows from Lemma 14; we
have already used this fact in our proof of Theorem 5 above. Since, according
to Lemma 15, δ0 is cyclic, it follows that [S] is the HVert-event. Since Σ(E) is
continuous (analytic, in fact) on [−2, 2 + ωmax]c we see that S \ [−2, 2 + ωmax]
is open, and thus contained in the essential interior of [S].

Since the essential frontier and essential interior are essentially disjoint
(see remark following [8, Proposition 2.2]), to complete the proof it suffices to
show that [S∩ [−2, 2+ωmax]] is contained in the essential frontier of [S]. Below
we show that Sc is essentially dense in [−2, 2+ωmax], i.e., |(E−t, E+t)∩Sc| > 0
for any E ∈ [−2, 2+ωmax] and any t > 0. It follows that |(E−t, E+t)∩S| < 2t
for any E ∈ [−2, 2 + ωmax] and t > 0, so [S ∩ [−2, 2 + ωmax]] is contained in
the essential frontier of [S]. �

We recall that a set T is essentially dense in an interval I ⊂ R if |J∩T | > 0
for any interval J ⊂ I (see [17, §3]). To complete the proof of Lemma 18 it
remains to show the following

Lemma 19. With probability one, both S and Sc are essentially dense in [−2, 2+
ωmax].

Proof. We must show that with probability one |J ∩ S| > 0 and |J ∩ Sc| > 0
for every interval J ⊂ [−2, 2 + ωmax].

Fix a configuration ω in the probability one event such that the Anderson
model h(0)

And on �2(Z≥0) has pure point spectrum, σ(h(0)
And) = [−2, 2 + ωmax],

and δ0 is cyclic for h
(0)
And. Let μ0 denote the spectral measure h

(0)
And associated

to δ0. We conclude that μ0(J) > 0 for any interval J ⊂ [−2, 2+ωmax]. Because
μ0 is purely singular, it follows that

lim
t→∞ t

∣∣{E ∈ J : |〈δ0, (hAnd − E − i0)−1δ0〉| > t}∣∣ =
2
π

μ0(J) > 0

by [44, Eq. (5.4)] ([43, Theorem 1], when restated in terms of Borel measures
on the real line, would also suffice). In particular, choosing t sufficiently large
yields

∣∣S ∩ J
∣∣ =

∣∣∣∣
{

E ∈ J :
∣∣〈δ0, (hAnd − E − i0)−1δ0〉

∣∣ >
1
2γ

}∣∣∣∣ > 0.

Thus, with probability one S is essentially dense in [−2, 2 + ωmax].
Similarly, letting μ

(1)
1 denote the spectral measure of the Anderson model

h
(1)
And on �2(Z≥1) associated to δ1, with probability one we have μ

(1)
1 (J) > 0

and

lim
t→∞ t

∣∣{E ∈ J : |〈δ1, (h+
And − E − i0)−1δ1〉| > t}∣∣ =

2
π

μ
(1)
1 (J) > 0

for all intervals J ⊂ [−2, 2 + ωmax]. By choosing t sufficiently large and using
Lemma 16, we conclude by the triangle inequality that∣∣Sc ∩ J

∣∣ =
∣∣{E ∈ J : |ω(0) − E − 〈δ1, (h+

And − E − i0)−1δ1〉| ≥ 2γ}∣∣ > 0.

Hence with probability one Sc is essentially dense in [−2, 2 + ωmax]. �
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Theorem 8 follows from the corollary below, which is a direct consequence
of Theorem 5, Theorem 17 and Lemma 18:

Corollary 20. Let Pr := P[−2,2+ωmax](HVert) and Pt := P[−2,2+ωmax]c(HVert)
denote the spectral projections of HVert onto [−2, 2+ωmax] and [−2, 2+ωmax]c

respectively. Then, with probability one, ranPr = Hrac and ranPt = Htac.

Note that the transient spectrum of HVert, σtac = S\(−2, 2 + ωmax), is
non-deterministic. Since Σ(E) is monotone increasing on each component of
the complement of (−2, 2 + ωmax), σtac = J− ∪ J+ where J− ⊂ [−2 − 2γ,−2]
and J+ ⊂ [2 + ωmax, 2 + ωmax + 2γ] are intervals given by

J− = {E ≤ −2 : |Σ(E)| ≤ 2γ} and
J+ = {E ≥ 2 + ωmax : |Σ(E)| ≤ 2γ} . (5.25)

Depending on the configuration ω and the hopping γ, one or both of J± can
be empty. Indeed, by monotonicity of Σ(E) we have J± �= ∅ if and only if
γ > |Σ(E±)|

2 where E− = −2 and E+ = 2+ωmax. For completeness we provide
a proof that these numbers are non-zero and finite almost surely. Here we
commit a slight abuse of notation: since Σ(E) is only defined for Lebesgue
almost-every E ∈ [−2, 2 + ωmax], the values Σ(E±) are understood as the side
limits Σ(E+) = limE↓E+ Σ(E) and Σ(E−) = limE↑E− Σ(E) (which are well
defined due to monotonicity of Σ(E) in [−2, 2 + ωmax]c).

Lemma 21. At the edges E− = −2 and E+ = 2 + ωmax we have that

0 < |Σ(E±)| < ∞ (5.26)

almost surely.

Proof. Assume, for the sake of contradiction, that P (Σ(E±) = 0) > 0. Then,
Lemma 16,

P
(
ω(0) − E± − 〈δ1, (h+

And − E± − i0)−1δ1〉 = 0
)

> 0.

Since 〈δ1, (h+
And−E±−i0)−1δ1〉 is independent of ω(0), the above equation con-

tradicts the fact that the distribution of ω(0) is purely absolutely continuous.
We conclude that

P (Σ(E±) = 0) = 0.

By a similar argument, one sees that P (Σ(E±) = ∞) = 0. �

6. Analysis of HDiag– Proof of Theorem 2 and Corollary 4

6.1. Green’s Function Decay

In this section we turn to the analysis of the operator HDiag on �2(GDiag,�) for
fixed � ≥ 0. Let GDiag(m,n; z) = 〈δm , (HDiag−z)−1δn 〉 for m,n ∈ GDiag,� and
z ∈ C\R denote the corresponding Green’s function. A preliminary observation
is that the fractional moments of GDiag are bounded:
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Lemma 22. There is CAP < ∞ such that for each s ∈ (0, 1), z ∈ C \ R and
m = (m1,m2), n = (n1, n2) in GDiag,� we have

E
(|GDiag(m,n; z)|s ∣∣Fc

m1,n1

) ≤ Cs
AP

1 − s
(6.1)

where E
(·∣∣Fc

m1,n1

)
denotes averaging with respect to the variables ω(m1) and

ω(n1).

Remarks. (i) Due to the correlation between potentials at different sites,
the rank-one bounds of the original Aizenman–Molchanov method [2] do
not work here. However, eq. (6.1) is a straightforward consequence of
the Hilbert-Schmidt fractional moment bounds developed for continuum
Schrödinger operators [1]. For completeness we give a brief sketch of the
proof of Lemma 22 in Appendix C, based on results from [1].

(ii) The a priori bound CAP depends on s and the distribution of the random
variables, but is independent of �, m, n and z.

(iii) The average E
(·∣∣Fc

m1,n1

)
is the conditional expectation with respect to

the σ-algebra generated by {ω(r) : r �= m1 and r �= n1}, which explains
the notation.

The key estimate we use below to prove Theorem 2 is exponential decay
of the fractional moments of the Green’s function:

Lemma 23. Let r ∈ (0, 1
3 ). If (CAPγ)3r < 1 − 3r, then there exist constants

CDiag < ∞ and μDiag > 0 such that for all m,n ∈ GDiag;� and z ∈ C\R we
have

E (|GDiag (m,n; z) |r) ≤ CDiage
−μDiagdDiag(m ,n) (6.2)

where dDiag denotes the graph distance in GDiag,�.

Remark. In terms of the constants μAnd = μAnd(3r), CAnd = CAnd(3r) ap-
pearing in eq. (2.6), with s = 3r, we have μDiag = min

(
1
3μAnd, α

l+2

)
where

α = − log
( (CAPγ)r

(1−3r)
1
3

)
and CDiag = 2max

(
CAnd

1
3 , CAnd

2
3

Cr
AP

(1−3r)
1
3
e2μDiag(2+�)

)
.

Lemma 23 combines two estimates: 1) localization of the 1D Anderson
model in the bulk of GDiag,�, see eq. (2.6), and 2) decay along the boundary
of GDiag,�, expressed in the following

Lemma 24. Let s ∈ (0, 1) be given. For all m,m′ ∈ Z≥0, j, j′ ∈ {0, 1, ..., �} and
z ∈ C

+ we have

E

(
|GDiag ((m′,m′(� + 1) + j′), (m,m(� + 1) + j); z) |s∣∣Fc

[m′,m]

)

≤ Cs
AP

1 − s

(
(CAPγ)s

1 − s

)|m−m′|
. (6.3)

where E

(
·∣∣Fc

[m′,m]

)
denotes averaging over ω(r) for each r between m′ and m.
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Remark. As above, E

(
·∣∣Fc

[m′,m]

)
is a conditional expectation, in this case

with respect to the σ-algebra generated by {ω(k) : k > max(m,m′) or k <
min(m,m′)}.

Proof. Since HDiag is a real symmetric operator, the Green’s function is sym-
metric: G(m,n; z) = G(n,m; z). Thus it suffices to consider m ≥ m′. Fix
j, j′ ∈ {0, 1, ..., �}, z ∈ C

+ and let xm,j = (m,m(� + 1) + j). We proceed by
induction in m. When m = m′ the statement reduces to the a priori bound
of Lemma 22. Suppose that the desired conclusion holds for some m ≥ m′.
Let H+

Diag denote the restriction of HDiag to �2(G+
Diag), where G

+
Diag denotes

the component of GDiag which contains xm+1,0 and is obtained from GDiag

by deleting the edge connecting xm,� to xm+1,0. By the geometric resolvent
identity, we have the factorization

G (xm′,j′ ,xm+1,j ; z) = γG (xm′,j′ ,xm,�; z) G+ (xm+1,0,xm+1,j ; z)

where G+ is the resolvent of H+
Diag. Taking absolute values, raising both sides

to the power s, and averaging, we find that

E

(
|G (xm′,j′ ,xm+1,j ; z) |s∣∣Fc

[m′,m+1]

)

= γs
E

(
|G (xm′,j′ ,xm,�; z) |s|G+ (xm+1,0,xm+1,j ; z) |s∣∣Fc

[m′,m+1]

)
.

Integrating first with respect to ω(0), ..., ω(m), using the inductive assumption
and the fact that G+ (xm+1,0,xm+1,j ; z) depends only on ω(k) for k > m, we
obtain

E

(
|G (xm′,j′ ,xm+1,j ; z) |s∣∣Fc

[m′,m+1]

)

≤
(

(CAPγ)s

1 − s

)m+1−m′

E

(
G+ (xm+1,0,xm+1,j ; z) |s∣∣Fc

[m′,m+1]

)
.

Finally, another application of Lemma 22 concludes the proof. �

We now turn to the proof of Lemma 23. Fix 0 < r < 1
3 , z ∈ C\R, and let

CAnd = CAnd(3r), μAnd = μAnd(3r) be such that the Green’s function decay
for the Anderson model (2.6) holds with s = 3r. Let D denote the boundary
layer of GDiag:

D := {(p, p(� + 1) + j) : p ∈ Z≥0 and j ∈ {0, . . . , �}}.
Let us begin by considering the case that neither m nor n are in D. It follows
that m = m′ + (j, 0) and n = n′ + (k, 0) with m′,n′ ∈ D and j, k ≥ 1. By
two applications of the geometric resolvent identity, we find that

GDiag (m , n) = I[m ′ = n ′]G(m′
1+1)

And (m′
1 + j, m′

1 + k)

+ G
(m′

1+1)

And (m′
1 + j, m′

1 + 1)GDiag

(
m ′, n ′)G

(n′
1+1)

And (n′
1 + 1, n′

1 + k)

where G
(m)
And(j, k) = 〈δj , (h(m)

And − z)−1δk〉 is the Green’s function of the An-
derson model h(m) and we have suppressed the energy arguments from the
Green’s functions to simplify notation. It follows that
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E(|GDiag(m , n)|r) ≤ I[m
′
= n

′
]
[
E(|G(m′

1+1)
And (m

′
1 + j, m

′
1 + k)|3r

)
] 1

3

+
[
E(|G(m′

1+1)
And (m

′
1 + j, m

′
1 + 1)|3r

)E(|GDiag(m
′
, n

′
)|3r

)

E(|G(n′
1+1)

And (n
′
1 + 1, n

′
1 + k)|3r

)
] 1

3

where we have used Hölder’s inequality. Using fractional moment decay (2.6)
and Lemma 24, it follows that

E(|GDiag(m,n)|r) ≤ I[m′ = n′]C
1
3
Ande− 1

3 μAnd|j−k|

+ C
2
3
Ande− 1

3 μAnd(|j−1|+|k−1|) Cr
AP

(1 − 3r)
1
3

(
(CAPγ)r

(1 − 3r)
1
3

)|m′
1−n′

1|
(6.4)

where μAnd = μAnd(3r), CAnd = CAnd(3r). Let α = − log
(

(CAPγ)r

(1−3r)
1
3

)
, μDiag =

min
(

1
3μAnd, α

l+2

)
and CDiag = 2max

(
C

1
3
And, C

2
3
And

Cr
AP

(1−3r)
1
3
e2μDiag(2+�)

)
. In terms

of the graph distance in GDiag,�, (6.4) implies

E(|GDiag(m,n)|r) ≤ CDiage
−μDiagdDiag(m ,n) (6.5)

so (6.2) holds. Here we made use of the inequality

dDiag(m,n) ≤ |j| + |k| + (� + 1)|m′
1 − n′

1| + � (6.6)

which follows from the triangle inequality and the definition of GDiag,�.
If m ∈ D but n = n′ + (k, 0) is not, then similarly we have

E(|GDiag(m,n)|r) ≤
[
E(|GDiag(m,n′)|3r)E(|G(n′

1+1)
And (n′

1 + 1, n′
1 + k)|3r)

] 1
3

≤ C
1
3
Ande− 1

3 μAnd|k−1| Cr
AP

(1 − 3r)
1
3

(
(CAPγ)r

(1 − 3r)
1
3

)|m1−n1|
.

thus (6.2) also holds in this case, as well as when m = m′ + (j, 0) is not
in D but n is, by symmetry. Finally, If m,n ∈ D, then (6.2) follows from
Lemma 24.

6.2. Dynamical Localization for HDiag

To conclude the proof of Theorem 2 we will need the following bound.

Proposition 25. Let μn ,m be the spectral measure of HDiag associated to n =
(n1, n2) and m = (m1,m2) and denote its total variation norm by ‖μn ,m ‖.
Let Em1 = {(m1,m2) ∈ GDiag : m2 ∈ Z+}. Then, for r ∈ (0, 1) and J =
[−2 − 2γ, 2 + ωmax + 2γ] we have that

E (‖μn ,m ‖) ≤ C

[∫
J

∑
k∈Em1

E
(|GDiag(n,k;E)| 2r

1+r
)
dE

] 1+r
2

, (6.7)

with C = ‖ρ‖∞ ω
2r

1+r
max.
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Proof. Let HL be the restriction of HDiag to {n ∈ GDiag : n1, n2 ≤ L}. Let
μL

n ,m be the spectral measure of HL associated to n = (n1, n2) and m =
(m1,m2).

Fix a disorder configuration ω. Fix m1 and let ĤL = HL+(v̂−ω(m1))Pm1 ,
where Pm1 is the projection onto �2(Em1), which has rank

d̄ := (m1 + 1)(� + 1).

Thus ĤL is a copy of HL with the random potential set to v̂ ∈ R at each
m ∈ Em1 . The eigenvalues of ĤL may be expressed as analytic functions of v̂.
Some of these functions may be constant, corresponding to eigenfunctions that
vanishes on the range of Pm1 . Let ξ1(v̂), . . . , ξm(v̂) denote the non-constant
eigenvalues. Then for all but a countable, discrete set of values v̂ we have
ξj(v̂) �∈ σ(HL) for each j = 1, . . . ,m. For any such v̂, we have that HLψE =
EψE with Pm1ψE �= 0 if and only if

ψE = (v̂ − ω(m1))(ĤL − E)−1Pm1ψE (6.8)

where the inverse (ĤL−E)−1 should be understood by restricting to the cyclic
subspace for ĤL containing the range of Pm1 . In the rest of the proof, we will
use (ĤL −E)−1Pm1 to denote this restriction without further comment. Thus

Pm1ψE = (v̂ − ω(m1))Pm1(Ĥ
L − E)−1Pm1ψE . (6.9)

Let λ1(E), · · · , λd̄(E) denote the eigenvalues of Pm1(Ĥ
L − E)−1Pm1 , with

corresponding normalized eigenvectors φ1(E, ·), . . . , φd̄(E, ·) (which we regard
as functions of E ∈ R and k ∈ GDiag). Choose branches so that these functions
are continuously differentiable in E away from the finite set of poles (the
eigenvalues of ĤL). To simplify notation, we sometimes write φj(E) to denote
the function k �→ φj(E, k).

From (6.9), we conclude that if ψE is a normalized eigenvector of HL with
eigenvalue E, then Pm1ψE = cφj(E) with c �= 0 and (v̂ −ω(m1))λj(E) = 1 for
some j ∈ {1, · · · , d̄}. By (6.8) this implies

ψE = c(v̂ − ω(m1))(ĤL − E)−1Pm1φj(E).

The normalization constant c is given by

1
(v̂ − ω(m1))2c2

=
∥∥∥(ĤL − E)−1Pm1φj(E)

∥∥∥2

= 〈φj(E), Pm1(Ĥ
L − E)−2Pm1φj(E)〉 = λ′

j(E)

where in the last step we made use of the Hellmann-Feynman Theorem.
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It follows from the above considerations that the spectral measure μL
n ,m

for HL associated to n and m is given by

dμL
n ,m (E) =

d̄∑
j=1

ψE(n)ψE(m ) δ ((v̂ − ω(m1))λj(E) − 1) |v̂ − ω(m1)|λ′
j(E) dE

=
d̄∑

j=1

gj(E, n)gj(E, m ) δ ((v̂ − ω(m1))λj(E) − 1) |v̂ − ω(m1)|dE ,

(6.10)

where gj(E,n) = 〈δn , (ĤL − E)−1Pm1φj(E)〉 and we note the following dis-
tributional identity (see [5, Eq (5.11)])

δ(f(E)) =
∑

ξ∈f−1({0})

1
|f ′(ξ)|δ(E − ξ), (6.11)

valid for any function f such that f−1({0}) is finite and f is C1 with a non-
vanishing derivative in a neighborhood of this set. Observe that

gj(E,m) = λj(E)φj(E,m) =
1

(v̂ − ω(m1))
φj(E,m) (6.12)

since Pm1δm = δm . We note that

d̄∑
j=1

∫
J
(gj(E, m ))2 δ ((v̂ − ω(m1))λj(E) − 1) |v̂ − ω(m1)|dE =

∫
J

dμL
m ,m (E) = 1,

since σ (HDiag) ⊂ J = [−2−2γ, 2+ωmax+2γ] for all realizations of the random
potential. Furthermore, we have

d̄∑
j=1

∫
J

(gj(E,n))2 δ((v̂ − ω(m1))λj(E) − 1) |v̂ − ω(m1)|dE

=
∫
R

(
dμL

n ,m

dμL
m ,m

(E)

)2

dμL
m ,m (E) ≤ 1 (6.13)

since the integral on the right-hand side gives the norm-squared of the projec-
tion of δn onto the cyclic subspace for HL generated by δm .

It follows from (6.10) and the fact that σ(HL) ⊂ J that the total variation
norm of μL

n ,m is given by

‖μL
n ,m ‖ =

d̄∑
j=1

∫
J

|gj(E,n)||gj(E,m)|

δ((v̂ − ω(m1))λj(E) + 1) |v̂ − ω(m1)|dE. (6.14)

Let Ê denote averaging over ω and an arbitrarily chosen distribution for v̂
(which we will take below to be the same as the distribution for ω(m1)). It



Vol. 25 (2024) Spectral and Dynamical Contrast 1475

follows from (6.14) and (6.13) that

Ê(‖μL
n ,m ‖) ≤

[
Ê

(
d̄∑

j=1

∫
J

|gj(E,n)| 2r
1+r |gj(E,m)| 2

1+r

×δ((v̂ − ω(m1))λj(E) − 1) |v̂ − ω(m1)|dE

)] 1+r
2

(6.15)

where 0 < r < 1 and we have used Hölder’s inequality with exponents p = 2
1+r

and q = 2
1−r (applied first to the integral over J and then to the expectation).

We wish to rewrite (6.15) in terms of the normalized eigenfunctions φj(E)
of Pm1(Ĥ

L − E)−1Pm1 . Let Ĝ(n,k;E) = 〈δn , (ĤL − E)−1δk〉. Noting that
gj(E,n) =

∑
k∈Em1

Ĝ(n,k;E)φj(E,k) and using (6.12), we find that

Ê

(
‖μL

n ,m ‖
)

≤
[
Ê

(
d̄∑

j=1

∫
J

∑
k ∈Em1

|Ĝ(n , k ; E)| 2r
1+r

1

|v̂ − ω(m1)|
2

1+r

|φj(E, k)| 2r
1+r |φj(E, m )| 2

1+r

×δ((v̂ − ω(m1))λj(E) − 1) |v̂ − ω(m1)|dE

)] 1+r
2

.

Now integrate first with respect to ω(m1), assuming that 0 ≤ v̂ ≤ ωmax, using∫ ωmax

0

|v̂ − ω(m1)|1− 2
1+r δ((v̂ − ω(m1))λj(E) − 1) ρ(ω(m1))dω(m1)

=
∫ ωmax

0

|v̂ − ω(m1)| 2r
1+r δ

(
v̂ − ω(m1) − 1

λj(E)

)
ρ(ω(m1))dω(m1)

≤ ‖ρ‖∞ ω
2r

1+r
max (6.16)

where we have used that δ(ax) = 1
|a|δ(x) and that λj(E)(v̂ − ω(m1)) = 1.

Thus, letting C = ‖ρ‖∞ ω
2r

1+r
max, we have

Ê
(‖μL

n ,m ‖)

≤ C

[∫
J

∑
k∈Em1

Ê

(
|Ĝ(n,k;E)| 2r

1+r

d̄∑
j=1

|φj(E,k)| 2r
1+r |φj(E,m)| 2

1+r

)] 1+r
2

.

(6.17)

Since {φj(E)}d̄
j=1 is an orthonormal basis for �2(Em1), we have, by Hölder’s

inequality,

d̄∑
j=1

|φj(E, k)| 2r
1+r |φj(E, m )| 2

1+r ≤
(

d̄∑
j=1

|φj(E, k)|2
) r

1+r
(

d̄∑
j=1

|φj(E, m )|2
) 1

1+r

= 1 .
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Therefore, it follows from (6.17) that

Ê
(‖μL

n ,m ‖) ≤ C

[∫
J

∑
k∈Em1

Ê
(|Ĝ(n,k;E)| 2r

1+r
)] 1+r

2

.

Choosing the distribution of v̂ to be identical to that of ω(m1), and indepen-
dent from ω, we find that

Ê
(‖μL

n ,m ‖) ≤ C

[∫
J

∑
k∈Em1

E
(|G(n,k;E)| 2r

1+r
)] 1+r

2

, (6.18)

where G denotes the Green’s function of HL. Since μL
n ,m converges in the

vague topology to μn ,m , (6.7) follows from (6.18) and Fatou’s Lemma. �

Theorem 2 immediately follows from Proposition 25 and Lemma 23 since
μn ,m is a regular Borel measure and thus for any Borel set F ⊂ R we have
that

|μn,m |(F ) = sup
|f |≤1

∣∣∣
∫

F

f(x) dμn,m (x)
∣∣∣,

with the supremum taken over Borel measurable functions f bounded by one.
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Appendix A. A Version of Boole’s Equality for Level Sets of
Herglotz Functions: Proof of Proposition 7

In this appendix we prove Proposition 7, recalled here for the reader’s conve-
nience:

Proposition 7. Let μ be a finite Borel measure which is purely singular and let
F (z) =

∫
1

u−z dμ(u) be its Borel transform. Then∣∣{E ∈ R : α < E + F (E + i0) < β}∣∣ = β − α. (1.8)
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It is instructive to consider first the situation when μ is a pure point
measure with finitely many atoms, in which case F is a rational function of
the form F (E) =

∑N
n=1

pn

un−E with real poles {un}N
n=1 at the atoms of μ and

weights {pn}N
n=1 with pn = μ(un). For example, the diagonal elements of the

Green’s function in finite volume are of this form. For a real number λ, let Qλ

be a polynomial of degree N + 1 given by

Qλ(E) = (λ − E − F (E))
N∏

n=1

(E − un).

The solutions v1(λ), ..., vN+1(λ) of the equation E+F (E) = λ coincide with the
roots of Qλ. Therefore, the coefficient of EN in Qλ(E) = −∏N+1

n=1 (E − vn(λ))
equals

∑N+1
n=1 vn(λ). On the other hand, by definition of Qλ, this coefficient is

λ +
∑N+1

n=1 un. Therefore,

N+1∑
n=1

vn(λ) = λ +
N∑

n=1

un. (A.1)

Since E + F (E) is monotone increasing between poles, the set {E ∈ R : α <

E + F (E) < β} is a disjoint union of intervals ∪N+1
n=1 (vn(α), vn(β)). Therefore,

we conclude from Eq. (A.1) that

∣∣{E ∈ R : α < E + F (E) < β}∣∣ =
N+1∑
n=1

(vn(β) − vn(α)) = β − α.

The above proof is not readily generalized to other types of measures.
The following argument is inspired by the analysis in [5, Proposition 8.2] and
provides a proof which is valid for general singular measures.

Proof of Proposition 7. The function F (z) is a Herglotz function, i.e., a holo-
morphic map from the upper half plane to itself. It follows from the classical
theory of such functions (see [48, Theorem 5.9.1]) that for almost every E ∈ R,

(1) the boundary value F (E + i0) = limε→0 F (E + iε) exists, and
(2) F (E + i0) is real (because μ is singular).

Furthermore, for any λ ∈ R the level set {E : E + F (E + i0) = λ} is a
Lebesgue null set. To see this note that G(z) = (λ − z − F (z))−1 is a Herglotz
function, so its boundary value G(E + i0) exists for almost every E ∈ R. Thus
F (E + i0) + E �= λ for almost every E.

It follows from the above considerations that the indicator function of
the set {E : α < E + F (E + i0) < β} can be represented, for almost every E,
as

1[E : α < E + F (E + i0) < β] = lim
ε↓0

1
π

uα,β(E + iε) (A.2)

where uα,β(z) = Im log(z + F (z) − β) − Im log(z + F (z) − α) and log denotes
the principal branch of the logarithm. The function uα,β(z) is harmonic and
bounded by π for z in the upper half plane. By dominated convergence and
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the fact that a harmonic function is reproduced by the Poisson integral of its
boundary values over a half plane (see [48, Theorem 5.9.2]), we have

|{E ∈ R : α < E + F (E + i0) < β}| = lim
ε→0

1

π

∫
R

uα,β(E + iε)dE

= lim
ε→0

lim
η→∞

1

π

∫
R

η2

E2 + η2
uα,β(E + iε)dE

= lim
ε→0

lim
η→∞ ηuα,β(i(η + ε))

= lim
η→∞ ηuα,β(iη) ,

where the equality follows since lim supε→0 lim supη→∞ ε|uα,β(i(η + ε))| = 0,
because uα,β is bounded. On the other hand, by definition of uα,β we know
that

uα,β(iη) = Im
∫ β

α

1
E − iη − F (iη)

dE (A.3)

Hence, by dominated convergence again,

lim
η→∞ ηuα,β(iη) = lim

η→∞

∫ β

α

η2 + ηImF (iη)
(E − ReF (iη))2 + (η + ImF (iη))2

dE = β − α

where we have used the simple facts that limη→∞ F (iη)=0 and limη→∞ ηImF (iη)
= μ(R). �

Appendix B. Localization in the Horizontal Direction

In this section we sketch the proof of Lemma 10, which recall here for the
reader’s convenience:

Lemma 10. Given s ∈ (0, 1) there exist positive constants CAnd(s) and μAnd =
μAnd(s) such that, for all m,n ∈ Z≥0,

E

(
sup
|f |≤1

|〈δm, f (hp) δn〉|
)

≤ (2ωmax + 2γ)
s

2−s (5.12)

(‖ρ‖∞ (4 + 4γ + ωmax) CAnd(s))
1

2−s e− μAnd
2−s |m−n|,

with the supremum taken over all Borel measurable functions bounded by one.

Proof. Recall that, according to (5.11) hp = h
(0)
And − 2γ cos pP0 with P0 the

projection onto δ0. We follow closely the proof of [3, Theorem A1]. It suffices
to show that, for every L ∈ N, (5.12) holds with hp replaced by its restriction
to �2 (Z+ ∩ [0, L]), denoted henceforth by hL

p . Note that hL
p → hp in the strong

resolvent sense as L → ∞. Let ω̂(0) ∈ R be arbitrary and

ĥ
(0)
And := h

(0)
And + (ω̂(0) − ω(0)) P0 = hp + (ω̂(0) − ω(0) + 2γ cos p) P0
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be a copy of h(0)
And with the random potential at zero set to ω̂(0). Write vp =

ω(0) − 2γ cos p. From rank-one perturbation formulas (see, for instance, [5,
Theorem 5.3] or [3, Equation(A.7)]), the spectral measure of hL

p is given by

dμp,L
m ,n (E) = (ω̂(0) − vp) ĜL

And (m,n;E) δ(vp − ω̂(0) − Σ̂L(E)) dE (B.1)

where ĜL
And (m,n;E) is the Green’s function of the Anderson model ĥ

(0)
And

restricted to �2 (Z+ ∩ [0, L]) and

Σ̂L(E) := − 1
ĜL

And (0, 0;E)
. (B.2)

Equation (B.1) implies a couple of estimates. The first one is obtained letting
m = n in (B.1) to achieve

dμp,L
m,m(E) = δ(vp − ω̂(0) − Σ̂L(E)) dE. (B.3)

In particular ∫ ∞

−∞
δ(vp − ω̂(0) − Σ̂L(E)) dE = 1. (B.4)

A second observation is that

|ω̂(0) − vp|2
∫ ∣∣∣ĜL

And (m,n;E)
∣∣∣2 δ(vp − ω̂(0) − Σ̂L(E)) dE ≤ 1. (B.5)

Indeed, by Eq. (B.1), dμp,L
m,n(E) = ψ(E)dμp,L

m,m(E). Furthermore, as ex-
plained in [3, Equation(A.9)], we have∫

|ψ(E)|2 dμp,L
m,m(E) = 〈δn, Pδm

δn〉 ≤ 1,

where Pδm
is the projection onto the cyclic subspace of hL

p which contains δm.
Combining equations (B.1), (B.5) and (B.4) with Hölder’s inequality (ap-

plied to the exponents (p, q) = (2 − s, 2−s
1−s )) and Jensen’s inequality for expec-

tations, we conclude that for all intervals I ⊂ R

E
(∣∣μp,L

m,n

∣∣ (I)
)

≤
[
E

(
|ω̂(0) − vp|s

∫
I

∣∣∣ĜL
And (m,n;E)

∣∣∣s δ(vp − ω̂(0) − Σ̂L(E)) dE

)] 1
2−s

.

(B.6)

Thus,

E

(∣∣∣μp,L
m,n

∣∣∣ (I)
)

≤ (2ωmax + 2γ)
s

2−s

(∫
I

E

(∣∣∣ĜL
And (m, n; E)

∣∣∣s
)

δ(vp − ω̂(0) − Σ̂L(E)) dE

) 1
2−s

.

Recalling that vp = ω(0) − 2γ cos p, integrating first over ω(0) and choosing
ω̂(0) to be a random variable independent of ω(0) but identically distributed
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with it we conclude that

E
(∣∣μp,L

m,n

∣∣ (I)
) ≤ (2ωmax + 2γ)

s
2−s ‖ρ‖

1
2−s∞

(∫
I

E

(∣∣GL
And (m,n;E)

∣∣s) dE

) 1
2−s

.

(B.7)

Since the operator hp has spectrum contained in [−2 − 2γ, 2 + 2γ + ωmax], the
inequality (B.7) together with (2.6) suffices to conclude the proof of lemma 10.
We mention that by introducing an integrable weight, one could also handle
the case where the random potentials are unbounded. For further details we
refer to [3, Equations (A.13)–(A.18)]. �

Appendix C. A priori Bounds on the Green’s Function

Let H and H1 be separable Hilbert spaces and let A : D(A) ⊂ H → H be
a maximally dissipative operator. Recall that a densely defined operator A
is said to be dissipative if Im〈ϕ,Aϕ〉 ≥ 0 for every ϕ ∈ D(A). A is said to
be maximally dissipative when it is dissipative and has no proper dissipative
extension. Let M1 : H → H1 and M2 : H1 → H be Hilbert-Schmidt operators.
Denoting by |. | Lebesgue measure and by ‖ · ‖HS the Hilbert-Schmidt norm,
the following weak L1 bounds hold

Lemma 26 [1, Lemma 3.1].∣∣∣{v : ‖M1
1

A − v + i0
M2‖HS > t}

∣∣∣ ≤ CW ‖M1‖HS‖M2‖HS
1
t

(C.1)

where the constant CW is independent of A,M1 and M2.

Lemma 27 [1, Proposition 3.2]. Let A,M1 and M2 be as above and let U1, U2

be nonnegative operators.∣∣∣∣{(v1, v2) ∈ [0, 1]2 : ‖M1U
1/2
1

1
A − v + i0

U
1/2
2 M2‖HS > t}

∣∣∣∣
≤ 2CW ‖M1‖HS‖M2‖HS

1
t

(C.2)

The bounds (C.1), (C.2) easily imply the apriori bound of Lemma (6.1)

E
(|GDiag(m,n; z)|s ∣∣Fc

m1,n1

) ≤ Cs
AP

1 − s
(C.3)

where we recall that E
(·∣∣Fc

m1,n1

)
denotes averaging with respect to the vari-

ables ω(m1) and ω(n1). For further details refer the reader to [42, appendix
A].
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[21] Gorodetski, A., Kleptsyn, V.: Parametric Furstenberg theorem on random prod-
ucts of SL(2,R) matrices. Adv. Math. 378, 107522 (2021)

[22] Guarnieri, I.: On an estimate concerning quantum diffusion in the presence of a
fractal spectrum. Europhys. Lett. 21, 729–733 (1993)

[23] Guarnieri, I., Schulz-Baldes, H.: Lower bounds on wave packet propagation by
packing dimensions of spectral measures. Math. Phys. Elect. J. 5, 1–16 (2002)
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In: Annales Henri Poincaré, vol. 23, pp. 4171–4193 (2022)

[47] Simon, B.: Cyclic vectors in the Anderson model. Rev. Math. Phys. 06, 1183–
1185 (1994)

[48] Simon, B.: Harmonic Analysis: A Comprehensive Course in Analysis, Part 3.
American Mathematical Society, Providence (2015)

[49] Simon, B.: Operators With singular continuous spectrum, VI. graph Laplacians
and Laplace–Beltrami operators. Proc. Am. Math. Soc. 124, 1177–1182 (1996)

[50] Stein, E.M., Wiess, G.: An extension of a theorem of Marcinkiewicz and some
of its applications. J. Math. Mech. 8, 263–284 (1959)

[51] Stolz, G.: An introduction to the Mathematics of Anderson Localization. In:
Robert, S., Daniel, U. (eds.) Entropy and the Quantum II. Graduate Studies in
Mathematics, vol. 552, pp. 71–108. American Mathematical Society, Providence
(2011)

[52] Teschl, G.: Mathematical Methods in Quantum Mechanics with Applications
to Schrödinger Operators. Graduate Studies in Mathematics, vol. 99. American
Mathematical Society, Providence (2009)

Rodrigo Matos
Department of Mathematics
PUC-Rio
Rio de Janeiro RJ 22451-900
Brasil
e-mail: rodrigo@mat.puc-rio.br

Rajinder Mavi and Jeffrey Schenker
Department of Mathematics
Michigan State University
619 Red Cedar Road
East Lansing MI 48824
USA
e-mail: schenke6@msu.edu

Communicated by David Damanik.

Received: December 9, 2021.

Accepted: August 17, 2023.


	Spectral and Dynamical Contrast on Highly Correlated Anderson-Type Models
	Abstract
	1. Introduction and Main Results
	1.1. Overview of the Models
	1.2. Dynamical Contrast Between the Vertical and Diagonal Models
	1.3. Spectral Contrast Between HVert and HDiag
	1.4. Phase Transition Within σ(HVert)
	1.5. Organization of the Paper

	2. A Short Review of Anderson Localization
	3. Definition of the Models
	4. Perspectives and Open Problems
	4.1. On the Ballistic Bound of Theorem 1
	4.2. On the Localization Bound of Theorem 2
	4.3. On the Surface States of HVert
	4.4. Open Questions

	5. Analysis of HVert–Proofs of Theorems 1, 5 and 8
	5.1. Absolute Continuity of µ0
	5.2. Floquet Theory and Horizontal Localization for HVert
	5.3. Lower Bound on MqT(HVert): Proof of Theorem 1
	5.4. A Formula for Spectral Measures: Proof of Theorem 5
	5.5. Transient and Recurrent Components: Proof of Theorem 8

	6. Analysis of HDiag– Proof of Theorem 2 and Corollary 4
	6.1. Green's Function Decay
	6.2. Dynamical Localization for HDiag

	Acknowledgements
	Appendix A. A Version of Boole's Equality for Level Sets of Herglotz Functions: Proof of Proposition 7
	Appendix B. Localization in the Horizontal Direction
	Appendix C. A priori Bounds on the Green's Function
	References




