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of the properties. The computational time is the major limiting factor in large-scale and complex structural
optimization. In this study, a convolutional neural network (CNN) model for predicting effective thermal
conductivity inspired by the VGG networks is proposed. Trained using 130,000 unique binary images, the
model achieves high predictive accuracy. Specifically, it shows a mean absolute percent error (MAPE) of 0.35%
in testing when the thermal conductivity of the solid is ten times larger than the fluid, and when the thermal
conductivities assigned are that of aluminum and water, the MAPE is 2.35%. The prediction time is 15 ms
for a single image with 128 x 128 pixels, which is 3 to 5 orders of magnitude faster than a finite volume
simulation. When employed in topology optimization, the CNN retains a MAPE between 0.67% and 11.8% for
different cases. The CNN model correctly predicts trends in effective thermal conductivity and improves the
structure to close proximity of a theoretical maximum in all cases.
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A. Adam et al.
1. Introduction

Heterogeneous materials are an intrinsic aspect of many fields of
study in science and engineering for their incredible inherent me-
chanical and transport properties [1]. In energy research, transport
properties related to the geometry, orientation, and topology of the
material are often intrinsic to overall system performance. Studies have
shown several physical properties, such as effective diffusivity [2,3],
permeability [2,4,5], or even structural properties [6], have integral
dependence on the distribution of the phases involved.

One such property is the effective thermal conductivity [2,3], which
refers to thermal conductivity when the convective and radiative heat
transfer are negligible and at least two phases with different conducive
properties are involved. This property has a wide range of applica-
tions, especially in porous media that impede general fluid flow and
do not have significant temperature gradients across the structure,
and is relevant across the fields of petroleum engineering, geology,
electrochemistry, and food science, among others.

A multitude of analytical and empirical correlations have been made
to predict the effective thermal conductivity of a system [7,8], but such
models often assume simplified geometries, thus having very limited
ranges of validity covering small subsets of topology and porosity.
The alternative is experimenting or simulating to predict the property,
both of which have significant physical time and cost associated. An
alternative method for obtaining both effective thermal conductiv-
ity and effective diffusivity efficiently is based on the random-walk
theory [8,9]. These studies highlight the speed advantage of random-
walk-based models over conventional numercial heat transfer (NHT)
models, while providing higher accuracy than empirical models. This
type of model has the added benefit of providing fast computations for
either 2D or 3D domains.

Recent progress in machine learning (ML) and computer vision have
allowed to build data-driven predictive models that provide compu-
tational understanding of topological features. A convolutional neural
network (CNN) is a particular type of neural network that was orig-
inally introduced as the “Neocognitron” [10], a computational model
inspired by Hubel and Wiesel’s hierarchical receptive field model of
the visual cortex. Since then, a number of improvements have been
made to the topic of image segmentation [11]. Particularly suitable
for the implementation of CNNs is graphic processing units (GPUs),
which have seen fast growth in their computing power and scalability
in recent years.

Two recent studies [12,13] have successfully implemented CNN-
based models for structure-property integration for materials science.
These studies utilized the ability of convolutional layers to extract
key features from a structure and feed them to fully connected layers
to predict material properties. Through training, the model learns to
extract crucial topological features and make an educated guess at the
relevant physical feature from the extracted information.

In energy research, Wu et al. [14] considered CNN architectures
based on AlexNet [15] and ResNet [16] to predict the effective dif-
fusivity of porous media solely from images, with a training dataset
of 1960 samples. The proposed model performs more accurately than
empirical. However, the accuracy is still limited to a certain extent,
possibly because of the relatively few images to train the CNN. The
prediction time is not discussed, and there is no validation of the CNN
model with data outside the dataset.

Wei et al. [17] used a CNN as well as other ML methods to predict
the effective thermal conductivity of composite materials and porous
media. With an original CNN architecture, using a maximum dataset
size of 1400 samples, an accuracy in terms of correlation coefficient
(R?) of 0.986 or a relative mean squared error (RMSE) of 1.9% is re-
ported, which is often more accurate than popular analytic models such
as Maxwell-Eucken model or the Bruggeman model. Zhu et al. [18]
proposes another CNN based model with original architecture, and for
300 samples on a 90/10 split between train/test dataset, the authors
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display a R? value of 0.93 and a mean absolute error of 5.2 W/(mK) in
testing. Other studies also compare different ML methods for predicting
and optimizing thermal transport models [19], highlighting the effec-
tiveness of such models in property prediction and their use in material
optimization.

While the aforementioned studies [14,17,18] use CNNs for predict-
ing properties relevant to energy research, the accuracy and efficiency
need to be further refined in order to be employed in practical situa-
tions, as there are no discussions on prediction time, CNN optimization,
and general predictions outside of the dataset. This study uses recent
advancements in training CNNs and parameter optimization to pro-
pose a CNN-based model to predict effective thermal conductivity. We
thoroughly discuss how the accuracy of the NHT model, CNN archi-
tecture, hyperparameter selection, dataset size, and training schedule
all collectively impact the accuracy of the CNN in predicting effective
thermal conductivity, while also taking in consideration the prediction
speed. Finally, this CNN model is validated with structures that possess
analytical results and data outside the dataset, to make sure the CNN
model can retain accuracy in prediction even if the input is significantly
different from the training dataset. Our model is optimized for speed,
accuracy, and generalization across multiple types of 2D structures, by
drawing inspiration from the VGG-class [20] networks. The CNN-based
models can make predictions from newly entered data in milliseconds.
In contrast, a prediction of a 3D model using the random-walk approach
takes seconds [8,9], and a 3D NHT model takes minutes.

We created a dataset with more than 130,000 images and their
thermal conductivities simulated by central-differencing based NHT
model. The NHT model is parallelized and all NHT simulations were
performed with the resources from the Bridges2 supercomputer from
the Pittsburgh Supercomputing Center. The size of the dataset can
be hard to manage on a conventional computer, so the training and
testing of the proposed CNN models and architectures are all done with
resources from the GPU partition of the Expanse supercomputer at the
San Diego Supercomputer Center.

Another objective of the study is to assess whether or not the CNN
predictive model can be applied to iterative topology optimization
problems. Topology optimization is a process of changing structures
to maximize or minimize a specific property [21]. The main challenge
in iterative topology optimization is that the optimized properties of
the structure must be reassessed at every structural update. Thus the
computational cost often limits the size of the domain as well as the
complexity of the model [22,23]. The CNN-based predictive model
could reduce the computational time by orders of magnitude, enabling
much larger domains as well as complex cost functions. The prediction
accuracy of material properties at each step is critical to the success of
topology optimization. Despite some existing studies on ML for material
optimization [24], a CNN model that is accurate enough for iterative
topology optimization has yet to be successfully demonstrated, to the
best of the authors knowledge.

The following section will outline the dataset generation. Section 3
then presents the choice of architecture and hyperparameter optimiza-
tion, which is an adaptation from the VGG [20] family of CNNs.
Section 4 investigates the accuracy of the model in training and testing,
potential sources of error, prediction speed in different environments,
and validations of the proposed model using test cases from analytical
solutions. Section 5 applies the trained CNN models to test four cases
in topology optimization to demonstrate a practical application of the
model. Section 6 concludes the work. The trained network, the training
dataset [25], and a sample code showing how to load and use the
models are available to download.!

1 GitHub to trained networks and sample code: https://github.com/adama-
wzr/CNN-Keff
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c)

Fig. 1. One example from each generated dataset. (a) shows a structure of randomly packed circles. (b) is a sample of an ellipse-packed domain. (¢) is an example of rectangle
packing. (d) shows a sample image generated with the QSGS algorithm. All images have 128 x 128 pixels.

2. Training dataset generation
2.1. Image generation

A key component of this study is the generation of images for the
training dataset, as well as simulating their effective thermal conductiv-
ity. Ideally, these images would encompass as many different types of
heterogeneous structures as possible, such that the CNN model applies
to a broad range of structures after training. Sharing the images in an
open-access format encourages other researchers to contribute to this
dataset, making it better generalized over time, and exposing the CNN
in training to as many features as possible.

While there are several methods [26,27] to digitally reconstruct
structures, most methods are constrained in speed and/or require dig-
ital image scans, analytical correlations, or detailed structure informa-
tion. Since the goal is to compile the most general possible dataset,
a stochastic approach is taken by packing a domain with regular
structures of arbitrary sizes. Past research [28-30] has established some
resemblance between randomly packed regular shapes with actual
structures.

Four datasets are created for this study: random quadrilateral pack-
ing, random sphere packing, random ellipse packing, and quartet struc-
ture generation set (QSGS) [31], containing 10,000 images each. The
random parameters of each dataset were established to provide a near-
uniform distribution in effective thermal conductivity between the
theoretical minimum and maximum. The dataset extensively covers
the range of porosities and increases the odds of covering the full
range of thermal conductivities. Fig. 1 displays a sample image from
each dataset. Appendix A contains further details, such as porosity
histograms and porosity versus effective thermal conductivity data.

For all the randomly-packed regular shapes, the number of objects is
a uniform distribution between 1 and 30, the center of each individual
object is also random, and the objects are allowed to overlap. In the
random quadrilateral packing, the parameters controlling the images
are the height and width, which are uniform distributions between 8 to
40 and 8 to 60 pixels, respectively. For the random circle packing, the
radii follow an uniform distribution between 4 and 40 pixels. Finally,
for the ellipse-packed structures, the semi-major axis varied between
10 and 30 pixels, and the semi-minor axis varied between 4 and 10
pixels, also follow uniform distributions. The 30,000 images generated
this way represent simple yet realistic approximations of structures. The
dataset can be further extended from the original images by rotating
each by 90°, flipping the color scheme, and doing both, yielding
120,000 unique images. The 10,000 QSGS [31] images were created
in two batches of 5000 with different parameters. For each subset of
5,000 images, the target solid volume fraction (P,) varies between 0.1
and 0.9 uniformly, such that it starts at 0.1 and increases by 0.04 every
250 images. For the first subset, the seed probability, C,;, was set at
0.0025 for each voxel, which on a 128 domain yields approximately 40
particle seeds. The growth probability of each particle per iteration in
the diagonals of a solid pixel, D;,,, is set to 0.0001, and the probability
of growth on sides, D,;,,,, is set to 0.0004. For the second subset of
images, C, is set to 0.00125, yielding 20 particle seeds per domain, and

the rate of growth for the particles in each iteration is set to 0.0005
in the diagonals and 0.001 on the sides. The QSGS dataset is highly
stochastic, so the 10,000 QSGS are not modified by rotating or flipping
the color scheme. Our dataset includes 130,000 total binary images,
each with the size of 128 x 128 pixels, to train the CNN.

2.2. NHT model

The efficiency and accuracy of the NHT model are paramount to the
CNN dataset creation and training. Wu et al. [14] used 1,960 pairs of
structures and effective diffusivity, Wei et al. [18] had 300 samples
in the training dataset for effective thermal conductivity prediction.
Those studies used the lattice Boltzmann method (LBM) and cited issues
with computational time as a limiting factor. Hence, here we propose
and validate a simple NHT model with well-established ranges of
validity and high efficiency. This study focuses on 2D heat conduction
problems, thus, the goal is to solve the 2D steady-state heat equation,
shown in Eq. (1).

o0 (, 0T 0 oT
— |k— — | k=) =0, 1
(3x( (3x)+0y< 6y> )

where k is the local thermal conductivity.

The second-order partial differential equation is discretized using a
central differencing scheme. This model uses each pixel of the image as
a control volume, so for a 128 x 128 image, the computational domain
includes 128 x 128 cells. The temperatures are calculated at the center
of the cells by the finite volume method. These approximations are
verified using well-known heat transfer cases in Table 1 by gathering
results from the NHT model and comparing them with the analytic
solutions.

Eq. (1) can be generalized by defining non-dimensional parameters.
A non-dimensional temperature, 6, is defined in Eq. (2) below.

T- Tcold

0= ,
Thot ~ {cold

2
where T, ,, and T}, are the temperatures of the cold and hot sides of
the domain. Dimensionless length scales can be defined as in Eq. (3), as
functions of the height of the domain, H, and the width of the domain,
w.

&=
3
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k is the non-dimensionalized thermal conductivity calculated by
dividing the thermal conductivity of solid with the thermal conductivity
of the fluid, as shown in Eq. (4). With this approach, the dimensionless
effective thermal conductivity, k., is a measure of how much the
solid contributes to the thermal conductivity of the system. The lowest
possible value of k. is 1, which represents a domain filled with fluid.

Likewise, the maximum possible value is k. = k, for a domain with
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Fig. 2. Simulation domain with boundary conditions.
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Thus, the steady-state dimensionless heat equation is shown Eq. (5)

a (06 a (-0 _
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This model setup yields a uniform structured mesh, meaning each
control volume size A¢ = Ay, which further simplifies the finite volume
scheme. It is convenient to adopt the East, West, North, and South
convention fori+ 1,i—1,j+ 1, and j — 1, respectively. For the central
location i,j, we adopt the letter P. It is also important to note that all
heat fluxes are calculated at the interfaces between two adjacent cells,
hence the thermal conductivity k used in the interface is the harmonic
average between the two thermal conductivities.

We use the lowercase east, west, north, and south notation for the
interface between cells. Since all cells have the same size, the harmonic
mean for k,, at the west interface of the central cell can be calculated
using Eq. (6) below
ky = M, (6)

kw + kp
and the thermal conductivities at the other interfaces are calculated
likewise.

The dimensionless temperature 6, is set to 1 and 6.4 is set to 0.
Those are the constant temperature boundaries enforced on the right
and left of the domain, respectively. The top and bottom boundaries
are adiabatic. The arrow ¢” simply indicates the direction of heat flux,
and there are no heat injections from the exterior. This setup is shown
in Fig. 2.

From the boundary conditions, it is clear that the heat flux should
be the same across any vertical slice for a converged solution. The heat
flux across the left boundary is defined as ql” , the heat flux across the
right boundary is defined as g/, and since the heat flux is supposed
to be constant, ql” — g is chosen as the convergence criteria for the
simulation. An example of how to calculate g’ for n cells at the left
boundary is shown in Eq. (7).

lw- 6;-0

n_ 1 7. 71— Ycold

af = Xk %)
i=1 )

where 6; is the dimensionless temperature at each of the n cells adjacent

to the left boundary. Similarly, the heat flux at the right boundary can
be calculated as in Eq. (8).

I - Ohot — 0

n_ 1 7. Zhot i

G —nZ ]"' 4 ®
P

where in this case 6; is the dimensionless temperature at each of the n
cells adjacent to the right boundary. Finally, since ql” and ¢/’ should be
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Table 1
Statistics showing the effect of increasing the k; on the performance and convergence
of the NHT simulations.

ks Avg. iterations Avg. |q, +ql”| Avg. Time (s)
10 32,903 4.22.10°8 34.2

50 72,350 1.91-1077 81.6

100 105,096 1.00 - 107° 137.3

341.7 154,307 9.75-107° 371.2

the same from the simulation setup, it is convenient to define q;/vg as
in Eq. (9).

" "
"o 9 +ql

qavg - 2 (C)]

The dimensionless effective thermal conductivity can be calculated
from Eq. (10).

"
Qavgs

keff = —————— (10)
¢ (ghot - ecold)

2.3. NHT solution and details

This study used the tridiagonal matrix algorithm (TDMA) iteratively
to maximize the efficiency of both memory storage and computational
time. The TDMA approach deals with the three-diagonal system of
linear equations. In testing, the iterative TDMA was 40% faster than
the Jacobi iteration using the same convergence criteria.

There are two options in terms of parallel algorithms to increase
speed. The first is to implement a parallel solver, which would involve
using more computer cores to speed up each iteration. The second
option is to simply have separate computing cores working on different
images and only sharing the results amongst each other. The second
option requires a scheme to coordinate the load balancing between
cores, which is naturally much more efficient and simple than the first
option. Therefore, the NHT model was implemented in C code, using
OpenMP for the load balancing. Table 1 summarizes the relevant prac-
tical statistics from the NHT model. Note that the convergence speed
and accuracy heavily depends on the ratio of thermal conductivities
of the solid and fluid phases as well as the overall connectivity of the
solid phase. When the conductivity ratio between the solid and fluid
is 10, the NHT simulation per image per computer core takes 34.2 s
on average. When the ratio of solid and fluid thermal conductivities is
341.7, the NHT simulations of the same images averaged over 370 s
per image per core. The same model was also evaluated for k; of 50
and 100. Since each dataset has 130,000 images, a total of 520,000 2D
cases were simulated and used for CNN training.

2.4. NHT validation

Parallel and series-arranged structures are used to validate the NHT
simulations, as the theoretical solution arises from thermal resistance
models [8]. k. is a function of the thermal conductivity of solid and
fluid phases, k, and ki, as well as the porosity, e. The theoretical values
are calculated as follows:

€ 1-e¢ B
. keff= <I_(_f + I_(S ) an

series

parallel : ke =€ - ke+ (1 —€) - kg 12)

In the NHT simulations, the 128 x 128 images for the parallel
and series structures were generated for five different porosities. Seven
different ratios of k; were simulated. The results are benchmarked
versus the analytical relations in Egs. (11) and (12) are displayed in
Fig. 3.

The largest relative error from any NHT result compared to the
theoretical from Eq. (12) for the parallel case is in the order of 1077.
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Fig. 3. Theoretical results versus the NHT model. The parallel arrangement results are on the left, and the series arrangement results are on the right.

However, upon inspection of Fig. 3, it is clear that there is a much larger
relative error for the series case. The validation shows that the lower
the conductivity ratio, the less error is introduced. For a porosity of
0.1, the relative error reaches a maximum of 4.5%, when the thermal
conductivity ratio is 10°. Introducing such errors into the training of
the CNN can be detrimental to the CNNs predictive ability. Hence the
ratio of thermal conductivities is kept below 10* for the remainder of
the study. As the conductivity gradients are more moderate, the central
difference algorithm is good for discretizing the governing equation.
The coefficient matrix from the NHT model has a lower condition
number when the conductivity ratio is approaching 1, which is also
evident from the accuracies displayed in Table 1.

In Appendix B the accuracy of the finite volume method is compared
with two other studies [32,33]. These studies employed analogous
theoretical test cases to assess the precision of the LBM.

3. CNN selection & optimization

A multitude of CNNs are available for the problem of image seg-
mentation and detection. For the problem of predicting physical prop-
erties based on geometry, the ideal network provides a combination
of sufficient accuracy with a reasonable computational cost. The VGG-
class [20] networks, namely VGG16 and 19, are peculiar in the way the
layers are stacked, having some unique advantages that are particularly
relevant in terms of efficiency, memory storage, and training speed. The
VGG networks only use 3 x 3 filters in the convolutional layers with a
stride of 1. The 3 x 3 filter is the smallest filter that can distinguish up,
down, left, and right. An effective receptive field is created by stacking
multiple layers of 3 x 3 filters before a max pooling operation. As an
example, if two 3 x 3 layers are stacked, an effective receptive field of
5 x 5 is created. As explained in the original manuscript for the VGG
network [20], the main advantage of this practice is the efficiency of
the network: a four-layer stack of 3 x 3 filters has an effective field
of view of 9 x 9, while only storing and training 4(32C?) parameters,
where C is the number of channels. In total, that is 36C? parameters.
On the other hand, a regular layer with a 9 x 9 filter has 9>2C? or
81C? parameters, which requires 125% more parameters for the same
effective field of view.

Other than architectural advantages, selecting appropriate hyperpa-
rameters for the chosen network is an essential step that often requires a
lot of trials and a general understanding of machine learning techniques
and algorithms [34]. For this section, since the optimization process
involves an extensive trial of the network, a subset of the dataset
containing only the original 30,000 regular shape-packed images is
employed, thus reducing computational time and allowing for a deep
and extensive search for ideal architecture and hyperparameters. The
ratio of thermal conductivities used is set to 10 to minimize the
computational error and computational time of the NHT model. The
objective of the study is to tackle ambiguities in the prior art and justify
the selection of general hyperparameters for problems that focus on

Table 2

Effect of number of convolutional layers on training and validation
accuracy.

Conv layers MAPE Training MAPE Test
2 1.11% 4.27%

4 1.18% 4.04%

6 0.96% 2.58%

8 1.09% 2.53%

12 0.92% 1.09%

16 0.93% 0.90%

effective thermal conductivity. The loss function is the mean absolute
percent error (MAPE) function from the Keras APIL For n samples, the
equation to calculate MAPE is shown in Eq. (13).

i i
Yirve = Ypred |

Yi

true

100% <
MAPE =
=2

i=1

13

3.1. CNN architecture optimization

The VGG network and most other networks used in literature are
designed to excel at image classification tasks. The scope of this work
is to predict physical properties using the extracted feature maps. Hence
this study uses 128 x 128 x 1 binary images as the input as opposed
to 224 x 224 x 3 RGB images used in the original VGG-network.
Other adaptations to the network must also follow to optimize it for
the tasks of predicting effective thermal conductivity. Wu et al. [14]
conclude from their work that the mean-squared error (MSE) trends to
be smaller when the CNN has fewer convolutional layers. Similarly, Zhu
et al. [18] arrived at a similar conclusion: the best accuracies in training
and testing for effective thermal conductivity prediction were achieved
when the CNN had 2 convolutional layers. Conversely, others [20,35]
suggest that deeper networks are more capable of extracting relevant
features. The deepest layers, as well as the fully-connected (FC) layers
play a major role in the accuracy of prediction [36].

In this study, the number of nodes is increased from 2/2/1 to
128/128/1 in the FC layers to compare which architecture has the
highest accuracy in testing and training. All convolutional layers and
FC layers have the rectified linear unit (ReLU) activation function. The
training is performed in 60 epochs with the Adam optimizer learning
rate of 4 = 0.001 and the batch size of 32. The training uses the same
80/20 train/test split for the trials shown in Table 2 while holding the
3 FC layers constant. The first two FCs have 64 nodes, and the last FC
has one node as the model output.

The architecture with 16 convolutional layers looks the same as
VGG19, which has 16 convolutional layers and 3 FC layers. Based on
the trend in test MAPE displayed in Table 2, the more information
is encoded through the convolutional layers, the more accurate the
predictions in testing get. It is clear that overfitting is more prominent
with fewer convolutional layers when the VGG-inspired network is used
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Fig. 4. Architecture compiling the results from this section outlining the best performing network.

Table 3
Effect of number of FC nodes on training accuracy, validation accuracy, and number
of parameters.

Table 4
Training outline and accuracy for selected combinations of parameters, all using 30,000
images.

FC Nodes MAPE Training MAPE Test Trainable parameters Model Batch Size Learning Rate Epochs MAPE Train MAPE Test
2/2/1 44.68% 44.65% 321,809 A 32 1074 600 0.52% 0.51%
4/4/1 1.07% 0.96% 317,653 B 32 1074 1600 0.28% 0.53%
8/8/1 1.04% 0.90% 321,587 C 64 107 600 0.37% 0.85%
16/16/1 1.00% 0.86% 330,217 D 32 1073 2000 0.33% 0.77%
32/32/1 1.15% 0.85% 347,417

64/64/1 0.99% 0.93% 383,353

128/128/1 0.99% 1.09% 461,369

for problems focusing on the effective thermal conductivity. Hence, the
remainder of this study uses 16 convolutional layers, as displayed in
Fig. 4.

Another aspect we considered is the number of nodes on the FC
layers. In this architecture, the convolutional layers’ job is to extract
useful features to predict the relevant physical property. The FC layers’
job is to make the actual prediction. With too many nodes in the FC
layers, the network tends to overfit regardless of the convolutional
layers’ architecture. On the contrary, the network will be inaccurate
without enough nodes. Additionally, the number of nodes of the FC
layers heavily influences the number of trainable parameters in the
network, which influences the training efficiency, memory storage, and
prediction speed. We analyze the number of nodes on each FC layer
using a process similar to the one used to determine convolutional layer
design. Originally, the VGG19 for the classification problem with 1000
possible outputs has 4096/4096,/1000 nodes on the fully connected
layers. Those numbers are not suitable for this project. For example,
we only need one output in the third layer. While keeping all training
parameters the same as the study on the number of convolutional
layers, we changed the numbers of nodes in the FC layers. Results are
laid out in Table 3.

The number of nodes does not seem to have a big effect on the
prediction accuracy as long as the number exceeds a minimum number.
When the numbers of nodes are as small as 2/2/1, the prediction is
highly inaccurate. When the numbers of nodes increase to 4/4/1 and
to 64/64/1, all testing and training results have reasonable accuracy.
We adopt 64/64/1 as it provides more consistency between testing
and training accuracy while reserving sufficient nodes to tackle more
complex problems but at the cost of having 20% more parameters than
4/4/1. Once the numbers of nodes are increased to 128/128/1, we
observed slight trends towards overfitting.

Finally, the last aspects of the network’s architecture that could be
optimized are the grouping of the convolutional layers. After testing a
few combinations of the number of channels, we find that the number
of channels per convolutional layer does not significantly impact the
accuracy. We adopt the configuration shown in Fig. 4 in order to
balance the number of parameters. CNNs for classification problems use
the softmax function in the last layer. But this study focuses on property
prediction and uses a simple linear activation function in the last layer.

3.2. CNN training

The training of a CNN is a sensitive process that plays an intrinsic
role in the ability of the model to extrapolate from training data to
new data. A variety of methods are available, some of which include
different mechanisms for decaying the learning rate as a function of the
training epoch. Some recent studies suggest that instead of decreasing
the learning rate, increasing the batch size is preferred [37]. We used
the Adam [38] optimizer, which is notable for automatically handling
learning rate decays. Hence the entered learning rate serves only as
an upper limit, which in turn facilitates the optimization process by
removing the momentum-related parameters.

This study has considered a wide range of learning rates, number of
epochs, and batch sizes. But this section only highlights some combina-
tions to display how specific parameters affect the accuracy and justify
the final decision on which schedule to use. All of them were used to
train the network shown in Fig. 4. Table 4 outlines the parameters of 4
different training schedules with the accompanying MAPEs in training
and testing for our network.

Model A presents the best consistency between training and valida-
tion, does not overfit, and oscillates the least in later epochs. Model B
performs better in training than in testing, which indicates a certain de-
gree of overfitting. Model B is the one outlined in prior art [14] for the
problem of effective diffusivity. When model B is applied to the current
problem, the number of epochs is excessive and does not provide any
benefits in testing compared to model A. On the other hand, increasing
the batch size for model C only results in more overfitting and higher
MAPE compared to the similar Model A. Increasing the batch size from
Model A creates more overfitting, while decreasing batch size did not
provide any benefits. Finally, lowering the learning rate and training for
longer in model D does not improve the overall MAPE and generates
the most overfitting. However, we note that model D considerably
decreases MAPE oscillations in later epochs when compared to the
other models. A more general and diverse dataset would neutralize the
oscillations observed in models A, B, and C.

4. Results
4.1. Accuracy in training and testing

This subsection uses the entire 130,000 images in the dataset and
considers four values of kg: 10, 50, 100, and 341.7. The ratio of 341.7
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Fig. 5. CNN predictions versus NHT model effective thermal conductivity for the
26,000 images on the testing dataset. (a) predictions from the model using k, of 10.
(b) predictions on the model trained with an aluminum-water combination.

Table 5
Statistics showing the effect of increasing the k, on the accuracy of the
CNN prediction in training and testing.

kg MAPE Train MAPE Test
10 0.25% 0.35%
50 0.53% 1.08%
100 0.61% 1.74%
341.7 0.76% 2.35%

represents an aluminum-water system. All cases split 80% of the data
for training and 20% for testing using the parameters for model A (
Table 4). Fig. 5 compares between CNN-predicted results versus the
NHT-simulated results of each of the 26,000 images in the testing
dataset for the conductivity ratios of 10 and 341.7. Each CNN model
was trained with 104,000 training data.

The visual inspection of Fig. 5 shows that the prediction errors
increase for (b), with a higher k. For the four ratios considered, Table 5
outlines the MAPEs and confirms the trend in decreasing accuracy with
increasing thermal conductivity ratio. Section 2.4 and Table 1 also
show increasing errors in NHT simulation as the thermal conductivity
ratios increase, hence the result displayed in Fig. 5 and Table 5 hints
at the error in CNN being a reflection and amplification of error
introduced from NHT simulations. Also, note that the results outlined in
Table 5 are for the model presented in Fig. 4 along with training scheme
A from Table 4, with the only difference that the full dataset was
employed in this section as opposed to the 30,000 images employed in
Section 3. With the addition of the full dataset to the training process,
the MAPE of the lowest thermal conductivity ratio dropped from 0.51%
to 0.35% in testing.

4.2. Performance

Regardless of the thermal conductivity ratio, the batch CNN predic-
tion time per batch is about 4 ms on a node with 4 NVIDIA V100 GPUs
in the Expanse supercomputer. The CNN prediction time on an off-the-
shelf NVIDIA GeForce RTX3070 is in the order of 15 ms. On a single
CPU core, the CNN prediction time is about 20 ms when using a 3.6 GHz
AMD Ryzen 7 3700X CPU. With the average NHT times reported in
Table 1, using one CPU core, the CNN is 3 to 5 orders of magnitude
faster than the NHT code.

The training of the CNN model takes around an hour to load the
data and run 600 epochs on one HPC node with 4 NVIDIA V100 GPUs.
We did not evaluate this process on a regular office computer due to
constraints in RAM when loading the entire dataset.

4.3. Validation in theoretical cases

The same test cases used in Section 2.4 can be fed into the CNNs
trained for the four values of k. The results are benchmarked versus
theoretical solutions from Egs. (11) and (12), and shown in Fig. 6.

When the conductivity ratio is 10, the MAPE is 0.44% for the
parallel case and 1.61% for the series case. When the aluminum-water
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system is simulated, the MAPE is 0.72% for the parallel case, and 1.57%
for the series case. These results are consistent with trends observed in
the previous subsection: larger errors (more than twice the MAPE) are
observed when the effective properties approach that of the fluid phase.
When the conductivity ratio is 10, the MAPE of the predictions is larger
than the MAPE in testing shown in Table 5. But for the aluminum-water
case, the MAPE of the predictions remains well below that in Table 5
for test. Finally, notice how the error for lower porosity presented in
Fig. 6(b) resembles the error from Fig. 3(b), further evidence to support
that the NHT accuracy is intrinsic to the CNN accuracy.

5. CNN-aided topology optimization

While there are several topology optimization approaches, this
study simplifies the process to swapping voxels in the solid phase for
voxels in the fluid phase. The objectives of this section are twofold:
demonstrating that the CNN can present reasonable accuracy in real-
world scenarios involving data outside of the training dataset, as well
showing a potential application of the CNN in non-gradient iterative
topology optimization as an efficient alternative to a conventional sim-
ulated physical property prediction. Thus, the focus is not on devising
a unique optimization scheme, instead, the focus is on assessing the
accuracy and efficiency of the CNN in different scenarios. The only
restriction when picking the voxels for swapping is to pick voxels
at the interfaces between the solid and fluid phases. In other words,
the randomly selected voxel must have at least one adjacent voxel
belonging to a different phase. During each iteration, if the voxel swap
results in higher thermal conductivity or cost function, the swap is
accepted. Otherwise, the two picked voxels will be returned to their
original coordinates.

The simple voxel swapping approach can have large amounts of
noise, thus taking millions, if not billions of iterations to converge [29].
A simple example employing a CNN on a 128 x 128 voxel domain
yielded more than 16,000 successful swaps. The k. converged to
within 10% of the theoretical maximum. We chose to bundle 4 x 4
pixels together during the swap to save computational time.

The aforementioned process of random voxel swapping can lead
to local maxima, where the thermal conductivity is not close to the
theoretical maximum and yet no successful swaps can be found. For
that reason, the simulated annealing algorithm (SAA) [39] is employed
to determine if mutations occur or not. If the value of the cost function
decrease, either the swap is reverted or a mutation occurs. Mutations
are swaps that, albeit counterproductive to the optimization process
from the point of view of the cost function, get accepted to avoid
local minima/maxima. We applied the CNN model and SAA for one
million iterations on a 32 x 32 domain of voxels with a porosity of
0.5 as an example. We showcase four optimization cases: maximizing
the thermal conductivity in the x-direction with a thermal conductivity
ratio of 10; maximizing the thermal conductivity of the aluminum-
water combination with a conductivity ratio of 341.7 in the x-direction;
optimizing the heat conduction in both x and y directions simulta-
neously with a thermal conductivity ratio of 10; and optimizing the
thermal conductivity in the x-direction while also maximizing surface
area. The initial phase configuration for all cases is the two phases
connected in series, which has the lowest theoretical effective thermal
conduction in the x-direction and the theoretical maximum in the
y-direction.

The major benefit of CNN over NHT simulation is the prediction
speed. From the benchmarks in Section 4.2, an aluminum-water NHT
simulation would take, on average, 370 s per iteration. That would
require around 102,778 h to attempt one million voxel swaps in topol-
ogy optimization. In comparison, CNN completed one million topology
optimization iterations on a commercial NVIDIA GEFORCE RTX 3070
in four and a half hours, with an average prediction speed of 15 ms per
iteration.



A. Adam et al.

L]

a) y
300 / .
/'/ .
-9 o

o 4 /'/

& 200 g J °
[ A4 o -
2 P ¥ —

100 1 o -

CNN € =0.1
CNN €=0.3
CNN £€=0.5
CNN € =0.7
CNN €=0.9
Theory £ = 0.1
Theory € = 0.3
Theory € = 0.5

Theory £ =0.7
Theory € =0.9

Energy and Al 15 (2024) 100310

500

1000

500 1000 1500
Succesful Iterations

Fig. 7. Evolution of the k. from topology optimization, comparing the NHT and CNN
predictions for every step, as well as the evolution from initial to final structure.

5.1. Case A: ke in the x-direction, kg = 10

Within the one million swaps attempted, 1490 were deemed suc-
cessful by CNN, and 911 mutations (not shown in Fig. 7) occurred
in which the swaps were accepted. Fig. 7 shows the final result of
the topology optimization, which starts from a theoretical worse case
scenario. The final structure has a k. of 5.36 according to the NHT
model, which is 2.58% lower from the theoretical maximum of 5.5
calculated from Eq. (12). The CNN algorithm predicts the final structure
has a ke of 5.358, which only has an error of 0.075% compared with
the NHT prediction. Fig. 7 shows the CNN predictions for all accepted
successful swaps and the NHT evaluation of the same structures.

The CNN is able to accurately predict the k. at each iteration. The
predicted change of k¢ with iteration by CNN follows a similar pattern
to that of the NHT. The MAPE between the NHT and CNN models
prediction for all successful swaps is 1.1%, which is worse than the
reported testing MAPE from Table 5. But the higher MAPE is expected
due to the random nature of structures resulting from voxel swapping.
This trend can be confirmed from Fig. 7: the NHT and CNN predictions
agree at both low and high kg values, with a bulge of disagreement
in the middle of the domain, where the structures resemble random
distributions of voxels.

In this topology optimization case the NHT simulation averages
34.2 s per iteration (from Table 1), and the CNN averages 15 ms per
iteration on a commercial GPU. The CNN based optimization is 2280
times faster per iteration, which saves over 9,495 h in the span of one
million iterations.

5.2. Case B: ke in the x-direction, k, = 341.7 (Aluminum-water)

Effective properties of the aluminum-water system predicted by
CNN, as seen in Section 4, have considerably higher errors than the
case with the thermal conductivity ratio of 10. The ratio of thermal
conductivities is close to other metals filled with fluids, so this is a case
with more real applications. If the topology optimization using CNN
correctly predicts the trend in thermal conductivity in the aluminum-
water system with changes to the structure, then this modeling tool can
be extrapolated to other material combinations.

Iteration

Fig. 8. Evolution of the k. from topology optimization, comparing the NHT and CNN
predictions for every step, along with initial and final structures.

In this case, 1406 iterations were successful, and 743 mutations
occurred. The final image, displayed in Fig. 8 has a ke of 156.43
according to the NHT model, while the CNN predicts the ratio to be
164.81, which is 5.36% higher than the NHT model. The theoretical
maximum according to Eq. (12) is 171.35. Hence the NHT prediction
shows the optimized structure achieved a kg within 9.12% from the
theoretical maximum. The evolution of k. with successful voxel swaps
is displayed in Fig. 8, with the NHT results for every structure also
included for comparison.

Throughout the optimization, the CNN and NHT follow the same
general trend, which confirms that the CNN model correctly predicts
increases in the k.. CNN predictions’ MAPE relative to NHT results
was 11.84% on the successful iterations. The relative increase in MAPE
compared to case A is similar to what is observed through validation
in Section 4. The increase in error from testing, similar to Section 5.1,
is attributed to intermediate structures that are a natural outcome of
random voxel swapping. As stated before, the regular shapes packed
in the majority of the training dataset are there to simulate realistic
structures. It is noteworthy that besides the reported accuracy, in both
cases A and B, the CNN and NHT models agree better at the initial
state and near the converged state, as seen in Fig. 8. Near the initial
and converged states, the structures are better connected and more
resembling the training data.

With kg = 341.7, the NHT simulation averages 371.2 s per iteration
(from Table 1). The CNN prediction time is not dependent on kg, and
still averages 15 ms per iteration on a commercial GPU. The CNN
based optimization is 24,746 times faster per iteration, which saves
over 103,105 h in the span of one million iterations.

5.3. Case C: ke in both x and y directions, ks = 10

This case simultaneously optimizes kg for the x and y directions,
with a cost function defined in Eq. (14):

cost = Kegrx + Ketry — |Kefrx — Kefry! a4

The cost function includes the effective thermal conductivities in the
x-direction, kegy, and y-direction, kg . The simulation only considers
the thermal conductivity ratio of 10. The absolute difference between
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Fig. 9. Evolution of the ke, and ke, from topology optimization, comparing the NHT
and CNN predictions for every step, along with the final structure generated.

kegex and kegry is added to the cost function such that the algorithm
does not maximize one of the properties to the detriment of the other,
thus avoiding local maxima outcomes. The penalizing term ensures that
kgt x and l_ceff,y will always be similar through the CNNs prediction, thus
ensuring kg of the structure is an isotropic property in the 2D plane.

Within the one million swaps attempted, 1180 of them were suc-
cessful, and 593 mutations occurred. The final structure can be seen in
Fig. 9, along with the comparison of NHT and CNN predictions for ke
and l_ceff,y. The cost function of the final structure predicted by the CNN
is 8.08. In comparison, the cost function simulated by the NHT model
is 8.02 for the final structure.

When using a GPU, the CNN model can evaluate both images (x and
y direction) simultaneously, hence taking the same time as evaluating
one image alone, and additional advantage of the CNN model. In the
entire domain, the CNN model has a MAPE of 0.67% compared to the
NHT model, with trends similar to the ones seen in Fig. 7.

With k; = 10, the NHT simulation averages 34.2 s per iteration,
and the CNN averages 15 ms per iteration on a commercial GPU.
However in this case the NHT has to simulate both x and y directions
independently, hence taking twice as long. Because modern GPUs can
take batches of images, even a commercial GPU takes the same amount
of time to evaluate both x and y directions simultaneously. Therefore,
GPU-based estimation is 4560 times faster per iteration, which saves
over 18,990 h in the span of one million iterations.

5.4. Case D: kg in the x-direction, kg = 10, and surface area

Surface area is an important parameter in energy related heteroge-
neous systems. This case study is meant to showcase how the output of
the CNN can be used alongside another variable which does not have
the same units for optimization. The first step in combining thermal
conductivity and surface area is normalizing and non-dimensionalizing
both quantities.

Since Keff paraniel Tepresents the maximum possible kegr and Kege series
represents the minimum, for a given porosity, ¢, and a thermal conduc-
tivity ratio, kg, keg is normalized by Eq. (15).

- keff - keff,series

keff,norm = % (15)

eff,parallel — keff,series

While it seems natural to use Kegnorm as the output of the CNN
instead of training it for multiple values of k, for any given structure,
Kefnorm does change with the ratio of k. Currently there is no way
to extrapolate ke norm from one thermal conductivity ratio to all ra-
tios. Appendix C briefly explores the issues with using ke norm as the
network output.

For the surface area, a similar equation is proposed in Eq. (16),
where the maximum surface area, SA,,,, for a porosity of ¢ = 0.5
is a perfect checkerboard pattern, and the minimum, SA_;,, is a
configuration such as the parallel or series configurations from Fig. 3,
where all voxels of any given phase are clumped together. SA is also
normalized, using Eq. (16).

- SA-SA

SA= ——_—"“min_ (16)
SAmax - SAmin
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Fig. 10. Evolution of the k. from topology optimization, comparing the NHT and
CNN predictions for every step. The final structure is also compared to the original
image.

The cost function is then expressed in Eq. (17), where the terms
wy and wgy are weights introduced to regulate which parameter the
topology optimization algorithm prioritizes. In this study both variables
are assigned equal importance, so wy = wgy = 1.

cost = wkl_ceff’norm + wSAS_A (17)

From the one million attempted voxel swaps, using k; = 10, 2,319
iterations were successful and 1349 mutations occurred. The k. pre-
dicted by the CNN is 4.93 and simulated by the NHT model it is 4.95.
The error in CNN prediction relative to the NHT model is 0.4% for the
final image, displayed in Fig. 10. The MAPE in prediction, from data
shown in Fig. 10, is 0.88%, slightly better than what was displayed in
case A. The NHT calculated kg for the final structure is 10% off from
the theoretical maximum of 5.5, while SA from Eq. (16) is 0.467.

The results from this study are better put into perspective when
compared to the results displayed in Fig. 7, in which the same condi-
tions for x-direction thermal conductivity were optimized but without
any constraint to the surface area. It is clear by visually comparing
Figs. 7 and 10 that the latter presents a much larger surface area,
while the kg is only 3.8% lower. Holding similar weighing factors for
the surface area and k. in the cost function in Eq. (17) penalizes the
optimization algorithm to move a pixel with a large surface area for a
minimal increase in keg. The CNN maintained the ability to correctly
predict trends in kg for structures with high surface areas and optimize
the cost function.

With kg = 10, the NHT simulation averages 34.2 s per iteration, and
the CNN averages 15 ms per iteration on a commercial GPU. The time
taken to evaluate surface area is negligible in both cases. Therefore, the
speedup observed here is the same as Section 5.1.

6. Conclusion

The proposed model provides an on-demand alternative to estimat-
ing effective thermal conductivity on a system with two phases without
any compromises or simplifications to the geometry of the system.
The trained networks at four different ratios of thermal conductivity
among the two phases are simple to use and produce results orders of
magnitude faster than NHT simulations. The model is also capable of
extrapolating from the learned data to new structures, as seen in the
case of topology optimization through voxel swapping. In that case, the
intermediate structures do not appear realistic and were not directly
encoded in training, yet the model retains reasonable consistency and
accuracy in prediction.

Through the studies presented, we determined that the two main
sources of error are the NHT model used to evaluate the training
dataset and the diversity of the dataset. Thus, the main restriction of
creating highly efficient and accurate CNNs to predict properties, such
as effective diffusivity, structural properties, effective permeability,
average pore size, and surface area, among others, is the creation of a
diverse and accurate training datasets. The training of the CNN itself is
minuscule in terms of computational time compared to creating a large
dataset. The full dataset used in this study [25], the models trained on
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the four different thermal conductivity ratios, as well as example code
to use the trained models, are available to the reader.

One critical limitation of the CNN model is that it is completely
blind to physics, and does not produce a temperature or heat flux
map of the domain as an output. In that sense, CNN cannot be paired
with the Evolutionary Structural Optimization (ESO) [40] approach,
which is a powerful method for taking educated guesses at potential
voxel swaps in the structural optimization field. The CNN model can be
improved by taking physical properties in addition to images, as input.
In that case, the model would be able to generalize to a wider variety
of material combinations at the cost of increased computational time.

Nonetheless, the efficiency and accuracy displayed by the CNN are
attractive for both academic and industrial design of heterogeneous
materials and on demand effective thermal conductivity estimation.
Furthermore, this study shows that the accuracy and generalizability
of the training dataset attribute to the majority of errors on CNN
predictions. Thus, future research directions of the CNN model include
increasing the size and improving the quality of the training dataset,
adapting the model to three dimensions, and extending the model to
other materials with different properties.
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Appendix A. Dataset details

Often, there is a strong correlation between porosity/solid volume
fraction (SVF) and k. Also, for any image generated, the k. is bound
to stay between the theoretical maximum and the theoretical minimum.
With these two key ideas in mind, the dataset was specifically designed
to cover as diverse of a kg as possible. Fig. A.11 below contains more
details.

Original Dataset
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By comparing Fig. A.11 (a) and (b), it becomes evident how it is not
only beneficial to augment the dataset in terms of encoding additional
information, but also by flipping the color scheme of the images the
augmented dataset has a more symmetrical distribution of SVF.

Note on Fig. A.11 (c) the design space of k. as a function of SVF and
how it is bounded by the theoretical cases. Near the edges (SVF close
to 0 or 1), fewer images are needed since the theoretical maximum and
minimum converge to the same value. On the other hand, between SVF
of 0.3 and 0.7 is where the majority of images need to be to cover the
design space.

Finally, from Fig. A.11 (c) we observe that the theoretical cases used
for validation were not encoded in training and are not part of this
dataset. Otherwise the red dots would overlap with the dashed black
line.

Appendix B. Finite volume and LBM comparison

From the results presented in Fig. 3, the deviation from the NHT
simulation and the analytical results is negligible for ratios of thermal
conductivity less than 10*. Above that number, we note an increase in
error for the series structures, while the parallel structures still present
little to no error, as already discussed.

For comparison, Zhu et al. [33] utilizes similar theoretical test cases
in 3D to validate a conventional LBM as well as a modified one in
3D for effective thermal conductivity. While numerical comparisons
between LBM and theoretical cases are not explicitly expressed, by
visual inspection we note significant differences between the models
and theoretical results, especially the convectional LBM.

Ke et al. [32] proposed another modified LBM method for 2D
effective thermal conductivity estimation. For the same theoretical test
cases, with thermal conductivity ratios varying between 0.01 and 100,
the authors reported deviations of less than 1.0% for both parallel and
series test cases. For these thermal conductivity ratios, our error is less
than 0.01% with the convergence criteria used in the training dataset.

Neither study has additional data and results published in open
access format, so we refrain from further comparisons. However, we
do note that a version of our NHT simulation for effective thermal
conductivity, both in 2D and 3D, is available on GitHub.? The entire
dataset and all simulation results used to train the CNNs are also
available [25] to facilitate comparisons.

Regarding the NHT model, several mechanisms can augment accu-
racy, such as mesh refinement, convergence criteria, and the prescribed
cutoff iterations for the iterative solver. However, considering the foun-
dational framework of this study involves the execution of hundreds
of thousands of simulations, the determination of convergence criteria
and the establishment of a maximum iteration count were strategic

2 https://github.com/adama-wzr/Keff-CFD
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choices aimed at achieving precise solutions within a practical time
frame. Hence those were fixed values for all simulations and com-
parisons to the theoretical model. Thus, to increase the accuracy, we
recommend simply increasing the maximum number of iterations and
making the convergence criteria more strict. Through testing, we have
observed that this adjustment significantly decrease the error versus the
theoretical model at the cost of computational time.

Appendix C. k.4 Normalization issues

The normalized form of e norm, from Eq. (15), is a convenient way
of expressing the effective thermal conductivity. For a given porosity,
Keftnorm is @ measure between 0 and 1, respectively representing the
maximum and minimum theoretical effective thermal conductivity.
However, as we will shown in this section, the variable ke norm is still
a function of kg, and no equations currently exist to fit the curves of
Kt norm s a function of kg and e for a given geometry.

For this study, consider the geometries presented shown in Fig. 1.
The porosities are 0.20, 0.75, 0.38, and 0.33 respectively. The values
of k, vary between k; = 1.05 and 10°. For each geometry and ks,
the maximum and minimum are calculated according to Egs. (11) and
(12) respectively. Finally, the value of k. is calculated using the NHT
algorithm outlined in Section 2. The results are shown in Fig. C.12.

Figs. 1c and 1d have similar porosities, yet, as seen in C.12, it is not
obvious how the curves behave and what variables best fit the curve.
Curve (b) peaks around kg = 2, curve (c) peaks around ks = 5, while
curves (a) and (d) peak around k, = 10. Curve (b), as k, increases,
converges to 0, while all other curves converge to their own number.
In addition, curve (b) peaks the highest, and converges to the lowest
value out of the ones presented.

Currently, there is no research discussing what variables define
these curves other than porosity and the ratio of thermal conductivities.
Having the ability to infer kg for any k for a given geometry from only
one simulation would also allow for one CNN to predict K 0,y for all
combinations of thermal conductivity ratios. That is currently not the
case, which is a major reason why we define kg and train the CNN for
four different ratios of k.
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