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Abstract— Integrating sensing functionalities is envisioned as a
distinguishing feature of next-generation mobile networks, which
has given rise to the development of a novel enabling technology
— Integrated Sensing and Communication (ISAC). Portraying the
theoretical performance bounds of ISAC systems is fundamen-
tally important to understand how sensing and communication
functionalities interact (e.g., competitively or cooperatively) in
terms of resource utilization, while revealing insights and guide-
lines for the development of effective physical-layer techniques.
In this paper, we characterize the fundamental performance
tradeoff between the detection probability for target monitoring
and the user’s achievable rate in ISAC systems. To this end,
we first discuss the achievable rate of the user under sensing-free
and sensing-interfered communication scenarios. Furthermore,
we derive closed-form expressions for the probability of false
alarm (PFA) and the successful probability of detection (PD)
for monitoring the target of interest, where we consider both
communication-assisted and communication-interfered sensing
scenarios. In addition, the effects of the unknown channel coeffi-
cient are also taken into account in our theoretical analysis. Based
on our analytical results, we then carry out a comprehensive
assessment of the performance tradeoff between sensing and
communication functionalities. Specifically, we formulate a power
allocation problem to minimize the transmit power at the base
station (BS) under the constraints of ensuring a required PD
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for perception as well as the communication user’s quality of
service requirement in terms of achievable rate. It indicates that,
on the one hand, there exists an intrinsic tradeoff between sensing
and communication performance under the mutual-interfered
scenarios; On the other hand, with prior knowledge of the
baseband waveform, these two functionalities might mutually
assist each other to enhance the performance. Finally, simulation
results corroborate the accuracy of our theoretical analysis and
the effectiveness of the proposed power allocation solutions
showing the advantages of the ISAC system over the conventional
radar and communication coexistence counterpart.

Index Terms— Integrated sensing and communications (ISAC),
radar and communication coexistence (R&C), generalized likeli-
hood ratio test (GLRT), performance tradeoff, power allocation.

I. INTRODUCTION

EXT-GENERATION radio access networks (RANs) are

envisioned as a pivotal enabler to support various emerg-
ing environment-aware applications, which generally demand
massive wireless connectivity as well as high-accuracy and
robust sensing capabilities [1], such as simultaneous localiza-
tion and mapping for autonomous driving [2], Wi-Fi sensing
for home health monitoring [3], and super-definition imaging
for extended reality [4]. Fortunately, with the widespread
deployment of the fifth-generation (5G) nodes enabled by
millimeter-wave and massive multiple-input multiple-output
(MIMO) technologies [5], [6], future mobile networks are
capable of providing high resolution in both the time
and spatial domain, rendering its possibility in achieving
high-accuracy perception by utilizing ubiquitous communica-
tion signals radiated from existing ultra-dense cellular infras-
tructure [7]. As a result, it is natural to amalgamate sensing and
communication functionalities in beyond-5G/6G networks,
which has motivated the recent research upsurge of Integrated
Sensing and Communications (ISAC) [8].

Historically, radar sensing and wireless communication
technologies have been developed separately and have often
competed with each other over the limited radio resources [9],
[10]. Nevertheless, the essential pursuit for augmented per-
formance is driving these two independent developments to
interact with each other and ultimately evolve towards the
regime of high-frequency band and large-scale antenna array
regime [11], [12], [13]. Motivated by this observation, ISAC,
where sensing and communication functionalities share the

1536-1276 © 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Stevens Institute of Technology. Downloaded on July 08,2024 at 04:59:32 UTC from IEEE Xplore. Restrictions apply.


https://orcid.org/0000-0003-2512-9989
https://orcid.org/0000-0003-1453-847X
https://orcid.org/0000-0001-6400-712X
https://orcid.org/0000-0002-9307-2120

9836

same frequency band and hardware, is expected to substan-
tially improve the spectral and energy efficiency, while reduc-
ing both hardware cost and signaling overheads [14], [15].
In particular, ISAC pursues mutualistic integration of these
two embedded functionalities to strike favorable tradeoffs
between them and attain desired performance gains [16].
Specifically, on the one hand, the communication waveform in
an ISAC system can be exploited for sensing the surrounding
environment, e.g., buildings, pedestrians, vehicular traffic, etc.
On the other hand, sensory data, such as position, angle-
of-arrival, user’s speed, etc., can be utilized to enhance the
communication quality-of-service (QoS) in return.

Motivated by the aforementioned benefits, ISAC has
recently attracted tremendous research interests from both
academia and industry [17], [18], [19], [20], [21], [22].
For example, the authors of [17] presented a comprehensive
ISAC framework for massive Internet-of-Things (IoT) sys-
tems, in which a pair of joint beamformers were proposed
to manage the co-channel interference, thereby maximiz-
ing the weighted sum rate. Furthermore, a joint design of
transmit and receive beamforming vectors for general ISAC
systems was considered in [18] for maximizing the signal-
to-interference-plus-noise-ratio (SINR) at the receiver, where
the channel uncertainty was taken into account. Also, in [19],
the authors proposed a novel full-duplex (FD) ISAC scheme
by transmitting information-bearing signals during the waiting
interval of conventional pulsed radars, which significantly
increases the achievable rate and mitigates the near-target
blind zone issue. Moreover, by applying a similar design
philosophy, the authors of [20] developed a scheme that
embeds communication information into the support of one
sparse vector and transmits a low-dimensional signal via a
spreading codebook. In addition, to realize an adaptive frame
structure configuration for sensing and communication dual
functions, the authors of [21] elaborately designed an ISAC
system based on the 5G New Radio protocol. Besides, several
research progresses have sprung up to combine ISAC with
other emerging technologies, such as non-orthogonal multiple
access [23], deep learning [24], orthogonal time frequency
space modulation [25], holographic MIMO [26], [27], and
reconfigurable intelligent surface [28], [29], etc., to unlock the
full potential of ISAC.

Despite these interesting ISAC research efforts, many key
issues about ISAC remain unexplored, such as a unified
analytical framework, theoretical performance bounds, opti-
mal signal processing algorithms, etc. [30]. In particular,
characterizing the fundamental performance limits and the
inherent tradeoffs between sensing and communication func-
tionalities is of great importance for the future develop-
ment of ISAC technologies [14]. Specifically, investigating
the fundamental performance limits can doubtlessly reveal
the potential gaps between the current ISAC technologies
and the optimal designs. Moreover, portraying performance
tradeoffs is capable of providing useful guidance and insights
for protocol design and theoretical analysis of practical ISAC
schemes. At the time of writing, a few works have been
dedicated to analyzing the theoretical performance of ISAC
systems. Specifically, a systematic classification method for
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ISAC technologies was proposed in [14], based on which uni-
fied order-wise expressions for the Cramer-Rao lower bound
(CRLB) of sensing parameters were provided. Furthermore,
the authors of [16] discussed a couple of performance tradeoffs
in ISAC systems, e.g., the successful probability of detection
(PD) versus (vs.) communication rate, and radar estimation
rate [31] vs. channel capacity. Besides, in [19], the authors
analyzed the PD and the ambiguity function for sensing,
as well as the spectral efficiency of an FD-ISAC scheme
by taking into account the residual self-interference. More
recently, the diversity orders of a general ISAC system were
analyzed in [32] for both the communication rate and sensing
rate. As for the ISAC scenario involving a moving target, [33]
derived the CRLBs of motion parameter estimation to quantify
the sensing performance, based on which a sum-rate maxi-
mization problem with CRLB-based sensing constraints was
formulated. To a step further, the PD, the CRLB for parameter
estimation as well as the posterior CRLB for moving target
indication were derived in [34] to measure the sensing QoS for
detection, localization, and tracking, respectively. Motivated
readers may refer to [14], [16], [35], and [36] and references
therein for more details on performance analysis of ISAC
systems.

Nevertheless, most of the existing analytical results consid-
ered only the ad-hoc ISAC systems to formulate and solve
the corresponding waveform design and resource allocation
problems therein, thus lacking a general framework to quan-
titatively characterize the interrelation between sensing and
communication functionalities. For instance, the performance
tradeoff analysis in [16] employed the PD derived for the
radar and communication (R&C) coexistence system [37],
in which the sensing and communication waveforms are
allocated orthogonal resource blocks. Additionally, the theo-
retical analysis presented in [19] is limited to the FD-ISAC
design, which lacks a general discussion on the performance
tradeoff analysis. In this paper, we aim to fill this gap by
presenting a comprehensive framework that allows for quan-
titatively analyzing the fundamental tradeoff between the PD
for sensing and the achievable rate of a communication user
(CU). To the best of our knowledge, this is the first attempt
to gain a well-rounded insight by investigating the intrinsic
performance tradeoff between sensing and communication
functionalities in an ISAC system. For the sake of illustration,
we boldly and explicitly contrast the contributions of this
paper to other works on ISAC performance analysis in Table I.
Specifically, our main contributions are further summarized as
follows:

« Firstly, we present a generalized framework for analyz-
ing the performance of an ISAC system consisting of
one ISAC base station (BS) serving a single CU and
simultaneously monitoring a target of interest. Following
this, we define four typical scenarios in the ISAC system
considered: i) sensing-free communication; ii) sensing-
interfered communication; iii) communication-assisted
sensing; and iv) communication-interfered sensing.

e Secondly, we analyze the achievable rates of the CU
under the sensing-free and sensing-interfered communi-
cation scenarios. With regard to the sensing performance,
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TABLE I
COMPARISON BETWEEN OUR CONTRIBUTIONS AND EXISTING WORK ON ISAC PERFORMANCE ANALYSIS

Scenarios [[ Ourwork [[  [14] [16] [19] [32] [33] [34] [35] [36]
Sensing-free communication 4 X 4 4 4 v v v X
Sensing-interfered communication v v X X X X X v X
Communication-assisted sensing v X X X X X X X v
Communication-interfered sensing v v X v v v v v X
Closed-form expressions for PFA & PD 4 X 4 4 X X X X X
Power allocation v X X X X X v X X
Performance tradeoff analysis v 4 v 4 4 X v v X

. . . . . Location
Sensing performance metric PD CRLB PD PD Sensing rate CRLB CRLB Distortion accuracy
Communication performance metric Rate Capacity Rate Spectral efficiency ~ Ergodic rate ~ Sum-rate  Sum-rate Capacity None
ISAC system setup SISO! MIMO  MIMO Full-duplex MIMO V212 MIMO SISO OFDM?

! SISO: Single-input single-output
2 V2I: Vehicle-to-infrastructure
3 OFDM: Orthogonal frequency division multiplexing

we derive closed-form expressions for both the prob-
ability of false alarm (PFA) and the PD considering
communication-assisted and communication-interfered
sensing scenarios. In our theoretical analysis, the
effects of the unknown channel coefficient are also
taken into account. Note that in sharp contrast to
the conventional R&C coexistence system where sens-
ing and communication waveforms are orthogonal, our
communication-interfered sensing scenario considers the
interference caused by the communication waveforms,
rendering it challenging to obtain the closed-form expres-
sions of PD and PFA. To solve this issue, we utilize the
Chebyshev-Gaussian quadrature to numerically obtain an
approximated expression instead.

Thirdly, we formulate a power allocation problem to
characterize the fundamental tradeoff between the PD
and the achievable rate, where the objective is to min-
imize the transmit power at the ISAC-BS, while ensuring
the PD required for monitoring the target of interest
and the CU’s requirement on achievable rate. We elab-
orate on eight typical ISAC scenarios by combining
the aforementioned two communication modes and two
sensing modes. The optimal power allocation solution
under each ISAC scenario is provided. Since in some
cases it is challenging to obtain an explicit power
allocation solution due to the transcendental equations,
we provide parametric expression for the optimal solution
instead, where the underlying parameter is numerically
obtained.

Finally, extensive simulation results corroborate our the-
oretical analysis and verify the effectiveness of the pro-
posed power allocation solutions. It is demonstrated that
in a collaborative ISAC system, the sensing and com-
munication capabilities could achieve mutual gain from
each other, whereas there exists an intrinsic tradeoff when
they operate in a competitive manner. Moreover, our
simulation results also reveal the performance advantages
of an ISAC system over a conventional R&C coexistence
counterpart.

The rest of this paper is organized as follows. In Section II,

we

introduce the general ISAC system model. Then,

Section III evaluates the communication performance and
sensing performance, in which the PFA and the PD under
various sensing scenarios are derived. Furthermore, the power
allocation problems are investigated in Section IV. Finally,
Section V provides numerical results to verify our analysis
before concluding the paper in Section VI.

Notations: We use italic, bold lowercase, and bold uppercase
letters to denote scalars, vectors, and matrices, respectively.
()", ()T, and (-) represent the conjugate, transpose, and
Hermitian transpose, respectively. |z|, Zz, R (z), and S (2)
refer to the magnitude, phase, real part, and imaginary part,
respectively, of a complex number z. ||v|| is the lo-norm of
a complex vector v. E(-) stands for the expectation opera-
tion. log, () is the logarithmic function with base a, while
In () is the natural logarithm. C**¥ represents the space of
x X y complex-valued matrices. Furthermore, O and 1 denote
all-zero and all-one vectors, respectively, with appropriate
dimensions, while Iy denotes the N x N identity matrix. a!
is the factorial of a non-negative integer a. The distribution
of a circularly symmetric complex Gaussian (CSCG) random
vector with mean vector g and covariance matrix 3 is denoted
by ~ CN (u, X), where ~ stands for “distributed as”. The dis-
tribution of a real-valued Gaussian random vector with mean
1 and variance o2 is denoted by ~ N (p1,0%), while the non-
central Chi-square distribution with &k degrees-of-freedom and
non-centrality parameter 3 is represented by ~ Y (3). More-
over, y(s,z) = [Jt*"te7'dt and T'(2) = [;° 2* te "du
denote the lower incomplete and orgginal gamma function,
respectively. Q () = \/% [ e Tdt is the Q-function.

Qm (a,b) = ﬁfboc e TECLL (ax)dx is the gen-

eralized Marcum Q-function of order m for non-centrality
parameter a, in which I, (-) denotes the modified Bessel
function of the first kind of order m.

II. SYSTEM MODEL

A. Transmit Signal Model at the ISAC-BS

As shown in Fig. 1, we consider a downlink ISAC system,
where an ISAC-BS is deployed to support both communica-
tions towards a single CU and the task of sensing a target
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ISAC-BS

Target of interest

Fig. 1.

of interest simultaneously.! Additionally, a sensing receiver
(SR) is deployed to collect echoes reflected by the target for
sensing its state,” e.g., determining the presence/absence of the
target, acquiring the vehicle attitude information, etc. In this
paper, we focus on the detection task of the ISAC system,
where the SR determines the presence/absence of the target of
interest by matching the echoes with the sensing signal locally
regenerated. For the sake of elaboration, we assume that both
the BS, the CU, and the SR are equipped with a single antenna.
Moreover, we consider a clutter-free environment by assuming
that the clutter mitigation has been addressed through a variety
of existing techniques, e.g., [38].

In the downlink transmission, the ISAC-BS allocates a
portion of the total power to broadcast a sensing-aimed wave-
form, s (t) € C at the t-th slot, while the remaining power
is employed for transmitting an information-bearing signal,
sc (t) € C at the t-th slot, to the CU. Here, we assume that

both s, (t) and s. (t) are normalized, i.e., E (|sS (t)|2) =

E Q‘Sc (t)|2) =1, and statistically independent of each other,
without loss of generality. In contrast to most conventional
R&C coexistence systems that employ orthogonal resource
blocks (time, frequency, beam, etc.) to schedule these two
signal transmissions [10], we consider a general ISAC design
where the sensing and communication waveforms are super-
imposed over the same time-frequency resources [39], [40].
Accordingly, the downlink normalized signal transmitted from
the ISAC-BS at the ¢-th slot is given by

s(t) = \/psss () + V/pese (B), (1)

where p; and p. are the non-negative normalized power
coefficients allocated for sensing the target and communicating
with the CU, respectively, satisfying ps + p. = 1.

'Here we are analyzing an elementary ISAC scenario consisting a single
user and a single target for unveiling insights into the performance tradeoff
between sensing and communication functionalities. The specific details in
more complex ISAC scenarios involving multiple users and targets (e.g.,
beamforming, power allocation, interference mitigation, performance tradeoff
analysis, etc.) will be the subject of our future work.

2 Although the bistatic sensing mode with a separated BS and SR deploy-
ment is adopted, our subsequent theoretical analysis is certainly applicable
for the ISAC scenario with a co-site BS and SR deployment.

IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 22, NO. 12, DECEMBER 2023

Cases sy known at CU | s. knownat SR | %, konwn at SR
Case | v v v
Case Il N v x
Case I1I \ x xl
Case IV v x x
Case V x v \/
Case VI X v X
Case VII X X N
Case VIII X X x

A downlink ISAC system with an ISAC-BS serving a single CU and monitoring a target of interest, where we consider eight typical ISAC cases.

In this paper, we consider the narrowband quasi-static block
fading channel for the BS-CU link [41]. Let h. € C denote the
channel from the ISAC-BS to the CU and the signal received
at the CU is thus expressed as’

Te (t) = heV/Ps (t) +n. (t)
= /psPhess (t) + \/pePhese (t) +ne (t),  (2)

where P denotes the total power available at the ISAC-BS,
while n. (t) ~ CN (0,02) is the additive white Gaussian
noise (AWGN), with o2 denoting the noise power at the CU’s
receiver.

Furthermore, let hs € C denote the composite BS-target-SR
channel coefficient, and the signal received at the SR is given
by

s (t) = heV/Ps (t — 1) e2™fat g (t)
= \/psPhsss (t — ) el fat
+ v/ pcPhssc (t — ) ed?rfat 4 n (1), 3)

where 7 and f; denote the delay and Doppler shift induced
by the motion of the target, respectively, n (t) ~ CA (0, 0?)
is the AWGN at the SR with the receiver sensitivity of o2.

By examining (2) and (3), one may note that in addition to
the power competition between sensing and communication
functionalities as in the conventional R&C coexistence sys-
tems, there also exists the waveform interaction that impacts
each other’s performance, resulting in a fundamental tradeoff
between the sensing and communication performance since
they share the same radio resources and hardware equipment.
In Section IV, we will consider eight typical ISAC scenarios
to investigate the underlying performance tradeoffs, as listed
in Fig. 1.

B. Receive Signal Processing at the SR

Specifically, we focus on the target detection problem for
acquiring fundamental insights into the intrinsic performance

3Note that in (2) we have implicitly assumed that the signal reflected by
the target to the CU is sufficiently weak compared to that coming through
the direct BS-CU path and thus is negligible. For the case where the target
plays a scattering role in the communication link from the ISAC-BS to the
CU, please refer to [14] for some basic insights.

Authorized licensed use limited to: Stevens Institute of Technology. Downloaded on July 08,2024 at 04:59:32 UTC from IEEE Xplore. Restrictions apply.



AN et al.: FUNDAMENTAL DETECTION PROBABILITY VS. ACHIEVABLE RATE TRADEOFF IN ISAC SYSTEMS

tradeoff between the sensing and communication functional-
ities. In particular, PD is employed as a figure of merit for
sensing in our theoretical analysis framework.

For the ISAC system involving a single target, the detection
problem can be formulated as a binary hypothesis testing prob-
lem [37]. Under the null hypothesis, H, and the alternative
hypothesis, H;, the received signals of 1" samples at the SR
can be expressed as

H() )

) “4)

rs = g,

r, = hsv/ PDs + ng,
respectively, where D € CT*7 is a unitary delay-Doppler
operator matrix determined by 7 and f;, while s € CT*!
is a vector collecting sampled ISAC waveform transmitted
from the BS, ny ~ CN (0T><170§IT> is the noise vector
at the SR. For known locations of the stationary transmitter
and receiver, as well as the location and velocity of the target
at a hypothesized position in the delay-Doppler cell, D can
be readily calculated [37]. Moreover, since DD = I, the
received signals after unitary transformation with D become

f‘s = ﬁ57 HOv (5)
f's:hs\/ﬁs"'_ﬁsa Hy,
where we have ¥; = D¥r, and n, = D¥%n, ~

CN (0T><1, O'EIT)-
Furthermore, the target detection is performed by comparing
the likelihood ratio test (LRT) function defined by

~ N f(f‘s |H1)
A = o)

with a certain threshold value %, which is determined accord-
ing to a target value of PFA for performing constant false
alarm rate (CFAR) detection [42], f (¥s|H1) and f (Ts|Ho)
denote the probability density functions (PDFs) of r¢ under the
hypotheses H; and H, respectively, which will be defined in
Section III-B when considering specific sensing scenarios.

Remark 1: Before proceeding further, we elaborate on the
practical target detection process. In general, the target detec-
tion is carried out simultaneously with the estimation of delay
and Doppler shift [43], [44]. By estimating and compensating
for the delay and Doppler shift via some grid-based search-
ing approaches as used in conventional active radars [43],
one could attain the optimal coherent detection performance.
Again, we highlight that this paper focuses on the evaluation of
the fundamental tradeoff between the target detection proba-
bility and the achievable rate. The imperfect estimates of delay
and Doppler shift would confuse our theoretical analysis. For
this reason, we assume that both the delay and Doppler shift
have been perfectly compensated [44]. Motivated readers can
refer to [44] and [45] for gaining more about the effects of
delay and Doppler shift on coherent detection. Nonetheless,
it is worth noting that our communication-assisted sensing
with the use of the estimated communication waveform turns
out to be the classic energy detector, i.e., (23), which corre-
sponds to the case without compensating for the delay and
Doppler shift.

(6)
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III. PERFORMANCE EVALUATION OF AN ISAC SYSTEM

In this section, we evaluate the sensing and communication
performance in an ISAC system. Specifically, we focus on
two distinct communication scenarios (i.e., sensing-free and
sensing-interfered), as well as two types of sensing scenarios
(i.e., communication-assisted and communication-interfered).

A. Communication Performance Evaluation

We commence by evaluating the communication perfor-
mance in terms of the achievable rate at the CU. Specifically,
we consider the sensing-free and sensing-interfered communi-
cation scenarios, in which the sensing signal s (¢) is regarded
as a priori known and unknown, respectively, by the CU.

1) Sensing-Free Communication: For the CU legitimately
admitted into the RAN, it is reasonable to assume that the
sensing signal s; (t) specified by the protocol is a priori known
by the CU. Accordingly, the portion of the sensing signal
can be removed at the receiver by employing the successive
interference cancellation (SIC) technique. We suppose that
the sensing signal is completely mitigated, provided that the
perfect channel state information (CSI) is available at the
receiver. Thus, we have
= %rc (t) — Ps g

VoePIh| e

As a result, the instantaneous achievable rate in terms of
bits-per-second-per-Hertz (b/s/Hz) at the CU can be expressed

by [46]
P 2
R = log, <1 n 'O|h|> ®)

2
o¢c

se (t) 5 (). (N

2) Sensing-Interfered Communication: For the CU having
a conventional receiver that lacks the capability to perform
SIC, the CU suffers from extra interference caused by the
sensing signal transmitted from the ISAC-BS. Therefore, the
instantaneous achievable rate at the CU is given by [47]

pePlhe|” )

— 9
PSP|hC|2 =+ 03

R =log, <1+

B. Sensing Performance Evaluation

Next, we proceed to evaluate the sensing performance in
our ISAC framework by taking into account the effects of
the communication signal. Throughout this paper, we consider
the device-based sensing scenario where the sensing signal is
always known at the SR.

1) Communication-Assisted Sensing: For a given modula-
tion type specified by the communication protocol, to improve
the performance of the target detection, it is straightforward
to recover the communication waveform first from the signal
received at the SR. Specifically, the SIC technique is invoked
for mitigating the interference caused by the sensing signal
before carrying out the demodulation. Let s, € CT*! and
s. € CT*! denote the sensing signal vector and communica-
tion signal vector, respectively. The recovered communication
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signal can thus be expressed as

h* B
§e=0Q —= 5, — /2. ], (10)
\/,OCP|h5| Pec

where Q — ST denotes the slicing operator for
demodulation with S representing the constellation of the
communication symbol. By doing so, the communication
waveform can be exploited to facilitate target detection.

For the sake of elaboration, let us first consider the case
where the communication signal s, is perfectly recovered by
(10) to obtain an upper bound of the detection performance.
In this case, we have

f ) = — Te_Hw"s?@” (11)
(ma2)

fEs[Ho) = L Te‘”cfé‘z. (12)
(ma?)

Note that for the communication-assisted sensing mode, the
superimposed sensing and communication signal received at
the SR is exploited to perform the target detection after
recovering the communication waveform s, which is similar
to the classic passive radar system that utilizes the available
reference channel [37].

Next, we will examine two possible scenarios that depend
on whether hg is known at the SR. Furthermore, we will
provide a shared lower bound for these two scenarios by
utilizing an estimated s..

a) hs known at the SR: Given the case where hg is
known at the SR, by substituting (11) ~ (12) into (6) and
taking its logarithm, the logarithmic LRT function becomes

i 1/, i 2
A () = — (rs|2 & - hS\/FsH )
_ 1 (2\/?3% (heit

2
Os

s) — P||hss|\2). (13)

Based on Eq. (I.B.26) of [42], R (h,ffs) in (13) under
hypotheses Hy and H;, respectively, are distributed as

1
%(hsf'fs) ~N (0, athsSQ)a
(f sl 2||hss||2), M.

HOa

R (hotl's) ~
(14)

o

TZ>1Q o2k + PT|h|
B V2PTog|h| |’
(15)

Therefore, the PFA can be readily calculated by

P = Pr{ (2\73% (hsi''s) —P||hss|\2) >k

o

where we have k = In(%). Note that the approximation is
valid because we have  |s||* = 1 for 7> 1.

02k + P|hgs|?
V2Po, ||hss]|
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Similarly, the PD is expressed as

1 ~H 2
Py = Pr{gg (2\/??}% (hst's) — Pllhss|| ) > K
<0§/<;P||hss||2

)

2! Q M
B V2PTo, |hs| )
(16)

=@ V2Pa, |hss|

Note that (15) and (16) have similar expressions to that in
the classic coherent detector [48], which we included here for
maintaining the content integrity.

b) hg unknown at the SR: Next, let us consider a more
practical ISAC scenario where h, is unknown at the SR.*
In this case, hg is substituted with its estimated value in
the LRT function, which leads to a new test function known
as the generalized LRT (GLRT) [37]. Specifically, taking the
logarithm of (11), the maximum likelihood estimate of h, can
be obtained by

hs = arg max In f (Fs|H1)

2 1
i~ hoVPs| = —=—s"F..

arg min ‘
hs

Substituting (17) into (13) yields the logarithmic GLRT
function as

2

- 1 ~ 2 sst _
InA (%) = o IEsIl” — ||Es — wrs
S

(18)

a\H

=1 (I_W:T) (I O ) Als a
diagonal matrix consisting of the eigenvalues of G, while
U € CT*T is a unitary matrix whose columns are the
corresponding eigenvectors. It is evident that only one of the
eigenvalue in A is 1, while the remaining (7 — 1) eigenvalues
are 0.

Based on (18), the exact closed-form expression for PFA is

! UAUE, >«

given by
& ol
{ An > agﬁ}
Pr{

51| >0—3K’} 7

H 1.
== fGrs— — HUAUHrs,
S

where we have G

PFA = Pr

19)

where we have n', = Ufn, ~ CN (071, 0217).

“Note that when considering the case where the SR is integrated with the
BS, the bi-static sensing mode is transformed into a monostatic one, and the
communication waveform, s, becomes fully known by the BS (SR) without
the need for performing the estimation procedure as in (10). Nevertheless,
one might still face the case with an unknown channel coefficient hs. Here,
we consider the case with unknown hg in order to provide a comprehensive
framework for all potential ISAC scenarios.
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Furthermore, the PD in this case can be expressed as

Hl}
H

Pr { (hs\/ﬁs’ + n’s> A (hs\/ﬁs' + n's) > ogn}
2

Pr{‘hs\/ﬁs'l + n’s’ll > Uzﬁ}

P = ma

1
Pr{ FAUAUE, > &

Q1< = Plhs|’ W)

z'o, <, /022PT|hS|27\/2m>,

where we have s’ = U's.

Observing from (19) and (20) that the PFA is independent of
the transmit power due to the signal-free GLRT function under
the Ho hypothesis, while the PD increases with the transmit
power and the signal length due to the monotonicity of the
Marcum Q-function with respect to (w.r.t.) its non-centrality
parameter.

c) s. estimated at the SR: As stated earlier, in a general
ISAC system, the communication signal, s., cannot be always
reconstructed accurately from the received waveform due to
the noise at the SR and the channel mismatches. In the
following, we will consider a scenario where the communi-
cation waveform s. is substituted by its estimated version
from the received ISAC signals, which doubtlessly serves as a
lower bound for the communication-assisted sensing scenario.
Specifically, the signals received at the SR under the null
hypothesis and the alternative hypothesis are expressed by

(20)

2L

Iy = Ny, Ho,
f.s \% psPhsSs + v pcPhsSc =+ ﬁsa Hlv

respectively.
Given a tentative value of hg, the maximum likelihood
estimate of s, can be obtained by

§. = argmax In f (fs|H1)
Sc

2
-V psPhsSs -V pcPhssc

h i Pss,. 22)
\/pc |h | Pc

= arg min

Upon substituting (22) into (13), the logarithmic GLRT
function degrades into
- 1,2
InA(%s) = ;Hrsu ) (23)

S

which is shown to be independent of the channel coef-
ficient hg. Hence, the logarithmic GLRT function for the
communication-assisted sensing case with unknown hg is the
same as (23).

Note that (23) turns out to be the classic energy detec-
tor [42], which also corresponds to the scenario without
compensating for the delay and Doppler shift due to the fact
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2, Consequently, the PFA in this

9

=Qr (0.v28). @4

that we have ||£]° = ||rs
case can be written as

1.
Pra = Pr{ S |E° = &
O-S
V2

ng
Os

=Pr > 2K

Similarly, the PD is thus expressed as
1.
Pr{ §||rs||2 >k Hl}

V2P 2
7h s + ins
O O

= Qr (\/ s S|| \ﬁ)
= QT< 2CZ:T|hS| m)

S

In a nutshell, by assuming that the communication wave-
form s, is perfectly known at the SR, (16) and (20) charac-
terize the upper bound of the PD in communication-assisted
sensing scenarios, where the channel coefficient h, is known
and unknown by the SR, respectively. By contrast, the PD
values under both these two cases are lower bounded by (25),
in which the communication waveform s. is estimated at the
SR.

2) Communication-Interfered Sensing: Next, we consider
the communication-interfered sensing scenario in which the
communication signal s, is fully unknown and thus is regarded
as interference at the SR.> In this paper, we consider the worst
case by assuming that the communication signal is subject to
Gaussian distribution, i.e., s, ~ CN (Orx1, pcI7). As a result,
the PDF of r, under hypotheses H; turns to

Py

= Pr > 2K

(25)

1  ||Fs—vpsPhsss|?
f (fs |H1) = Te Pcp\hs\2+(r§
o (pcPlhl* +02)

(26)

Next, we will examine two potential scenarios depending
on whether A, is known at the SR.
a) hs known at the SR: Considering a known channel
coefficient hg, the logarithmic GLRT function in (13) is
replaced by

IEJ?  [|Fs = VouPhasd||”

o3 pePlhs|” + o2
2
Tl —%
pcP|hs|” + o2

Py 4 Y pcsp

InA (%) =

2

ps 2
— —ssll
Pc
(27

_ ¢
o (1+¢)
—TIn(1+),

hsss

5Note that we consider the device-based sensing in this paper [14], thus the
sensing waveform s is always known at the SR and thus can be exploited
to perform the target detection, which is in contrast to the passive radar that
fails to work when the communication signal from the reference channel is
unavailable.
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Pcpth‘Q
o2 .

2
Note that Lf's + Y "Csp hsss|| 1in (27) is a non-central chi-
squared distributed variable with 27" degrees-of-freedom such

where we have ( =

2
that 2 ||F, + YE2Chs,
2p 2
2 s
~x Is”). Ho.
> (ch
, [ 2 1 2
~ Xor ; pCP -V psPhsSs ) 7_{1-
(28)

under the hypotheses Hy and H;, respectively.

Based on (28), the PFA is thus expressed as (29), shown
at the bottom of the next page. Similarly, the PD is given by
(30), shown at the bottom of the next page. Note that the PD
increases while the PFA decreases with the growing portion
of the sensing power, which will be verified in Section V.

b) hgs unknown at the SR: In this case, the maximum
likelihood estimate of hs can be determined by

hy = argn;lin (Tln (pcP|hS|2 + ag)
ls

Hf‘s - \/psPhsssH
PcP|h5|2 "’O'g

2
). (€20

Note that for a given modulus value of hg, the optimal
argument that minimizes the right-hand side (RHS) of (31) is
obtained by Zhs = Z (sf'E;). Denote hy = &sF't,, € € RY,
thus the problem in (31) is transformed into (32), shown at
the bottom of the next page.

It is shown that the optimal solution of (32) can be achieved
by taking the derivative of the RHS of (32) w.r.t. £ and setting
it equal to O, i.e.,

2pCP|s£If'S|2§
pcP§2|S£{fS|2 +03
oo Plste e -

Vs Pes st ||
2
(poPertite.f +02)

+2§H\/pSPsSs rsH —23‘%{1‘H psPsss, rs} _
pePE|SHE,[* + 02 -

(33)

which can be numerically solved using the bisection method.
Let f denote the estimated E by solving (33). Upon substi-
tuting the estimated h = {s T into (27), we arrive at

R 2
(A ‘ — VpsPEsgsT,
InA (%) = -

2 o ~ 12
o7 pP@sHE S+ o7

0.2

+TlIn - - .

pePE ST + o2
Since the closed-form PDF of In A (T5) in (34) is unknown
due to the logarithm and division operations, in this paper,
we develop a reference bound of PFA and PD by replacing

(34)
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-2 . S . - 12
sfF,|” in (34) with its statistical value E <|sf I | ) under
each hypothesis [42]. Note that the approximation becomes
more accurate as more symbols are collected for sensing, i.e.,

T >> 1. By defining ¥ £ E (|sff's|2), we have

HOu

¥=0 35)
= poP .| "E (), H,

where the second-order statistic of channel coefficient, i.e.,
|hs|2>, is assumed to be a priori known at the SR.
s a result, (34) can be rewritten as (36), shown at the
bottom of the next page, where we have

1 1
K- —T1-———
05 pcP€2?9+O'E

X (I — mgsssf)H (I — mésssf).

(37)

Let K = VXVH denote the eigenvalue decomposi-

tion of K. It is obvious that one eigenvalue of K is
41
o2 T, P£219+a.2( \/ﬁTﬁS Ss> , while the remaining

(T — 1) eigenvalues are (U% - W)

By denoting n” = V#a, we have n”, ~
CN (OTxl, o?IT). As a result, the PFA can be expressed as

2
”HEH'/S >r—Tlog S/ S—
pP&*) + o3
{ .

0.2
PTKe, +Tlh ———=—— > &
pCPEQﬁ—}—o’g

T 2
2
> -8 Ufn | 69

ag
=21 "°

where we have

o? o?
a=2(k-Th—T <1+ 5 ) (39)
pe P& + 02 pe P&

: ~ VpPésls.)

Os

pCP§A219

40
pr( (40)

T 2
Furthermore, defining X £ > ?n” and Y, 2
=2

s,l

2
7” s,1

2
, we have Xo ~ X3, ) (0) and Yo ~ x3(0).
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As a result, (38) can be rewritten as

Pean = Pr{Xy > a— gYy}

@ 1/(5 ] _ o tafua) (T_2 (a — ﬂyo)l)
2 Jo L
xe %Odyo
l _

a1 = Bl [? <% yo) (2 )vodyo

Se T T 2101
1=0
T-1

(b) 1 ﬂl ( @ )

( 52 ooy \ha Py

xe %, (41)

where (a) and (b) hold by applying Eq. (8.352) and Eg.
(3.382), respectively, of [49].
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Similarly, by defining s” = Vs, the PD is given by (42),
shown at the bottom of the next page. Upon defining

T 2
V2Phs"; V2
b A R A ‘[n”SJ : (43)
1=2 US S
2
V2Ph,s" 2
Y, a 07‘91_’_%”//5’1 7 (44)

we have X;

X3 <2P¥Z;‘f”2 . Thus, (42) can be rewritten as (45), shown

at the bottom of the next page.

Since it is non-trivial to obtain a closed-form expression
for (45), we next provide an approximated expression by
applying Chebyshev-Gaussian quadrature [50]. Specifically,
by dividing the integral domain into N parts and defining
Y= 35 (1+cos (7)), n=1,2,---,N, the PD can
be numerically approximated by (46), shown at the bottom

of the next page, where N is an adjustable parameter to

~ Xar-n (7213@71)”%5“2) and V; ~

2
To?

2

¢ ~ Vs P Ps
e e I L R LY
5 2
= Prq |ln, + psPhsSs Z el (K+T1D(1+C)+ ps||55||2>
¢ ¢ Pe
2 s||9s 2 2(1 s
— or /22 \/ UEO (k4T o+ L)
2 op [ [22L 200 (K-l—Tln(l-i-C)-i-M) : (29)
peC ¢ Pec
¢ psP 2 )
~ s s 2
PD = Pr{[w r5+ C hsss _E”SSH —Tln(l—l—C) >K}H1}
2 2
_ pr{ Ao+ V/poPhs, + (”CZ Vol o > ”(2“’ (mTln(l o)+ 25||ss|2)}
2
= \/f VoiPhus, + VP \/2“;0 (e T +0) + 2 s
T>1 2T 2 2(1+4¢) psT
=~ Qr <<\/p6< (pc<2+ps(1+<) ) \/C (Ii—FTln(l—FC)—F py )) (30
_ . 2 Hz |2, -2 |55 — \/Pspfsssff‘st
£ =arg rgnzlg (Tln (pch |ss rs| +O’S) + pcP§2|ng‘s|2 o? . (32)
(L VPl (1 Vi Pésst)
=Hz T (I—/psPEsss — VpsPEsgs ) ¥y 2 2
lnA(rs):rs ;S - . +Tlnf‘75:f'fo‘s+Tlnf‘7s,

Ts pePE*) + o pcPE*Y + 03 pcPE*Y + o3

(36)
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strike a flexible tradeoff between the computational complexity
and the fitting accuracy. Specifically, N denotes the number
of pieces dividing the integral interval. Upon increasing the
value of N one could narrow the gap between the numerically
approximated results of (46) and the true value of (42).

When adequate symbols are collected for sensing, i.e., T >
1, (41) and (46) can be further simplified by replacing ||s||*
with 7. Note that due to the statistical approximation, (41)
and (46) serve as a lower bound for the PFA and the PD,
respectively, which will be verified later.

IV. TRADEOFF ANALYSIS VIA POWER ALLOCATION

In this section, we elaborate on the performance tradeoff
between the sensing and communication functionalities of
an ISAC system by solving the power allocation problem.
Specifically, the achievable rate of the CU and the PD for
target detection are highly dependent on the power allocated to
the corresponding signal components. Therefore, we consider
a general optimization objective of minimizing the transmit
power at the ISAC-BS while ensuring that both the information
rate of the CU and the PD for monitoring the target of interest
at the SR are above some preset threshold values. As such, the
optimization problem can be expressed as®

(P1): min P (47a)
Peps

s.t. B> Ruin, (47b)

PD Z PD,miru (470)

FPea < Pra s, (47d)

%Note that although we consider the power minimization problem in this
paper, the formulated problem can be readily transformed into its dual problem
of maximizing the achievable rate or PD by setting a fixed value of transmit
power, which corresponds to the communication-centric and sensing-centric
ISAC scenarios, respectively [14].
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(47e)
(471)

pet+ps =1,
pe =0, ps =20,

where Rpin and Pp min denote the constant minimum infor-
mation rate required by the CU and the PD required for
sensing, respectively; FPra s denotes the maximum tolerable
value of the PFA. Next, we will solve (P1) by considering
eight different cases, which are based on the combination of
the two types of communication scenarios (i.e., sensing-free
and sensing-interfered) and the two types of sensing scenarios
(i.e., communication-assisted and communication-interfered)
discussed in Section III. In each scenario, we will consider
two cases with known and unknown hg, respectively.

Case 1 (Sensing-Free Communication and
Communication-Assisted Sensing (ss Known at CU, Both s,
and hgs Known at SR)): Upon combining (8) and (16), the
optimal power allocation solution for (P1) is readily obtained
as p. = 1, indicating that the total transmit power should
be allocated for communication. This is due to the fact that
the communication signal in this case can always be fully
exploited for enhancing the target detection performance.
By doing so, the minimum amount of transmit power
requirezgi at the ISAC-BS for satisfying (47b) is obtained
by ;LT:‘Q (28min —1). Furthermore, in order to meet the
sensing requirements of (47c) and (47d) with the minimum
transmit power, we have @ (M) = Pra,s and

V2PTo,|hs|
2 2
o2k—PT|hs| P H s
e el ) — in. n he minimum amoun
Q(x/ﬁas\hsl ) b.min- Hence, the um amount

of transmit power required for satisfying (47c) and2 47d) is
attained by QTTislz [Q_l (PFA,S) - Q_l (PD,min)] , Where
Q71 () denotes the inverse Q-function. As a result, the
minimum amount of transmit power is given by (48), shown
at the bottom of the next page.

2
Py = Pr{ffo‘s+Tln

pcPéZ'lg + 03

ZK|H1}

2

T 2
V2Phgs" 2 V2Phgs" 2
= Pr 7Sl+£n”s,l Za—ﬁ‘Sl-l- f Hs,l 42)
Og Og Os Os
1=2
PD = PI'{Xl Z o — 6}/1}
1 _Plresl® (8§, [2P||hs]? 2P (T — 1) ||hss|?
=1-= Ta3 e/ e 1-Qr- = — dy;. 45
7€ /0 e 21 To2 U Qr—1 To? V(o= Byr) Y1 (45)
P o —Plhssl® o Yo fom—1 — 25 cos(Ztn) oP||hs|? 1 (2n—1
DN1_4ﬁNe 5 nZ::lSln ON ™| e 0 TO’? + cos IN ™
2P (T —1) ||hss|®  [a on — 1
X|1—-—Qr_1 \/ To? 3 1 —cos oN T , (46)
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Case 1 (Sensing-Free Communication and
Communication-Assisted Sensing (s; Known at CU, s,
Known While hs Unknown at SR)): Similarly, the optimal
power allocation solution in this case is p. = 1, bearing
in mind that the superimposed ISAC waveform can always
be employed for carrying out the target detection. Upon
combining (19) and (20), the minimum amount of transmit
power for meeting the sensing requirements of (47c) and (47d)
VEPTIhP V28) = Poin
while satisfying e™" = Pgy 5. Let Pg iy denote the minimum
amount of transmit power required for meeting these sensing
requirements, which can be acquired by numerically solving
Ql (@ / Ulg]35’71—ﬂinT’|h/3|27 A/ —21n PFA,(S) = PD,min' Hence, the
minimum amount of transmit power required at the ISAC-BS
is given by

is obtained by solving (

K

2

Te_ (Bmin — 1)). (49)
el

In the worst case of recovering communication signals, the
PFA and PD are characterized by (24) and (25), respectively.
Thus, the minimum transmit power of Cases I & II can be
obtained upon replacing Pg i in (49) by numerically solv-
ing QT( 2135(‘772‘““T|hs|2,\/ﬂ) = Pp min via the bisection
searching method, while & satisfying Qr (0, \/ﬂ) = Pras.

Case 111 (Sensing-Free Communication and
Communication-Interfered Sensing (ss Known at CU, s,
Unknown While hg Known at SR)): Considering the case
that the communication signal acts as interference during
the sensing procedure, it is evident that the optimal power
allocation solution always satisfies R = R,i,. Thus, we have

(2fmin —1) 52 50)
el

Upon substituting (50) into (29) and (30), one could obtain
the sensing power Psmin = psPmin required for satisfying
(47¢) and (47d). More specifically, Ps iy is numerically cal-
culated by solving the problem Pp = Pp min, While satisfying
Pra = Pras, in which Pgs and P are characterized by (29)
and (30), respectively.

Furthermore, by recalling the fact that p. + ps = 1, the
optimal power allocation solution and the minimum amount
of transmit power are given by

Pmin = max <PS,mina

pcRnin -

B (2Rmin _ 1) O-g 50

Pe = PS,min|h'c‘2 + (2Rmin - 1) 0'02,’
P B (2Rmin — 1) 0—3 P 52
min — ‘hc|2 + S,min> ( )

respectively. From (51) one may note that p. increases with
Ryin but decreases with Pg ,i,. This implies that in order to
meet a higher communication QoS requirement, more power
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should be allocated to the CU. Conversely, if there is a higher
demand for sensing performance, then less power should be
allocated to the CU.

Case v (Sensing-Free Communication and
Communication-Interfered Sensing (s; Known at CU,
Both s. and hg Unknown at SR)): In this case, the sensing
power required Pg i, to meet the corresponding sensing
requirements, i.e., (47¢) and (47d), is obtained by solving the
problem of Pp = Pp min given the target PFA value quantified
by Pra = PFa,s, Where Py and Pp are characterized by (41)
and (46), respectively. Once the required sensing power has
been determined, the optimal power allocation solution and
the minimum transmit power are obtained by applying (51)
and (52), respectively.

Case 'V (Sensing-Interfered  Communication  and
Communication-Assisted Sensing (ss; Unknown at CU,
Both s. and hs Known at SR)): With prior knowledge of the
communication signal, the SR is capable of employing the
whole amount of power for sensing. Specifically, the PFA in
(15) and the PD in (16) are independent of p. and ps, while
the achievable rate characterized by (9) gradually increases
with p.. Therefore, the optimal power allocation solution
is achieved at p. = 1, and thus the minimum amount of
transmit power required in this case is given by (48), which
is the same as Case I.

Case VI (Sensing-Interfered  Communication  and
Communication-Assisted Sensing (ss; Unknown at CU,
s. Known While hs Unknown at SR)): Similarly, due to the
fact that the PFA and the PD characterized by (19) and (20)
are independent on p. and p,, the achievable rate in (9) is
maximized at p, = 1. Following the same consideration, the
optimal power allocation solution in this case is the same as
Case II, while the minimum amount of transmit power is
given by (49).

Remark 2: The results that the optimal power allocation
solutions for Cases V and VI are the same as those for
Cases I and II are consistent with our intuition since the
communication-assisted sensing mode is considered in these
four cases. As such, the communication signal can always
be utilized for assisting in the target detection at the SR.
Note that the optimal solutions for all these four cases are
achieved at p. = 1, which is equivalent to the classic passive
radar without transmitting the additional sensing signal from
the ISAC-BS [37], [45]. In a nutshell, an ISAC waveform
with only the communication component proves to be the
most energy-efficient solution for the communication-assisted
sensing mode upon minimizing the interference at the CU.

Case VII (Sensing-Interfered Communication and
Communication-Interfered Sensing (ss Unknown at CU,
s. Unknown While hs Known at SR)): Since both sensing
and communication signals in this case are regarded as
interference to each other’s process, it becomes clear that the

2

Prjin = max | —>—
2Th|

(@7 (Pias) — Q" (Pomin)] s —= (2Rmin_1)>.

2

P (48)
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optimal power allocation solution attains at R = Ry,;,. Thus,
we have

(2BFmin — 1) (PSP\hc|2 " 02)
e

Upon substituting (53) into (29) and (30) and considering

that Pb = Ppmin and Pea = Fras, one could calculate

the minimum amount of sensing power Ps iy = psPmin.

Thus, the optimal power allocation solution and the minimum
transmit power are determined by

p(:Pmin = (53)

(2Rmin - 1) (PS,min|hc|2 + Ug)

Pc = 2 2 )
(2Rmin — ]_) (PS,min|hc| + 03) + ‘hc| PS,min
(54
o2
Pmin — (2Rmin _ 1) |hc‘2 + 2RxninPS’min’ (55)
respectively.
Case VIII (Sensing-Interfered Communication and

Communication-Interfered Sensing (ss Unknown at CU, Both
s. and hg Unknown at SR)): Similarly, the optimal power
allocation solution and the minimum transmit power can be
obtained by applying (54) and (55), respectively, in which
Pg min 1s obtained by numerically solving Py = Pp min, While
satisfying Pra = Pra,5, Where Pga and FPp are characterized
by (41) and (46), respectively.

In the preceding discussion, we examined the tradeoff
between sensing and communication functionalities in eight
typical scenarios. We note that in some scenarios, such as the
communication-assisted sensing scenario, these two function-
alities could achieve mutual benefits, where the communica-
tion rate could be improved without sacrificing the sensing
performance. As such, both the sensing and communication
performance benefit from increasing the power of the com-
munication signal, thus achieving the optimal operating state
at p. = 1. In the communication-interfered sensing scenario,
these two functionalities behave competitively. Hence, one has
to sophisticatedly perform the power allocation to minimize
the mutual interference between these two components. The
tradeoff analysis in this section would be quantitatively verified
in Section V.

V. SIMULATION RESULTS
A. Simulation Setup

In this section, numerical experiments are provided to verify
our theoretical analysis and evaluate the fundamental tradeoff
between the PD and achievable rate in the considered ISAC
system. The simulation setup is illustrated in Fig. 2, in which
the horizontal distances between the ISAC-BS and the CU,
between the ISAC-BS and the target, and between the SR
and the target are all set to dgc = dgr = dst = 100 meters
(m). The heights of the ISAC-BS and the SR are both set to
Hyg = Hg = 10 m, while the CU and target are assumed to
be at ground level with an altitude of 0 m. In our simulations,
we adopt the COST Hata model to characterize the path

IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 22, NO. 12, DECEMBER 2023

‘:( """ dBC """:""" dBT """:"""

Fig. 2. Simulation setup of the considered ISAC system.

loss [41], i.e.,

PL = (44.9 — 6.5510g,,/¢) log,od — (1.1log,o f — 0.7) Ay
+5.83l0g;oh¢ + 35.46log,of —89.2 dB,  (56)

where h; and h, denote the heights of transmit and receive
antennas, respectively, of the corresponding link, f (MHz)
denotes the carrier frequency, which is set to f = 2000 in
our ISAC system, d (m) denotes the link distance, which can
be easily calculated according to the geometrical layout shown
in Fig. 2. The communication link is assumed to experience
Rayleigh fading, while the sensing link is modeled by a
channel coefficient determined by the propagation distance.
The receiver sensitivity at the SR is set to O’E = —175 dBm,
while the noise power at the CU is set to 02 = —115
dBm [40]. All simulation results are achieved by averaging
over 10,000 independent experiments.

B. Validation of PFA and PD

We first verify the accuracy of the derived theoret-
ical expressions for PFA and PD by considering the
communication-assisted sensing scenario with known hg.
We assume that 7" = 50 symbols are collected for performing
coherent detection. The transmit power is setto P = 7, 10, 13
dBm. In order to obtain all possible values of PFA and PD
from O to 1, the decision threshold, x, is increased from —2.5\
to 2.5\, where A = %25”2 In our simulations, we substitute
P = 10 dBm when calculating \ to maintain a unified
decision threshold. The theoretical and simulated values of
the PFA and the PD are plotted in Fig. 3a, where it can be
observed that the theoretical values match perfectly with the
simulated values of PFA and PD for all considered setups.
As the transmit power increases, the detector gains more
confidence to perform the target detection task, resulting in
an increase in PD and a decrease in PFA. Next, Fig. 3b shows
the PFA and PD under the communication-assisted sensing
scenario with an unknown hg, in which the decision threshold
increases from 0 to 5\ for obtaining all possible values of PFA
and PD. Similarly, the analytical results perfectly predict the
trends of PFA and PD. Note that the PFA remains constant
with the increase of the transmit power P, due to the fact
that the GLRT function in (18) is independent of the ISAC
waveform under the null hypothesis, i.e., Hy. By contrast, the
PD increases with a growing value of P. For a given value
of PFA, e.g., Pga = 0.1, the PD increases from Pp = 0.6 to
Pp = 0.99 when quadrupling the transmit power.
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Fig. 3. Communication-assisted sensing scenario.
Fig. 3c shows the PFA and PD of the
communication-assisted  sensing  scenario, where the

communication signal is estimated by using (22). Following
the same philosophy, the decision threshold increases from
10X to 17.5\. The simulated PFA and PD are consistent with
our previous theoretical analysis. Compared with the results
in Figs. 3a and 3b, we observe that the PD curve in this
scenario is closer to the PFA curve under the same transmit
power, which implies the poor performance of the energy
detector due to the lack of waveform information. To make
a more intuitive comparison, the PD versus PFA under the
above three cases are plotted in Fig. 3d, from which one
could readily observe that the coherent detector, i.e., (13),
and the energy detector, i.e., (23), serves as upper and lower
bounds for the communication-assisted sensing scenario,
respectively, since the former takes the full advantage of the
communication waveform, while the latter exploits it the
least. The communication-assisted sensing with unknown
hs suffers from a moderate performance penalty compared
to that having known hg. Specifically, for a target PFA
value of Pra = 0.1, the PD in the communication-assisted
sensing scenario is upper bounded by 0.95, which reduces to
0.8 without the prior information of hy.

Next, we consider the communication-interfered scenario
where the communication signal is unknown and acts as
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interference at the SR. The decision threshold increases from
—0.25X\ to 0.25)\, while the normalized power coefficient
allocated for sensing is set to ps = 0.8, 0.2. The simulation
results considering the transmit power of P = 8§ dBm and
P =12 dBm are shown in Figs. 4a and 4b, respectively. It is
demonstrated that PD gains improvement with the increase of
ps and P, since more power for sensing is allocated and the
interference is reduced. As ps — 1, the interference-free case
in Fig. 3a serves as the upper bound of the communication-
interfered scenario, in which all the power is utilized for
sensing and the interference caused by the communication
signal is minimized. Fig. 4c shows the PFA and PD under
the communication-interfered scenario with unknown hg. For
the sake of brevity, we only consider the case with the transmit
power of P = 10 dBm. In order to verify the accuracy of the
derived lower bound (46), we assume that the second-order
statistics of the channel coefficient are known by the SR. The
quadrature order for calculating (46) is set to N = 1000. Note
that the theoretical analysis perfectly matches the simulated
values of PFA and PD. With the increase of the sensing power
coefficient, i.e., ps, the PD under the same value of PFA
improves moderately due to more sensing power collected
and less communication interference incurred. In order to
make an intuitive comparison, Fig. 4d plots the PD versus the
PFA under the communication-interfered scenario. Note that
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Fig. 4. Communication-interfered sensing scenario.

without prior knowledge of hg, the PD is reduced from 0.9 to
0.2 at the target PFA value of 0.1. As the power coefficient for
sensing increases from 0.2 to 0.8, the PD improves from 0.7 to
0.95 for the PFA target of 0.2. For the sake of elaboration,
we also plot the actual PD versus PFA curve by substituting
the true value of ¢ into the logarithmic GLRT function. Note
that the derived PD in (46) serves as a lower bound of this
case, due to the statistical approximation in our analysis.
When considering the case with a sensing power coefficient
of ps = 0.2, the derived PD is a tight lower bound.

C. Tradeoff Analysis Between Sensing and Communication
Functionalities

Next, we will examine the tradeoff between the PD and
the achievable rate in the context of an ISAC scenario.
Specifically, 7' = 20 symbols are collected for performing
target detection. The minimum requirement for the achiev-
able rate at the CU is set to Ryin = 7 b/s/Hz, while the
minimum PD requirement at the SR is Pp min = 0.6 under
the target PFA of Pry s = 0.01. Fig. 5a illustrates the PD
vs. achievable rate tradeoff for the ISAC scenario, consider-
ing sensing-free communication and communication-assisted
sensing with known hg, i.e., Case I. Specifically, different
operating boundaries represent the simulated Pp vs. R curve
under different values of transmit power, while the hexagram
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(d) Pp versus FPga.

represents the optimal power allocation solution obtained from
our previous theoretical analysis. Note that in this case, the
PD is independent of the power allocation coefficient p.
due to the fact that the communication waveform is always
known at the SR and can thus be employed for performing
coherent detection. As a consequence, there is no doubt that
the optimal power allocation solution occurs when p. = 1. The
theoretical value of the minimum transmit power also matches
the simulated one, which is obtained by utilizing the bisection
method and equals Pp,;; = 13.6 dBm in this case. For the sake
of illustration, we also plot the results for the transmit power
of Pyin £ 3 dBm. It is evident that transmitting less power
fails to meet both the achievable rate and PD requirements,
while increasing power leads to reduced energy efficiency.
Furthermore, Fig. 5b plots the ISAC scenario of sensing-free
communication and communication-assisted sensing with an
unknown hg, i.e., Case II. The results are similar to those
in Fig. 5a. The optimal power allocation solution is achieved
at the point where p. = 1, but the minimum transmit power
required at the ISAC-BS increases from 13.6 dBm to 14.8 dBm
due to the imperfect coherent detector. In Fig. 5¢c, we examine
the communication-assisted sensing case with the estimated
S¢. One could obtain similar results to Fig. 5b. However, the
required transmit power increases to 19.4 dBm due to the lack
of the communication waveform, which nearly quadruples the
transmit power compared to Case I. Additionally, one could
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Fig. 5. Pp versus R for the ISAC scenario of sensing-free communication
and communication-assisted sensing.

observe from Figs. 5b and Sc that the theoretical transmit
power and the optimal power allocation solution match the
simulation results accurately. By increasing or reducing the
transmit power at the ISAC-BS, it is shown that less power
will lead to an infeasible solution while more power will result
in energy waste.

Fig. 6a shows the results considering the ISAC scenario
of sensing-free communication and communication-interfered
sensing with known h, (Case III). Note that since the com-
munication signal acts as interference during the sensing
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Fig. 6. Pp versus R for the ISAC scenario of sensing-free communication
and communication-interfered sensing.

procedure, there exists an intrinsic tradeoff in this case. It is
evident that the optimal power allocation solution occurs at the
edge of the P»-R curve. Therefore, the minimum power coef-
ficient allocated for communication satisfying the achievable
rate requirement is p.P = Ri,. The optimal power allocation
coefficient in this case is 0.55, which matches the theo-
retical results. Furthermore, we consider the ISAC scenario
of sensing-free communication and communication-interfered
sensing with unknown hg (Case IV). Due to the communica-
tion interference and the lack of amplitude information, the PD
degrades severely with the increase of p., necessitating more
power to reach the solution zone. As depicted in Fig. 6b, the
minimum transmit power required to meet the communication
and sensing requirements is Pp,;, = 18.2 dBm, which results
in 2 dB performance erosion compared to Case III in Fig. 6a.
The optimal power allocation coefficient in this case is p. =
0.34.

Next, we consider the ISAC scenario of sensing-interfered
communication and communication-assisted sensing. Note
that the optimal power allocation solution and the Pp-R
curve in this case are the same as those in the sensing-free
communication scenario. Hence, we plot the R-p. curve
to characterize the difference under different power alloca-
tion coefficients. The communication-assisted scenario with
known hg, with unknown h,, with estimated s. are shown
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in Figs. 7a, 7b, 7c, respectively. Note that the sensing-free
communication scenario attains a higher achievable rate than
the sensing-interfered communication scenario owing to the
interference caused by the sensing signal in the latter. For
example, when considering the transmit power of P = 16.6
dBm with a power allocation coefficient of p. = 0.1, the
sensing-free communication scenario gains almost a ten-fold
rate improvement compared to the sensing-interfered coun-
terpart. Nevertheless, as the power allocation coefficient for
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Fig. 8. Pp versus R for the ISAC scenario of sensing-interfered communi-
cation and communication-interfered sensing.

communication increases, the sensing interference in the
sensing-interfered communication scenarios gradually wears
off. As a consequence, both two cases ultimately achieve the
identical achievable rate, which is also the optimal power
allocation solution. The same results can be observed in
Figs. 7b and 7c.

Fig. 8a shows the performance tradeoff in the ISAC scenario
of sensing-interfered communication and communication-
interfered sensing with known hg at the SR. In this case, the
communication signal plays the role of interference, resulting
in a lower PD and achievable rate compared to that depicted
in Fig. 6a. Consequently, more transmit power is demanded to
meet the achievable rate requirement. Note that the minimum
transmit power in this case is 18.5 dBm, which is 2 dB
higher than the sensing-free communication counterpart. The
optimal power allocation coefficient in this case is obtained by
pe = 0.99, which allocates almost the total available power for
communication. Observing from Fig. 8a that the simulation
result closely matches the optimal power allocation solution.
Furthermore, the ISAC scenario of sensing-interfered commu-
nication and communication-interfered sensing with unknown
hs are shown in Fig. 8b. In order to capture the intrinsic
tradeoff, we consider the realistic case where & is estimated
instead of using a fixed value in the lower bound. Without
the knowledge of the waveform and channel coefficient at the
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SR, the PD deteriorates severely as p. increases. The optimal
power allocation coefficient is p. = 0.995, which means that
achieving the preset achievable rate target is more challenging
than meeting the PD target. As a result, almost all available
power is allocated for communication. Only a small amount
of power allocated for sensing with strong interference caused
by communication signals is still sufficient to meet the PD
target of Pp min = 0.6.

Finally, we compare the performance of the conventional
R&C coexistence scenario with the advanced ISAC system.
In the R&C system, we consider the time orthogonal mode
for sensing and communication, which means that only half
of the symbols are collected for sensing. Moreover, these two
functionalities in the R&C system operate competitively with
regards to the power utilization, where the portion of power
allocated for radar sensing and communication in the R&C
coexistence system are also denoted by p, and p,, respectively.
As a result, the PD in (16) and PFA in (15) characterize
the theoretical performance of the R&C coexistence system,
upon replacing the total power P with the sensing power
psP and the symbol length 7' with 7'/2. The simulation
results are shown in Fig. 9, where we consider two ISAC
systems: Case I and Case VII. Note that for the favorable
ISAC scenario in which these two functionalities assist each
other, ISAC outperforms the R&C system doubtlessly. When
considering the ISAC systems where two operations behave
competitively in terms of resource utilization and suffer from
mutual interference, ISAC performs better only at both ends of
the Pp-R curve, where one of the sensing and communication
tasks is major. To be more specific, the sensing/communication
interference at both ends is negligible, thus the ISAC system
utilizing the total resource blocks achieves better perfor-
mance than the R&C system which only employs half. When
both sensing and communication tasks impose stringent QoS
requirements, the interference in the competitive-type ISAC
system would deteriorate the other half’s performance and
thus both two operations suffer moderate performance erosion
compared to the conventional R&C system.

VI. CONCLUSION

This paper constructed a comprehensive framework for
theoretically analyzing the performance of ISAC systems.
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We derived closed-form expressions to investigate the PFA and
the PD under the communication-assisted and communication-
interfered sensing scenarios. Based on our analysis, we dis-
cussed the fundamental tradeoff between a pair of sens-
ing and communication metrics: the PD and the achievable
rate, by solving the formulated power allocation problem.
We obtained the optimal power allocation solution under
different cases and elaborated on the effects of the sensing or
communication signal on the other half’s functionality. Finally,
extensive simulation results verified our theoretical analysis.
It is demonstrated that when sensing and communication
capabilities are operated collaboratively, they could achieve
mutual gain from each other, whereas there exists an intrinsic
tradeoff when they operate in a competitive manner. Our
simulation results also verified the benefits of the ISAC system
operating a collaborative sensing and communication mode
over the conventional R&C coexistence counterpart.

ACKNOWLEDGMENT

Any opinions, findings, and conclusions or recommenda-
tions expressed in this material are those of the author(s)
and do not reflect the views of the Ministry of Education,
Singapore. Any opinions, findings, and conclusions or recom-
mendations expressed in this material are those of the author(s)
and do not reflect the views of A*STAR.

REFERENCES

[1] L. Leyva, D. Castanheira, A. Silva, A. Gameiro, and L. Hanzo, “Coop-
erative multiterminal radar and communication: A new paradigm for 6G
mobile networks,” IEEE Veh. Technol. Mag., vol. 16, no. 4, pp. 38-47,
Dec. 2021.

[2] J. An et al., “Codebook-based solutions for reconfigurable intelligent
surfaces and their open challenges,” IEEE Wireless Commun., early
access, Nov. 15, 2022, doi: 10.1109/MWC.010.2200312.

[3] R. Liu et al., “Collaborative SLAM based on WiFi fingerprint similarity
and motion information,” IEEE Internet Things J., vol. 7, no. 3,
pp. 1826-1840, Mar. 2020.

[4] W. Saad, M. Bennis, and M. Chen, “A vision of 6G wireless systems:
Applications, trends, technologies, and open research problems,” IEEE
Netw., vol. 34, no. 3, pp. 134-142, Jun. 2020.

[5] C. Xu et al., “Antenna selection for reconfigurable intelligent sur-
faces: A transceiver-agnostic passive beamforming configuration,”
IEEE Trans. Wireless Commun., early access, Mar. 16, 2023, doi:
10.1109/TWC.2023.3255406.

[6] S. A. Busari, K. M. S. Huq, S. Mumtaz, L. Dai, and J. Rodriguez,
“Millimeter-wave massive MIMO communication for future wireless
systems: A survey,” IEEE Commun. Surveys Tuts., vol. 20, no. 2,
pp- 836-869, 2nd Quart., 2018.

[71 C. Xu et al., “Reconfigurable intelligent surface assisted multi-carrier
wireless systems for doubly selective high-mobility Ricean channels,”
IEEE Trans. Veh. Technol., vol. 71, no. 4, pp. 4023-4041, Apr. 2022.

[8] D. K. P. Tan et al., “Integrated sensing and communication in 6G:
Motivations, use cases, requirements, challenges and future directions,”
in Proc. Ist IEEE Int. Online Symp. Joint Commun. Sens. (JCS),
Feb. 2021, pp. 1-6.

[9] F. Liu, C. Masouros, A. P. Petropulu, H. Griffiths, and L. Hanzo, “Joint

radar and communication design: Applications, state-of-the-art, and the

road ahead,” IEEE Trans. Commun., vol. 68, no. 6, pp. 3834-3862,

Jun. 2020.

L. Zheng, M. Lops, Y. C. Eldar, and X. Wang, “Radar and communi-

cation coexistence: An overview: A review of recent methods,” IEEE

Signal Process. Mag., vol. 36, no. 5, pp. 85-99, Sep. 2019.

J. Li and P. Stoica, “MIMO radar with colocated antennas,” IEEE Signal

Process. Mag., vol. 24, no. 5, pp. 106-114, Oct. 2007.

K. V. Mishra, M. R. B. Shankar, V. Koivunen, B. Ottersten, and

S. A. Vorobyov, “Toward millimeter-wave joint radar communications:

A signal processing perspective,” IEEE Signal Process. Mag., vol. 36,

no. 5, pp. 100-114, Sep. 2019.

[10]

(1]

(12]

Authorized licensed use limited to: Stevens Institute of Technology. Downloaded on July 08,2024 at 04:59:32 UTC from IEEE Xplore. Restrictions apply.


http://dx.doi.org/10.1109/MWC.010.2200312
http://dx.doi.org/10.1109/TWC.2023.3255406

9852

[13]

[14]

[15]

[16]

(17]

(18]

[19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

(32]

[33]

[34]

[35]

IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 22, NO. 12, DECEMBER 2023

F. Rusek et al., “Scaling up MIMO: Opportunities and challenges with
very large arrays,” IEEE Signal Process. Mag., vol. 30, no. 1, pp. 40-60,
Jan. 2012.

A. Liu et al.,, “A survey on fundamental limits of integrated sensing
and communication,” IEEE Commun. Surveys Tuts., vol. 24, no. 2,
pp. 994-1034, 2nd Quart., 2022.

Y. Cui, F. Liu, X. Jing, and J. Mu, “Integrating sensing and communi-
cations for ubiquitous IoT: Applications, trends, and challenges,” IEEE
Netw., vol. 35, no. 5, pp. 158-167, Sep. 2021.

F. Liu et al., “Integrated sensing and communications: Towards dual-
functional wireless networks for 6G and beyond,” IEEE J. Sel. Areas
Commun., vol. 40, no. 6, pp. 1728-1767, Jun. 2022.

Q. Qi, X. Chen, C. Zhong, and Z. Zhang, “Integrated sensing, com-
putation and communication in B5G cellular Internet of Things,” IEEE
Trans. Wireless Commun., vol. 20, no. 1, pp. 332-344, Jan. 2021.

N. Zhao, Y. Wang, Z. Zhang, Q. Chang, and Y. Shen, “Joint transmit and
receive beamforming design for integrated sensing and communication,”
IEEE Commun. Lett., vol. 26, no. 3, pp. 662-666, Mar. 2022.

Z. Xiao and Y. Zeng, “Waveform design and performance analysis for
full-duplex integrated sensing and communication,” IEEE J. Sel. Areas
Commun., vol. 40, no. 6, pp. 1823-1837, Jun. 2022.

R. Zhang, B. Shim, W. Yuan, M. Di Renzo, X. Dang, and W. Wu,
“Integrated sensing and communication waveform design with sparse
vector coding: Low sidelobes and ultra reliability,” IEEE Trans. Veh.
Technol., vol. 71, no. 4, pp. 4489-4494, Apr. 2022.

Q. Zhang, X. Wang, Z. Li, and Z. Wei, “Design and performance
evaluation of joint sensing and communication integrated system for 5G
mmWave enabled CAVs,” IEEE J. Sel. Topics Signal Process., vol. 15,
no. 6, pp. 1500-1514, Nov. 2021.

J. An, C. Xu, L. Wang, Y. Liu, L. Gan, and L. Hanzo, “Joint training
of the superimposed direct and reflected links in reconfigurable intel-
ligent surface assisted multiuser communications,” IEEE Trans. Green
Commun. Netw., vol. 6, no. 2, pp. 739-754, Jun. 2022.

Z. Wang, Y. Liu, X. Mu, Z. Ding, and O. A. Dobre, “NOMA empowered
integrated sensing and communication,” IEEE Commun. Lett., vol. 26,
no. 3, pp. 677-681, Mar. 2022.

J. Mu, Y. Gong, F. Zhang, Y. Cui, F. Zheng, and X. Jing, “Integrated
sensing and communication-enabled predictive beamforming with deep
learning in vehicular networks,” IEEE Commun. Lett., vol. 25, no. 10,
pp. 3301-3304, Oct. 2021.

W. Yuan, Z. Wei, S. Li, J. Yuan, and D. W. K. Ng, “Integrated sensing
and communication-assisted orthogonal time frequency space transmis-
sion for vehicular networks,” IEEE J. Sel. Topics Signal Process., vol. 15,
no. 6, pp. 1515-1528, Nov. 2021.

H. Zhang et al., “Holographic integrated sensing and communication,”
IEEE J. Sel. Areas Commun., vol. 40, no. 7, pp. 2114-2130, Jul. 2022.
J. An, M. Di Renzo, M. Debbah, and C. Yuen, “Stacked intelligent
metasurfaces for multiuser beamforming in the wave domain,” in Proc.
IEEE Int. Conf. Commun. (ICC), Rome, Italy, May 2023, pp. 1-6.

X. Wang, Z. Fei, J. Huang, and H. Yu, “Joint waveform and discrete
phase shift design for RIS-assisted integrated sensing and communi-
cation system under cramer-rao bound constraint,” IEEE Trans. Veh.
Technol., vol. 71, no. 1, pp. 1004-1009, Jan. 2022.

J. An, C. Xu, L. Gan, and L. Hanzo, “Low-complexity channel
estimation and passive beamforming for RIS-assisted MIMO systems
relying on discrete phase shifts,” IEEE Trans. Commun., vol. 70, no. 2,
pp. 1245-1260, Feb. 2022.

J. A. Zhang et al., “An overview of signal processing techniques for joint
communication and radar sensing,” IEEE J. Sel. Topics Signal Process.,
vol. 15, no. 6, pp. 1295-1315, Nov. 2021.

A. R. Chiriyath, B. Paul, G. M. Jacyna, and D. W. Bliss, “Inner bounds
on performance of radar and communications co-existence,” IEEE Trans.
Signal Process., vol. 64, no. 2, pp. 464-474, Jan. 2016.

C. Ouyang, Y. Liu, and H. Yang, “Fundamental performance
of integrated sensing and communications (ISAC) systems,” 2022,
arXiv:2202.06207.

C. Liu, W. Yuan, S. Li, X. Liu, D. W. K. Ng, and Y. Li, “Predictive
beamforming for integrated sensing and communication in vehicular
networks: A deep learning approach,” 2022, arXiv:2202.03811.

F. Dong, F. Liu, Y. Cui, W. Wang, K. Han, and Z. Wang, “Sensing as
a service in 6G perceptive networks: A unified framework for ISAC
resource allocation,” 2022, arXiv:2202.09969.

M. Ahmadipour, M. Kobayashi, M. Wigger,
“An  information-theoretic ~ approach to joint
communication,” 2021, arXiv:2107.14264.

and G. Caire,
sensing  and

[36]

(37]

(38]

[39]

[40]

[41]
[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

(501

Q. Shi, L. Liu, S. Zhang, and S. Cui, “Device-free sensing in OFDM
cellular network,” IEEE J. Sel. Areas Commun., vol. 40, no. 6,
pp- 1838-1853, Jun. 2022.

B. K. Chalise, M. G. Amin, and B. Himed, “Performance tradeoff in a
unified passive radar and communications system,” IEEE Signal Process.
Lett., vol. 24, no. 9, pp. 1275-1279, Sep. 2017.

J. Xu, G. Liao, and H. C. So, “Space-time adaptive processing with
vertical frequency diverse array for range-ambiguous clutter suppres-
sion,” IEEE Trans. Geosci. Remote Sens., vol. 54, no. 9, pp. 5352-5364,
Sep. 2016.

W. Xu, J. An, C. Huang, L. Gan, and C. Yuen, “Deep reinforcement
learning based on location-aware imitation environment for RIS-aided
mmWave MIMO systems,” IEEE Wireless Commun. Lett., vol. 11, no. 7,
pp. 1493-1497, Jul. 2022.

F. Wang, H. Li, and M. A. Govoni, “Power allocation and co-design of
multicarrier communication and radar systems for spectral coexistence,”
IEEE Trans. Signal Process., vol. 67, no. 14, pp. 3818-3831, Jul. 2019.
D. Tse and P. Viswanath, Fundamentals of Wireless Communication.
Cambridge, U.K.: Cambridge Univ. Press, 2005.

H. V. Poor, An Introduction to Signal Detection and Estimation. Berlin,
Germany: Springer, 2013.

J. Liu, H. Li, and B. Himed, “Two target detection algorithms for
passive multistatic radar,” IEEE Trans. Signal Process., vol. 62, no. 22,
pp- 5930-5939, Nov. 2014.

A. Zaimbashi, “Target detection in analog terrestrial TV-based passive
radar sensor: Joint delay-Doppler estimation,” IEEE Sensors J., vol. 17,
no. 17, pp. 5569-5580, Sep. 2017.

J. E. Palmer, H. A. Harms, S. J. Searle, and L. Davis, “DVB-T passive
radar signal processing,” IEEE Trans. Signal Process., vol. 61, no. 8,
pp- 21162126, Apr. 2013.

J. An, C. Xu, Y. Liu, L. Gan, and L. Hanzo, “The achievable rate
analysis of generalized quadrature spatial modulation and a pair of
low-complexity detectors,” IEEE Trans. Veh. Technol., vol. 71, no. 5,
pp- 5203-5215, May 2022.

H. Hua, J. Xu, and T. X. Han, “Transmit beamforming optimization for
integrated sensing and communication,” in Proc. IEEE Global Commun.
Conf. (GLOBECOM), Dec. 2021, pp. 1-6.

M. K. Simon and M.-S. Alouini, Digital Communication Over Fading
Channels. New York, NY, USA: Wiley, 2001.

I. S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series, and
Products. New York, NY, USA: Academic Press, 2014.

M. Abramowitz, I. A. Stegun, and R. H. Romer, Handbook of Math-
ematical Functions With Formulas, Graphs, and Mathematical Tables.
Annapolis, MD, USA: American Association of Physics Teachers, 1988.

Jiancheng An (Member, IEEE) received the B.S.
degree in electronics and information engineering
and the Ph.D. degree in information and communi-
cation engineering from the University of Electronic
Science and Technology of China, Chengdu, China,
in 2016 and 2021, respectively. From 2019 to 2020,
he was a Visiting Scholar with the Next Gener-
ation Wireless Group, University of Southampton,
Southampton, U.K. He is currently a Research Fel-
low with the Engineering Product Development Pil-
lar, Singapore University of Technology and Design,

Singapore. His research interests include integrated sensing and communica-
tions (ISAC), holographic MIMO, and stacked intelligent metasurfaces (SIM).

Authorized licensed use limited to: Stevens Institute of Technology. Downloaded on July 08,2024 at 04:59:32 UTC from IEEE Xplore. Restrictions apply.



AN et al.: FUNDAMENTAL DETECTION PROBABILITY VS. ACHIEVABLE RATE TRADEOFF IN ISAC SYSTEMS

Hongbin Li (Fellow, IEEE) received the B.S. and
M.S. degrees from the University of Electronic Sci-
ence and Technology of China in 1991 and 1994,
respectively, and the Ph.D. degree from the Univer-
sity of Florida, Gainesville, FL, USA, in 1999, all
in electrical engineering.

From July 1996 to May 1999, he was a Research
Assistant with the Department of Electrical and
Computer Engineering, University of Florida. Since
July 1999, he has been with the Department of Elec-
trical and Computer Engineering, Stevens Institute
of Technology, Hoboken, NJ, USA, where he is currently the Charles and
Rosanna Batchelor Memorial Chair Professor. He was a Summer Visiting
Faculty Member with the Air Force Research Laboratory in Summer 2003,
Summer 2004, and Summer 2009. His general research interests include
statistical signal processing, wireless communications, and radars.

Dr. Li is a member of Tau Beta Pi and Phi Kappa Phi. He received the
IEEE Jack Neubauer Memorial Award from the IEEE Vehicular Technology
Society in 2013, Provost’s Award for Research Excellence in 2019, Harvey
N. Davis Teaching Award in 2003, Jess H. Davis Memorial Research Award
from the Stevens Institute of Technology in 2001, and Sigma Xi Graduate
Research Award from the University of Florida in 1999. He has been a
member of the IEEE SPS Signal Processing Theory and Methods Technical
Committee (TC) and the IEEE SPS Sensor Array and Multichannel TC,
an Associate Editor of Signal Processing (Elsevier), IEEE TRANSACTIONS
ON SIGNAL PROCESSING, IEEE SIGNAL PROCESSING LETTERS, and IEEE
TRANSACTIONS ON WIRELESS COMMUNICATIONS, and a Guest Editor
of IEEE JOURNAL OF SELECTED TOPICS IN SIGNAL PROCESSING and
EURASIP Journal on Applied Signal Processing. He has been involved in
various conference organization activities, including serving as the General
Co-Chair for the Seventh IEEE Sensor Array and Multichannel Signal
Processing (SAM) Workshop, Hoboken, NJ, USA, in June 2012.

Derrick Wing Kwan Ng (Fellow, IEEE) received
the bachelor’s degree (Hons.) and the Master of
Philosophy (M.Phil.) degree in electronic engi-
neering from The Hong Kong University of Sci-
ence and Technology (HKUST) in 2006 and 2008,
respectively, and the Ph.D. degree from The Uni-
versity of British Columbia (UBC) in Novem-
ber 2012. He was a Senior Post-Doctoral Fel-
low with the Institute for Digital Communications,
Friedrich-Alexander-University Erlangen-Niirnberg
(FAU), Germany. He is currently working as a
Scientia Associate Professor with The University of New South Wales,
Sydney, Australia. His research interests include global optimization, physical
layer security, IRS-assisted communication, UAV-assisted communication,
wireless information and power transfer, and green (energy-efficient) wireless
communications.

9853

He has been listed as a Highly Cited Researcher by Clarivate Ana-
Iytics (Web of Science) since 2018. He received the Australian Research
Council (ARC) Discovery Early Career Researcher Award in 2017, the
IEEE Communications Society Stephen O. Rice Prize in 2022, the Best
Paper Awards at the WCSP in 2020 and 2021, IEEE TCGCC Best Journal
Paper Award in 2018, INISCOM 2018, IEEE International Conference on
Communications (ICC) in 2018 and 2021, IEEE International Conference
on Computing, Networking and Communications (ICNC), in 2016, IEEE
Wireless Communications and Networking Conference (WCNC) in 2012,
the IEEE Global Telecommunication Conference (Globecom) in 2011 and
2021, and the IEEE Third International Conference on Communications and
Networking in China in 2008. He served as an Editorial Assistant to the
Editor-in-Chief for the IEEE TRANSACTIONS ON COMMUNICATIONS from
January 2012 to December 2019. He is also serving as an Editor for the IEEE
TRANSACTIONS ON COMMUNICATIONS and the IEEE TRANSACTIONS ON
WIRELESS COMMUNICATIONS and the Associate Editor-in-Chief for the
IEEE OPEN JOURNAL OF THE COMMUNICATIONS SOCIETY.

Chau Yuen (Fellow, IEEE) received the B.Eng.
and Ph.D. degrees from Nanyang Technological
University, Singapore, in 2000 and 2004, respec-
tively.

He was a Post-Doctoral Fellow with the
Lucent Technologies Bell Laboratories, Murray Hill,
in 2005, and a Visiting Assistant Professor with
The Hong Kong Polytechnic University in 2008.
From 2006 to 2010, he was with the Institute for
Infocomm Research, Singapore. From 2010 to 2023,
he was with the Engineering Product Development
Pillar, Singapore University of Technology and Design. Since 2023, he has
been with the School of Electrical and Electronic Engineering, Nanyang
Technological University. He holds three U.S. patents and published over
500 research papers at international journals or conferences.

Dr. Yuen is a Distinguished Lecturer of IEEE Vehicular Technology Society,
Top 2% Scientists by Stanford University, and also a Highly Cited Researcher
by Clarivate Web of Science. He received IEEE Communications Society
Fred W. Ellersick Prize (2023), IEEE Marconi Prize Paper Award in Wireless
Communications (2021), and EURASIP Best Paper Award for Journal on
Wireless Communications and Networking (2021). He was a recipient of the
Lee Kuan Yew Gold Medal, the Institution of Electrical Engineers Book Prize,
the Institute of Engineering of Singapore Gold Medal, the Merck Sharp and
Dohme Gold Medal, and twice a recipient of the Hewlett Packard Prize.
He received the IEEE Asia—Pacific Outstanding Young Researcher Award in
2012 and IEEE VTS Singapore Chapter Outstanding Service Award in 2019.
He also serves as the Editor-in-Chief for Nature (Springer) and Journal of
Computer Science and an Editor for IEEE TRANSACTIONS ON VEHICULAR
TECHNOLOGY, IEEE SYSTEM JOURNAL, and IEEE TRANSACTIONS ON
NETWORK SCIENCE AND ENGINEERING, where he was awarded as the
IEEE TNSE Excellent Editor Award and a Top Associate Editor of TVT
from 2009 to 2015. He also served as a Guest Editor for several special
issues, including IEEE JOURNAL ON SELECTED AREAS IN COMMUNICA-
TIONS, [EEE Wireless Communications Magazine, IEEE Communications
Magazine, IEEE Vehicular Technology Magazine, IEEE TRANSACTIONS ON
COGNITIVE COMMUNICATIONS AND NETWORKING, and Applied Energy
(Elsevier).

Authorized licensed use limited to: Stevens Institute of Technology. Downloaded on July 08,2024 at 04:59:32 UTC from IEEE Xplore. Restrictions apply.



