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Abstract

Accurate modeling of conformational energies is key to the crystal structure predic-

tion of conformational polymorphs. Focusing on molecules XXXI and XXXII from the

7th Blind Test of Crystal Structure Prediction, this study employs various electronic

structure methods up to the level of domain-local pair natural orbital coupled cluster

singles and doubles with perturbative triples (DLPNO-CCSD(T1)) to benchmark the

conformational energies and to assess their impact on the crystal energy landscapes.

Molecule XXXI proves to be a relatively straightforward case, with the conformational

energies from generalized gradient approximation (GGA) functional B86bPBE-XDM

changing only modestly when using more advanced density functionals such as PBE0-

D4, ωB97M-V, and revDSD-PBEP86-D4, dispersion-corrected second-order Møller-

Plesset perturbation theory (SCS-MP2D), or DLPNO-CCSD(T1). In contrast, the

conformational energies of molecule XXXII prove difficult to determine reliably, and

variations in the computed conformational energies appreciably impact the crystal
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energy landscape. Even high-level methods such as revDSD-PBEP86-D4 and SCS-

MP2D exhibit significant disagreements with the DLPNO-CCSD(T1) benchmarks,

highlighting the difficulty of predicting conformational energies for complex, drug-like

molecules. The best-converged predicted crystal energy landscape obtained here for

molecule XXXII here disagrees significantly with what has been inferred about the

solid-form landscape experimentally. The identified limitations of the calculations are

probably insufficient to account for the discrepancies between theory and experiment

on molecule XXXII, and further investigation of the experimental solid-form land-

scape would be valuable. Finally, assessment of several semi-empirical methods finds

r2SCAN-3c to be the most promising, with conformational energy accuracy interme-

diate between the GGA and hybrid functionals and a low computational cost.

1. Introduction

Over the past few decades, organic molecular crystal structure prediction (CSP) has

transformed from a seemingly intractable problem to one where successful prediction

examples are common. CSP is increasingly being used to understand pharmaceutical

solid form landscapes, to help solve challenging crystal structures, and to help design

new organic materials (Beran, 2023). The seven Blind Tests of Crystal Structure

Prediction between 1999–2022 have played a central role in highlighting the current

capabilities of the models being used and the future improvements needed (Lommerse

et al., 2000; Motherwell et al., 2002; Day et al., 2005; Day et al., 2009; Bardwell

et al., 2011; Reilly et al., 2016; Hunnisett et al., 2024).

Results from the blind tests and other studies demonstrate that reliable CSP for

rigid organic molecules is quickly becoming routine (Whittleton et al., 2017a; Price

et al., 2023; Nikhar & Szalewicz, 2022). While crystal structure predictions for flexible

molecules are frequently successful as well (Neumann et al., 2015; Whittleton et al.,
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2017b; Braun et al., 2017; Mortazavi et al., 2019; Hoja et al., 2019; Braun et al.,

2019; Bhardwaj et al., 2019; Firaha et al., 2023), the prediction of conformational

polymorphs remains more challenging than rigid-molecule CSP for multiple reasons.

First, having numerous degrees of intramolecular conformational freedom dramatically

increases the search space of potential crystal structures (Oganov, 2018). Second, the

selection of conformations to consider for solid-state packing is complicated by the fact

that gas-phase conformational energies can be a poor proxy for crystalline stability

(Thompson & Day, 2014). For example, whereas an “extended” conformation of a

molecule might be considerably less stable than a “folded” one in the gas phase,

intermolecular interactions in the solid state may preferentially stabilize the extended

conformation. Thus, a CSP search may need to consider alternate criteria beyond

gas-phase conformational energies when generating crystal structures.

Third, capturing the interplay of intra- and intermolecular interactions properly in

the crystal structure optimization and energy ranking has been a long-standing chal-

lenge in CSP. Many years ago, it was recognized that typical classical mechanical force

fields frequently lack the requisite accuracy for intramolecular conformational energies

(Karamertzanis et al., 2008; Price, 2008). This motivated the development of models

which combined quantum mechanical descriptions of the intramolecular energy (either

computed directly or via custom-fitted potentials) with force field intermolecular ener-

gies (Bowskill et al., 2021).

The widespread successes of van der Waals-inclusive density functional theory (DFT)

methods in the 4th Blind Test (Neumann et al., 2008) and many subsequent studies

have shifted the many researchers in the field away from such hybrid intra-/intermolecular

approaches, at least in the final stage(s) of CSP structure refinement and ranking.

However, despite many successful structure predictions, increasing numbers of exam-

ples have been found in the past several years where widely-used generalized-gradient

IUCr macros version 2.1.17: 2023/05/02



4

approximation (GGA) and hybrid density functionals (particularly those with ∼20–

25% exact exchange) perform surprisingly poorly. For some acid-base co-crystals, GGA

functionals spuriously transfer protons and incorrectly predict a salt form to be more

stable than the neutral co-crystal (LeBlanc et al., 2018). In the molecule ROY, named

for its red, orange, and yellow polymorphs, a variety of DFT methods erroneously

predict form Y to be among the least stable polymorphs, when it is actually the most

stable experimentally (Tan et al., 2018; Nyman et al., 2019; Greenwell et al., 2020).

The common origin of these poor predictions lies in density-driven delocalization

error in the approximate density functionals. In the acid-base co-crystals, GGAs

over-stabilize the delocalized charges of the salt forms. In ROY, delocalization error

causes GGAs and many hybrids to over-stabilize more planar molecular conforma-

tions with extended π-conjugation, such as those found in the red and orange poly-

morphs, over the nearly perpendicular conformations with more localized electron

densities that occur in the yellow polymorphs (Thomas & Spackman, 2018; Nyman

et al., 2019; Beran et al., 2022a). Beyond ROY, conformational energy errors aris-

ing from delocalization error affect crystal polymorph rankings in pharmaceuticals,

organic semi-conductor materials, molecule X from the 3rd Blind Test, and other

small molecules (Whittleton et al., 2017b; Greenwell & Beran, 2020; Greenwell &

Beran, 2021). They also impact the chemical reaction energies in photochromic mate-

rials (Beran, 2019; Gately et al., 2021; Gately et al., 2022; Cook et al., 2022; Cook

et al., 2023; Perry & Beran, 2023) and the lattice energies in halogen bonded crystals

(Otero-de-la Roza et al., 2019).

Delocalization error issues can potentially be addressed using hybrid functionals that

include a larger fraction (e.g. ∼50%) of exact exchange (Price et al., 2022; Price et al.,

2023), though care is needed to ensure the density functional remains well-balanced

overall despite the larger exact exchange contribution. For example, BHLYP-D3(BJ),
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which includes 50% exchange, performs notably worse than B3LYP-D3(BJ) for hydro-

gen bonding interactions (Řezáč, 2020; Řezáč, 2020). For the cases where the delo-

calization error is primarily intramolecular in nature, another strategy returns to the

idea of decoupling the intra- and intermolecular interactions by combining crystalline

periodic DFT lattice energies with a molecular conformational energy correction that

is evaluated for the isolated molecule(s) taken from the crystal (Greenwell & Beran,

2020). Because gas-phase calculations on an isolated molecule are relatively inex-

pensive, the intramolecular correction can be evaluated with more advanced/robust

electronic structure models such as the range-separated hybrid functional ωB97M-

V (Mardirossian & Head-Gordon, 2016), double-hybrid functionals such as revDSD-

PBEP86-D4 (Santra et al., 2019), spin-component-scaled dispersion-corrected second-

order Møller-Plesset perturbation theory (SCS-MP2D) (Greenwell et al., 2022), or

domain-local pair-natural orbital coupled cluster singles, doubles, and perturbative

triples (DLPNO-CCSD(T)) (Riplinger et al., 2013; Riplinger et al., 2016).

When applied to the crystal structure prediction for ROY, for example, the com-

bination of dispersion-corrected periodic DFT lattice energies (B86bPBE-XDM) and

intramolecular SCS-MP2D corrections produced the first crystal energy landscape

that was generally consistent with experimentally-known polymorph stabilities (Beran

et al., 2022a). The same approach improves the polymorph rankings for systems

such as molecule X or the pharmaceuticals axitinib and galunisertib (Greenwell &

Beran, 2020), and it produces much more sensible reaction energetics for the solid-

state photochromic reactions described above. Several examples where intramolecular

corrections have proved useful have been reviewed recently (Beran et al., 2023), and

such intramolecular corrections have been incorporated in commercial CSP work flows

(Firaha et al., 2023).

Of course, these intramolecular corrections address only one manifestation of delo-
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calization error, and intermolecular delocalization error can still be problematic in

some systems (such as the acid-base co-crystals mentioned above). Cases have been

found where there are significant errors in both the intra- and intermolecular inter-

actions that fortuitously cancel each other somewhat in the periodic DFT treatment

(Beran et al., 2022b). In those systems, correcting the intramolecular error can have

the unintended effect of exposing the intermolecular errors more fully, leading to worse

agreement with experiment. On the other hand, relying on the cancellation of intra-

and intermolecular errors can also be problematic, since the extent of error cancellation

may differ across different polymorphs on the crystal energy landscape.

Given the clear challenges associated with modeling conformational polymorphs,

the present study investigates the impact of conformational energies on the poly-

morph energy landscapes of molecules XXXI and XXXII (Figure 1) from the 7th

Blind Test. Molecule XXXII exhibits many flexible dihedrals, including several that

might impact the extent of π-conjugation and make its polymorph energy rankings

susceptible to density-driven delocalization error with some DFT functionals. In con-

trast, while molecule XXXI exhibits considerable flexibility, that flexibility does not

alter the extent of the π-conjugation, reducing the likely impact of intramolecular delo-

calization error. Thus, these two systems provide an interesting comparison of how

DFT and other methods perform for conformational polymorphs when π-conjugation-

driven delocalization error either is or is not prominent.
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Fig. 1. Molecules XXXI and XXXII from the 7th Blind Test of CSP. Arrows indicate
flexible dihedral angles. For Molecule XXXII, rotation about dihedral angles d1–d4
in red impacts the extent of π-conjugation.

This study originated with our participation in the structure ranking phase (Phase

2) of the 7th Blind Test, but the investigation here has been extended beyond the

results we submitted for the test. In the sections that follow, we investigate the crystal

energy landscapes for both species with and without conformational energy correc-

tions, examine the nature of the conformational energy errors, and compare the perfor-

mance of a variety of semi-empirical, DFT, and correlated wavefunction methods for

describing those conformational energies. Notably, while modeling the conformational

energies of molecule XXXI proves relatively straightforward, our results highlight the

substantial difficulties that remain when trying to study highly flexible species such

as molecule XXXII.

2. Computational Methods

During Phase 2 of the 7th Blind Test, the Cambridge Crystallographic Data Cen-

tre (CCDC) provided 100 candidate structures of molecule XXXI and 500 candidate

structures of molecule XXXII. The methods we used to select, refine, and rank the
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crystal structures from these lists are described below. To refer to structures from

these sets, we adopt the nomenclature that, for example, #055 refers to structure 55

from original structure list provided for that species by the CCDC.

2.1. Crystal structure selection and geometry optimizations

Molecule XXXI: 99 of the 100 crystal structures provided during Phase 2 of the

Blind Test were fully relaxed (both atomic positions and lattice parameters) with

periodic DFT. The remaining structure, #89 (Z=18), was omitted for computational

expedience, though this structure was later revealed to be experimental form C. The

DFT calculations employed the B86bPBE density functional (Becke, 1986; Perdew

et al., 1996) and exchange-hole dipole moment (XDM) dispersion correction (Otero-

de-la Roza & Johnson, 2012). The projector augmented wave (PAW) approach, a 50 Ry

planewave cutoff and Monkhorst-Pack k-point grid spacing of at least 0.06 Å−1 were

used. The variable-cell QuantumEspresso (Giannozzi et al., 2017) crystal structure

optimizations employed energy and geometry convergence criteria of etot conv thr

= 2× 10−6 a.u. and forc conv thr = 6× 10−4 a.u.

Molecule XXXII: Given the large number of crystal structures and the large unit

cell sizes for molecule XXXII, a hierarchical refinement was used to select structures

for full DFT optimization and ranking. The 500 provided structures were initially opti-

mized with the semi-empirical HF-3c model (Sure & Grimme, 2013) under periodic

boundary conditions using Crystal17 (Dovesi et al., 2018). The original solid-state

implementation of HF-3c was used (Brandenburg & Grimme, 2014), rather than the

rescaled s-HF-3c variant (Cutini et al., 2016). When it became apparent during the

course of the Blind Test that those structures differed too strongly from the final

DFT ones to provide a reliable preliminary ranking, 481 of the structures were then

loosely optimized with periodic DFT, again using the B86bPBE-XDM functional.

IUCr macros version 2.1.17: 2023/05/02



9

These preliminary DFT optimizations employed slightly less dense k-point grids and

looser convergence criteria (etot conv thr = 10−4 a.u. and forc conv thr = 10−3

a.u). The remaining 19 structures were omitted due to their larger unit cells and com-

paratively high HF-3c energies. During the Blind Test, all 33 low-energy structures

lying within ∼5 kJ/mol of the global minimum energy (based either on the DFT ener-

gies or the SCS-MP2D conformational energy-corrected single-point energies described

below) were optimized more tightly with the same settings applied to Molecule XXXI.

This 5 kJ/mol cutoff threshold was chosen due to practical time constraints during

the test, but it unfortunately excluded the experimental structures.

After the Blind Test results were released, the set of tightly-refined crystal structures

was enlarged for the present study to include all 50 most stable structures on the list

we had submitted to the Blind Test, which corresponded to all structures within 7.9

kJ/mol of the global minimum (GM) at the level of B86bPBE-XDM with SCS-MP2D

conformational energy corrections. This expanded list includes a total of 53 structures

from the initial 500, and it includes the experimental forms Amaj and B.

2.2. Single-point energies

To address delocalization error or other limitations in the B86bPBE-XDM confor-

mational energies, final single-point energy calculations were performed that correct

the intramolecular conformational energies with a higher-level of theory (Greenwell &

Beran, 2020),

Ecorrected
crystal = EDFT

crystal +
Z
∑

i

(

EHigher
mon,i − EDFT

mon,i

)

(1)

In this expression, the periodic DFT energy of the crystal (EDFT
crystal) is corrected via

gas-phase monomer calculations performed with the same DFT model (EDFT
mon,i) and

at a higher level of theory (EHigher
mon,i ). The monomer geometries are extracted directly

from each DFT-optimized crystal. The sum in Eq 1 runs over all monomers in the
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unit cell, though exploitation of space-group symmetry reduces the number of unique

monomers that need to be computed to one (if Z ′ = 1) or two (if Z ′ = 2). The

“Higher” levels of theory used here include DLPNO-CCSD(T1) (Guo et al., 2018),

spin-component-scaled dispersion-corrected second-order Møller-Plesset perturbation

theory (SCS-MP2D), and different density functionals. Further details of the gas-phase

conformational energy calculations are discussed below.

2.3. Gas-phase conformational energies

Because a few of the crystals in the molecule XXXI and XXXII sets have Z ′ = 2,

there are a total of 100 symmetrically unique conformations of molecule XXXI and

55 conformations of molecule XXXII. The B86bPBE-XDM gas-phase conformational

energies in Eq 1 were computed in QuantumEspresso, using the same 50 Ry planewave

cutoff and PAW potentials as for the crystal calculations. The molecules were placed

in a large orthorhombic unit cell that ensures separation between any atoms in the

molecule and its periodic images of at least 20 Å in all directions, and only the Γ-point

was sampled.

SCS-MP2D conformational energies were obtained by first obtaining MP2 energies

that were extrapolated to the complete-basis-set (CBS) limit from aug-cc-pVTZ and

aug-cc-pVQZ (Dunning, 1989) results by combining Hartree-Fock (HF)/aug-cc-pVQZ

with CBS-limit correlation energies according to (Helgaker et al., 1997),

EMP2
CBS = EHF

aQZ + Ecorr
CBS = EHF

aQZ +
43Ecorr

aQZ − 33Ecorr
aTZ

43 − 33
(2)

These MP2 calculations were performed with PSI4 (Smith et al., 2020). The final

SCS-MP2D energies were obtained from the MP2 results using the MP2D library

(Greenwell & Beran, 2018).

DLPNO-CCSD(T1) energies were computed in Orca 5 (Neese, 2012) and extrapo-
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lated to the CBS-limit via the focal point approach,

E
DLPNO−CCSD(T1)
CBS = EMP2

CBS + E
DLPNO−CCSD(T1)
aXZ − EMP2

aXZ (3)

where “aXZ” refers to a basis set in the aug-cc-pVXZ family (Dunning, 1989). For

molecule XXXI, the DLPNO-CCSD(T1) calculations use the aug-cc-pVTZ basis, TightPNO

settings and TCutMKN = 10−4. The molecule XXXI results here differ slightly from

those submitted to the Blind Test, where the non-iterative triples variant DLPNO-

CCSD(T0) (Riplinger et al., 2013) was used instead of the iterative triples correction

in DLPNO-CCSD(T1). The mean absolute deviation in the relative conformational

energies between T1 and T0 triples across all molecule XXXI structures is only 0.04

kJ/mol, with a maximum deviation of 0.19 kJ/mol. For further convergence testing, we

examined the difference between using aug-cc-pVDZ and aug-cc-pVTZ energies in the

CBS-limit extrapolation of the DLPNO-CCSD(T) energies (Eq 3). At the DLPNO-

CCSD(T0) level, the resulting conformational energies differed by only a mean abso-

lute average of 0.10 kJ/mol (maximum 0.43 kJ/mol). Similar deviations are found

if one omits the diffuse basis functions by using cc-pVTZ instead of aug-cc-pVTZ.

Finally, the impact of tightening the TCutPNO parameter by an additional factor of 3

(to 3.33× 10−8) was also tested at the aug-cc-pVDZ level, and it altered the relative

conformational energies only by a mean absolute average of 0.06 kJ/mol (maximum

0.15 kJ/mol). Therefore, the default TightPNO setting of TCutPNO = 1.0 × 10−7 was

used instead for the final aug-cc-pVTZ calculations. Details of the convergence tests

can be found in Section S1.3 of the Supporting Information (SI). Taken together, these

results suggest that the DLPNO-CCSD(T1) molecule XXXI conformational energies

are likely converged to within a few tenths of a kJ/mol or better.

Converging the DLPNO-CCSD(T) calculations for molecule XXXII proves more

difficult. First, due to the large molecular size, the aug-cc-pVDZ basis set (1,585 basis

functions) was used instead of aug-cc-pVTZ (3,047 basis functions). For molecule
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XXXI, the convergence testing above found only modest differences between the two

basis sets once extrapolated to the CBS limit. However, the discrepancies might

be larger for molecule XXXII, due to its greater complexity and the more variable

magnitudes of the intra-molecular non-covalent interactions across the different con-

formations. For example, the cc-pVDZ and aug-cc-pVDZ conformational energies of

molecule XXXII vary by a mean absolute deviation of 0.39 kJ/mol, compared to 0.16

kJ/mol for molecule XXXI with the same basis sets. If one uses molecule XXXI as

a guide, this would imply that similarly large differences would be found if one used

aug-cc-pVTZ instead of aug-cc-pVDZ. Second, the molecule XXXII relative conforma-

tional energies are more sensitive to the numerical thresholds and triples treatment.

Convergence testing found that tightening TCutPNO from 10−7 to 3.33 × 10−8 and

employing the iterative T1 triples instead of non-iterative T0 altered the relative con-

formational energies by mean absolute 0.28 kJ/mol on average. While many of the

conformational energies changed only ∼0.1–0.2 kJ/mol, the conformational energies

for several highly-folded conformers changed by a much larger 1.0–1.3 kJ/mol (with

sizable contributions arising from both tightening TCutPNO and using the iterative T1

triples correction). See SI Section 2.4 for details. Accordingly, the DLPNO-CCSD(T1)

with the tighter TCutPNO setting was used for the final benchmark conformational

energies here. Overall, given that the sensitivity of the benchmark XXXII conforma-

tional energies to the basis set and DLPNO parameters are a few times larger than for

XXXI, we coarsely estimate that the molecule XXXII conformational energy uncer-

tainties are probably at least ∼0.5 kJ/mol, and they may be larger for the highly

folded conformations.

The gas-phase conformational energies have also been evaluated with several addi-

tional DFT and semi-empirical models: GGA functional PBE-D4 (Perdew et al., 1996;

Caldeweyher et al., 2017), hybrid functional PBE0-D4 (Adamo & Barone, 1999),
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range-separated hybrid meta-GGA ωB97M-V, and double-hybrid functional revDSD-

PBEP86-D4. PBE and PBE0 are included because of their widespread use in crystal

structure prediction, while ωB97M-V and revDSD-PBEP86-D4 are representative of

the best-performing density functionals from large-scale benchmark studies (Martin

& Santra, 2020; Řezáč, 2022). The PBE-D4, PBE0-D4, and ωB97M-V calculations

were performed with PSI4, while the remaining methods were computed using Orca.

Most of these DFT calculations were performed in the aug-cc-pVQZ basis set. How-

ever, the revDSD-PBEP86-D4 calculations for molecule XXXII employed def2-QZVP

instead due to frequent issues in converging the self-consistent-field equations with the

larger aug-cc-pVQZ basis. Test calculations on molecule XXXI found that the revDSD-

PBEP86-D4 root-mean-square errors relative to DLPNO-CCSD(T1) differed by only

0.02 kJ/mol between def2-QZVP and aug-cc-pVQZ, suggesting that the impact of

using the smaller basis set for molecule XXXII is also probably small.

Three inexpensive semi-empirical models are also considered: HF-3c, PBEh-3c (Grimme

et al., 2015), and r2SCAN-3c (Grimme et al., 2021). These were chosen because of their

potential use for intermediate-level refinement/ranking of candidate crystal structures.

These calculations were performed with Orca.

Finally, the sections below analyze the errors in the conformational energies. It is

important to recognize that the error statistics obtained when comparing two methods

can differ (sometimes significantly) depending on the choice of the reference conformer.

The lowest-energy conformer is commonly chosen for the reference conformation. For

molecule XXXII, however, it was found that a number of models disagree significantly

with DLPNO-CCSD(T1) on the stability of this most stable conformer, and using this

structure as the reference energy effectively imparts this disagreement into the relative

conformational energies of all other conformations. To reduce the biases introduced

by selecting any one particular conformation, the gas-phase conformational energies
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discussed below are computed relative to the average conformational energy computed

at each level of theory. This choice of the reference energy effectively means that

the conformational energy errors offer insight into the distribution of conformational

energies about the average conformational energy.

2.4. Gas-phase conformational energy scans

To understand the energetics of the molecular conformations found in the crys-

tals better, a series of one-dimensional (1-D) gas-phase conformational scans were

performed about selected dihedral angles in each molecule. For each chosen value of

the selected dihedral angle, all other degrees of freedom were relaxed using the same

B86bPBE-XDM model as described above. Single-point energies with various models

were then performed as described in Section 2.3.

For molecule XXXI, a scan was performed about dihedral angle d2 as defined in

Figure 1. For molecule XXXII, 1-D scans were performed about each of d1–d4. For

computational expedience, the molecule XXXII scans were performed on fragments of

XXXII instead of the whole molecule. The fragment used for each scan is shown in the

corresponding potential energy curve figure, and any truncated bonds were terminated

with hydrogen atoms.

3. Results and Discussion

3.1. Molecule XXXI

Three polymorphs of XXXI have been found experimentally. Forms A and B are

related enantiotropically, with form B (#025, P21/c, Z = 4, Z ′ = 1,) being the most

stable form at lower temperatures, and form A (P21/c, Z = 4, Z ′ = 1) becoming the

thermodynamically preferred polymorph at higher temperatures (a transition occurs

at ∼55◦C). Form A has major and minor disorder components, which are represented
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via structures #098 (Amaj) and #001 (Amin), respectively. Form C (#089, R3̄, Z = 18,

Z ′ = 1) is solvent-templated and contains large void channels. Form C is the least

stable form, at least when the pores are unoccupied, and it is omitted here due to its

large unit-cell size (Section 2.1).
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Fig. 2. (a) Impact of applying intramolecular conformational energy corrections to
the relative B86bPBE-XDM lattice energies of the candidate crystal structures for
molecule XXXI. (b) Final B86bPBE-XDM + ∆DLPNO-CCSD(T1) crystal energy
landscape for molecule XXXI. Form B is the most stable form experimentally. Tab-
ulated energetics and additional CSP landscapes can be found in SI Section S1.1

Fig. 3. Crystal structures of the molecule XXXI experimental polymorphs, Amaj and
B, and the predicted global minimum structure GM.

Figure 2a plots the crystal energy landscape obtained after optimizing the 99 struc-

tures with periodic B86bPBE-XDM. This DFT functional predicts the major disor-

der component of form Amaj to be the global minimum (GM). Form B is the most
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stable experimentally, but B86bPBE-XDM predicts that it lies at rank 16, about 4

kJ/mol higher than Amaj. The minor component Amin lies at rank 4, only 0.8 kJ/mol

above Amaj. Correcting the B86bPBE-XDM conformational energies with DLPNO-

CCSD(T1) shifts the relative lattice energies modestly (Figure 2a), and Figure 2b

plots the final crystal energy landscape. Candidate structure #071 shifts from rank

3 at the B86bPBE-XDM level to become the new GM after the DLPNO-CCSD(T1)

correction. The Amaj and Amin structures are destabilized and now sit at ranks 7 and

9, or 2.2–2.5 kJ/mol above the GM. Form B now lies 4.8 kJ/mol above the GM at rank

17. Though these conformational energy corrections shift the relative energies, they

do not alter the qualitative stability ordering among the three experimental forms.

The modest impact of the conformational energy corrections on the relative energies

of the GM and experimental structures can be understood from the close similarities

of the conformations found in all four crystal structures (Figure 3).

The conformational energy-corrected relative lattice energies still disagree with the

experimental room temperature stability ordering by placing Amaj and Amin below

form B. No vibrational free energy calculations are performed here, though results

reported by other Blind Test participants suggest that the inclusion of vibrational

free contributions can preferentially stabilize form B relative to form A at room

temperature.(Hunnisett et al., 2024) Overall, the DLPNO-CCSD(T1) conformational

energy corrections are modest across the full set of crystal structures: the average

magnitude of the shift is 1.1 kJ/mol relative to Form B, and the largest change is 2.9

kJ/mol.

Next, we examine the role of the conformational energies in the relative lattice

energies for the full set of candidate crystal structures more carefully. Because one

of the crystal structures has Z ′ = 2, the set of 99 crystal structures contains 100

symmetrically-unique monomer conformations. The gas-phase DLPNO-CCSD(T1)
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conformational energies of these structures span a roughly 15 kJ/mol range, with

the conformations found in the GM and experimental structures mostly lying near

the middle of the range (6.9–8.0 kJ/mol above the lowest-energy conformation). Amaj

lies moderately higher at 11.1 kJ/mol.

The key conformational flexibility in molecule XXXI involves the central dihedral

angle d2 between the two rings, as defined in Figure 1. Secondary conformational

flexibility involving dihedral angles d1 and d3 impacts the relative orientations of

the two rings, with the fluorine on the benzene ring typically being either syn- or

anti- relative to the isoxazoline heteroatoms. Figure 4 superimposes the distribution

of dihedral angles d2 for the set of monomer conformations onto gas-phase potential

energy scans of d2 computed with B86bPBE-XDM and DLPNO-CCSD(T1). In 78%

of the structures, molecule XXXI adopts an extended conformation with d2 lying in

the range ±150–180◦. This group includes forms Amaj, Amin, B, and the GM. Another

16% of the conformations adopt a more “folded” structure, with d2 dihedral angles of

±40–80◦. These two clusters of dihedral angles generally lie near local energy minima

of the gas-phase conformational energy profile. The remaining 6% of monomers have

intermediate d2 angles in the ±120–140◦ range, which correspond to conformations

that are energetically-unfavorable in the gas-phase.
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Fig. 4. Gas-phase conformational energy profile for rotation about the central dihedral
angle of Molecule XXXI as computed with B86bPBE-XDM (purple) and DLPNO-
CCSD(T1) (gray), and the difference between the two (green). For comparison, the
figure also plots the energy differences between the DFT and coupled cluster models
for each of the conformations found in the set of crystals as a function of the d2
dihedral angle (blue circles). For consistency with the crystal results in Figure 2, all
energies here are plotted relative to the molecular conformation found in the form
B crystal (red circle).

None of these three molecule XXXI dihedral angles impacts the extent of π-conjugation

in the molecule. Nevertheless, B86bPBE-XDM exhibits errors up to ∼5 kJ/mol rel-

ative to DLPNO-CCSD(T1) (Figure 4). The most notable discrepancies stem from

B86bPBE-XDM underestimating the stability of the conformations with greater over-

lap of the ring systems. Similar behavior has been observed previously for B86bPBE-

XDM and π-π interactions (Beran et al., 2022b). Although the crystal conformation

energy differences between B86bPBE-XDM and DLPNO-CCSD(T1) are not com-

pletely captured by the dihedral angle d2 descriptor, Figure 4 shows that B86bPBE-

XDM errors in the crystal conformations (blue points) largely track with the difference

between B86bPBE-XDM and DLPNO-CCSD(T1) computed on the gas-phase scan

(green curve). The results for other electronic structure methods on this scan can be

found in SI Section S1.3.
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Fig. 5. Gas-phase molecule XXXI conformational energy errors relative to DLPNO-
CCSD(T1) for several electronic structure methods, in kJ/mol. The root-mean-
square error is also indicated. The conformational energies at each level of theory
are defined relative to the average conformational energy in the set.

Although B86bPBE-XDM predicts the XXXI conformational energies reasonably

well, it is interesting to investigate what level of theory is required to achieve a

more faithful description of the conformational energies for the moderately complex

molecule XXXI that does not appear to exhibit strong π-conjugation delocalization

error effects. Figure 5 plots the error distributions for several different electronic struc-

ture models. Raw conformational energies are tabulated in SI Section S1.2. In these

box plots, the center line indicates the median error, the yellow box contains 50% of

the errors, and the whiskers show the most extreme errors. Figure 5 shows that both

the B86bPBE-XDM and PBE-D4 GGA functionals perform similarly, with root-mean-

square (rms) errors of 1.3 kJ/mol. The hybrid functional PBE0-D4 reduces the rms

error by 40% to 0.8 kJ/mol. PBE0-D4 makes the largest improvements relative to the

GGAs for the most strained conformations (d2 ∼ 120–140◦) and near the d2 ∼ ±60◦

basins. Unsurprisingly, the inclusion of van der Waals dispersion corrections is impor-

tant for these conformational energies, and omitting the corrections increases the rms
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errors ∼2–3-fold (data not shown).

The range-separated hybrid meta-GGA ωB97M-V and the double-hybrid revDSD-

PBEP86-D4 functionals perform even better than PBE0-D4, with rms errors of 0.4

kJ/mol and 0.3 kJ/mol, respectively. MP2 performs well for the extended conforma-

tions which comprise most of the conformations in this set, but it overestimates the

favorable π-π interactions between rings in the more-folded conformations, leading to

a larger 0.7 kJ/mol rms error. The SCS-MP2D dispersion correction addresses this

problem and reproduces the DLPNO-CCSD(T1) conformational energies with an rms

error of only 0.2 kJ/mol.

Examining the largest errors in the Figure 5 conformational energy error distribu-

tions, the GGA errors lie within roughly ±3 kJ/mol of DLPNO-CCSD(T1), the global

hybrid PBE0-D4 functional clearly improves the accuracy to around ±2 kJ/mol, the

range-separated hybrid meta-GGA ωB97M-V and double-hybrid revDSD-PBEP86-

D4 obtain errors within ±1 kJ/mol, and SCS-MP2D achieves ±0.6 kJ/mol. The good

fidelity among revDSD-PBEP86-D4, SCS-MP2D, and DLPNO-CCSD(T1) is further

apparent in Figure 6, which shows the strong correlations (R2 = 0.94–0.97) between

the conformational energy corrections achieved when any of these three models is

used to correct B86bPBE-XDM. As a result, a similar crystal energy landscape is

obtained regardless of which of these methods (or even PBE0-D4) is used to correct

the B86bPBE-XDM lattice energies (Figure 2a). The excellent consistency among the

different methods also provides confidence in the accuracy of the benchmark confor-

mational energies.
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as computed with SCS-MP2D, revDSD-PBEP86-D4, and DLPNO-CCSD(T1) for
molecules XXXI (red) and XXXII (blue). The conformational energy corrections
were evaluated relative to form B of both species.

Finally, given the interest in using inexpensive semi-empirical models for intermedi-

ate refinement/ranking of structures, we tested three of Grimme’s semi-empirical “3c”

methods: HF-3c, PBEh-3c, and r2SCAN-3c. HF-3c calculations are very fast but also

rather unreliable, with an rms error of 2.8 kJ/mol and maximum errors up to 8 kJ/mol

(SI Table S3). PBEh-3c and r2SCAN-3c offer better accuracy, with rms errors of 1.3

kJ/mol (max 4.0 kJ/mol) and 1.1 kJ/mol (max 2.6 kJ/mol), respectively (Figure 5).

PBEh-3c is not recommended because it exhibits particularly large errors for certain

conformations and is computationally expensive compared to the other “3c” meth-

ods tested, but the excellent balance of low-computational cost and good accuracy of

r2SCAN-3c is quite promising.

3.2. Molecule XXXII

Molecule XXXII is much larger than XXXI and has many more conformational

degrees of freedom. It has a complex solid-form landscape, with at least 8 anhydrate

forms, four hydrates, six solvates, and seven other transient or unidentified forms
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having been observed. The Blind Test focused on the two anhydrates whose crystal

structures have been determined, Forms A and B. The experimental screening report

(Hunnisett et al., 2024) provided to the Blind Test organizers indicates that Form B

(#232, P 1̄, Z = 4, Z ′ = 2) is believed to be the thermodynamically stable polymorph,

while Form A (#317, P 1̄, Z = 2, Z ′ = 1) is thermodynamically metastable, at least

at room temperature and above. Form A exhibits disorder in rotation of the the

difluoro-methyl group, and structure #317 corresponds to the major component of

the disorder, Amaj. It should be noted that the experimental investigation of the

molecule XXXII solid-form landscape was challenging, and this understanding may

be incomplete.(Hunnisett et al., 2024)
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Fig. 7. (a) Impact of applying intramolecular conformational energy corrections to
the relative B86bPBE-XDM lattice energies of the candidate crystal structures for
molecule XXIII. (b) Final B86bPBE-XDM + ∆DLPNO-CCSD(T1) crystal energy
landscape for molecule XXXII. Form B is the most stable form experimentally.
Tabulated energetics and additional CSP landscapes can be found in SI Section
S2.1
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Fig. 8. Crystal structures of the molecule XXXII polymorphs Amaj and B, and the
predicted GM structure. Green arrows point to key dihedral angle d2, which is 108◦

in the GM structure versus nearly planar in the experimental polymorphs.

From the initial set of 500 molecule XXXII crystal structures, 53 low-energy struc-

tures were selected for full B86bPBE-XDM geometry refinement as described in Sec-

tion 2.1. The resulting crystal energy landscapes computed with B86bPBE-XDM and

three different conformational energy correction models are plotted in Figure 7, and

selected crystal structures are shown in Figure 8. At the B86bPBE-XDM level, forms

Amaj and B lie 0.1 kJ/mol apart and 4.7–4.8 kJ/mol above the lowest-energy structure

(#423). Applying either SCS-MP2D or revDSD-PBEP86-D4 conformational energy

corrections moderately alters the B86bPBE-XDM landscape, stabilizing some of the

lowest-energy structures relative to Amaj and B by a few tenths of a kJ/mol, and

making structure #500 (GM) similar to (SCS-MP2D) or lower in energy (revDSD-

PBEP86-D4) than #423. However, applying the DLPNO-CCSD(T1) conformational

correction alters the landscape considerably. Although forms Amaj and B lie within 2

kJ/mol of one another across all four landscapes, the DLPNO-CCSD(T1) conforma-

tional correction stabilizes a number of other low-energy structures substantially. As

a result, Amaj now lies 8.8 kJ/mol above the GM, while the experimentally-preferred
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form B lies 10.5 kJ/mol above it. In other words, the DLPNO-CCSD(T1) conforma-

tional energy correction has a substantial impact, approximately doubling the energy

window that separates the experimental forms from the most stable form on the land-

scape.

Some of the lower-energy structures on the crystal landscape might conceivably

correspond to some of the other 6 uncharacterized anhydrate forms that have been

observed experimentally. Nevertheless, it is surprising that the reportedly experimentally-

preferred form B would be computed to lie 10.5 kJ/mol above the GM. The vast

majority of observed crystal polymorphs (including conformational polymorphs) lie

within 10 kJ/mol of one another (Nyman & Day, 2015; Cruz-Cabeza et al., 2015),

and the errors in the relative lattice energies computed with quantum chemistry are

typical considerably smaller than 10 kJ/mol (Whittleton et al., 2017a; Whittleton

et al., 2017b; Hoja et al., 2019; Greenwell et al., 2020; Beran et al., 2022a).

The large differences between the final DLPNO-CCSD(T1)-corrected molecule XXXII

landscape and the experimental understanding suggest that there are likely problems

with the computational and/or experimental results. Potential issues might include

the neglect of finite-temperature contributions that significantly reorder the structures

on the landscape, unusually large errors in the quantum chemistry lattice energy calcu-

lations, and/or the incomplete experimental understanding of the system. Addressing

any gaps in the experimental understanding is beyond the scope of this work. We

have not performed free energy calculations on the crystals due to the large unit cell

sizes. However, a couple other participating groups in the Blind Test did perform free

energy calculations, and forms Amaj and B remained at least several kJ/mol above

those groups’ respective GM structures (Hunnisett et al., 2024).

Here, we investigate one aspect of the accuracy of the lattice energy calculations: the

accuracy of the conformational energies. Molecule XXXII exhibits a wide variety of
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conformations across the 55 symmetrically-unique molecular structures extracted from

the 53 crystal structures. They range from highly-extended to somewhat folded, and

span a gas-phase energy window of more than 40 kJ/mol. The most stable conforma-

tions adopt highly-folded structures with strong intramolecular interactions. Interest-

ingly, the GM crystal structure contains the least stable conformation in this set, lying

43 kJ/mol above the folded conformation in structure #331 in the gas phase. In con-

trast, the conformational energies of the experimental polymorphs are approximately

average within the set (see SI Section S2.2). In the condensed phase, extended confor-

mations will be less penalized due to the ability to form intermolecular interactions

with the surrounding environment. For example, placing the models in a methanol

or water polarizable continuum solvent model reduces the energy window spanned by

the conformations moderately, but the GM conformation still remains among the least

stable conformations and lies ∼25 kJ/mol above the structure #331 conformation or

∼10–20 kJ/mol above the form Amaj or B conformations.

Among the many conformational degrees of freedom in molecule XXXII, dihe-

dral angles d1–d4 (Figure 1) have the largest potential impact on the extent of π-

conjugation and therefore to manifest delocalization error issues. For d1, all 55 con-

formers examined adopt a narrow range of angles near 45◦ (or 135◦). The absence

of significant variations in the extent of π-conjugation across d1 among the poly-

morphs means that any errors in describing the energetics associated with dihedral

d1 should largely cancel in the relative lattice energies. Similarly, the intramolecu-

lar N-H· · ·N hydrogen bond prevents dihedral angle d3 from deviating significantly

from planarity in this set of structures. However, dihedral angles d2 and d4 vary more

widely across the different structures and prove to be the most important with regard

to π-conjugation-related delocalization error in practice.
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Fig. 9. Potential energy scans for key dihedrals d2 and d4 using the molecular fragments
of molecule XXXII shown. The upper panel shows the potential energy curve, while
the lower one plots the errors relative to the DLPNO-CCSD(T1).

Specifically, whereas most of the molecule XXXII conformations adopt roughly pla-

nar d2 and d4 angles, 8 structures rotate the amide torsion d2 out of the plane to

∼100◦–110◦, and 3 rotate the thioether out of the plane (d4) to ∼40–65◦. Both changes

decrease the amount of π-conjugation in the molecule, making these structures poten-

tially problematic for density functionals that exhibit substantial delocalization error.

To test this, Figure 9 plots conformational energy scans performed for d2 and d4 on the

fragments of molecule XXXII shown. Similar scans for dihedral angles d1 and d3 are

provided in the SI Section S2.3. For both d2 and d4, GGA functionals B86bPBE-XDM

and PBE-D4 overestimate the torsional barriers by up to ∼4–5 kJ/mol compared to

DLPNO-CCSD(T1)—i.e. they over-stabilize the more conjugated planar structures.

Problematic delocalization error issues have been observed for both of these func-

tional group types previously (Beran et al., 2022b). The hybrid PBE0-D4 functional

reduces the error somewhat, while further improvements are obtained with the higher-

level methods. Interestingly, whereas most of the models tested here overestimate the
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torsion barriers, ωB97M-V underestimates them. SCS-MP2D performs very well for

dihedral d4, but it overestimates the barrier for dihedral d2 by up to 2 kJ/mol, versus

only 1 kJ/mol for revDSD-PBEP86-D4. Note that in contrast to d4, the orientation

of the –OCHF2 group para- to the thioether exhibits much smaller B86bPBE-XDM

conformational energy errors.

The errors observed for the 11 aforementioned molecule XXXII crystal conforma-

tions that deviate from planarity about d2 or d4 are consistent with these fragment

molecule scans. B86bPBE-XDM and PBE-D4 overestimate the DLPNO-CCSD(T1)

conformational energies for the conformations with non-planar d2 and d4 by an average

4.6 and 5.2 kJ/mol, respectively, with maximum errors of nearly 7 kJ/mol. Switch-

ing to the hybrid PBE0-D4 functional reduces that to 3.3 kJ/mol (max 4.6 kJ/mol),

SCS-MP2D to 2.5 kJ/mol (max 4.2 kJ/mol) and revDSD-PBEP86-D4 to 2.2 kJ/mol

(max 3.7 kJ/mol). Returning to the crystal polymorph energies in Figure 7, almost all

of the large disagreements between the SCS-MP2D and DLPNO-CCSD(T)-corrected

lattice energies occur for structures that exhibit non-planar amide bonds d2. DLPNO-

CCSD(T1) stabilizes conformations with non-planar amides moreso than SCS-MP2D

or revDSD-PBEP86-D4. As a result, B86bPBE-XDM with DLPNO-CCSD(T1) con-

formational energy corrections predicts those non-planar amide structures to be the

most stable ones on the entire landscape (Figures 7 and 8).

In addition to the conformations that are under-stabilized by B86bPBE-XDM, seven

other molecular XXXII conformations are over-stabilized by ∼3–5 kJ/mol relative to

DLPNO-CCSD(T1) (3.9 kJ/mol on average, see SI Table S6 for details). No unifying

structural trends were identified among these structures. The largest-error case adopts

a fairly “folded” conformation, while others are more extended. Errors associated with

the conformational energies of the saturated six-membered rings also appear to play

a role in some cases. These cases serve as a reminder that the conformational energies
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of highly flexible molecules can be difficult to model correctly even without changes

in π-conjugation.
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Fig. 10. Gas-phase molecule XXXII conformational energy errors (kJ/mol) vs DLPNO-
CCSD(T1) for several electronic structure methods. The conformational energies at
each level of theory are defined relative to the average conformational energy in the
set

Figure 10 plots the conformational energy error distributions obtained using various

electronic structure models. Similar to molecule XXXI, improving the electronic struc-

ture model generally reduces the errors relative to DLPNO-CCSD(T1). The 1.4–1.7

kJ/mol rms errors for the three best models, ωB97M-V, SCS-MP2D, and revDSD-

P86PBE-D4 are about half as large as those for the GGA functionals (2.8–3.1 kJ/mol).

Hybrid PBE0-D4 lies in between the two sets with an rms error of 2.3 kJ/mol. Among

the “3c” methods, only r2SCAN-3c gives reasonable accuracy, with an rms error of

2.4 kJ/mol, slightly larger than PBE0-D4. However, it is notable that the widths of

the error distributions and the root-mean-square errors for molecule XXXII are sub-

stantially larger than for XXXI. For example, SCS-MP2D gives an rms error of only

0.2 kJ/mol for molecule XXXI, compared to 1.6 kJ/mol for XXXII. Moreover, the

conformational energy corrections computed with SCS-MP2D, revDSD-PBEP86-D4,
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and DLPNO-CCSD(T1) all disagree considerably with one another (Figure 6), with

R2 values of 0.56–0.72. This markedly contrasts the high consistency and excellent R2

values of 0.94–0.97 found for molecule XXXI.

The large discrepancies between DLPNO-CCSD(T1) and most of the other methods

might raise questions about the reliability of the DLPNO-CCSD(T1) benchmarks. As

discussed in Section 2.3, however, test calculations suggest the DLPNO-CCSD(T1)

relative conformational energies for most conformations appear to be converged to

within ∼0.5 kJ/mol with regard to the DLPNO numerical thresholds, basis set, and

use of T1 instead of T0 triples. The DLPNO-CCSD(T) calculations that proved most

difficult to converge involved the highly folded conformations (especially #331 and

#120), but the agreement among SCS-MP2D, revDSD-PBEP86-D4, and DLPNO-

CCSD(T1) is reasonable for those conformations (SI Table S6). We further test the

DLPNO-CCSD(T1) calculations by comparing them against canonical density-fitted

CCSD(T)/aug-cc-pVDZ energy calculations for the small fragment molecule scans

about d2 and d4. Those tests found that DLPNO-CCSD(T1) differs from full CCSD(T)

by 0.4 kJ/mol or less for d2, and 0.1 kJ/mol or less for d4. This does not rule out

the possibility that the local approximations in DLPNO-CCSD(T1) become more

problematic in the full molecule, but the fact that the errors between SCS-MP2D and

DLPNO-CCSD(T1) are similar in magnitude for both the small fragments and the

full molecules suggests that the small fragments provide a reasonable model system.

In other words, the DLPNO-CCSD(T1) energies appear robust across several different

potential sources of error.

Due to the large size of molecule XXXII, we have not benchmarked the perfor-

mance of the B86bPBE-XDM intermolecular interactions against higher-level elec-

tronic structure methods. However, we observe that the energy difference between

forms A and B and the energies of those forms relative to the GM obtained with our
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conformationally-corrected B86bPBE-XDM results appear to be generally consistent

with the results from other participating groups in the Blind Test that applied hybrid

density functionals to the full crystals (Hunnisett et al., 2024). This provides cause

for some optimism that the intermolecular energies associated with molecule XXXII

may be easier to model than the conformational energies, and that the crystal lattice

energy landscapes here are reasonably well-converged with respect to the quantum

chemistry treatment.

Overall, the impact of conformational corrections beyond GGA DFT are much more

important for molecule XXXII than for molecule XXXI. Even with the conformationally-

corrected lattice energies, however, the predicted polymorph stabilities for molecule

XXXII do not agree with the reported experimental stabilities of forms A and B, and

the experimental forms lie surprisingly high above the predicted GM on the crystal

energy landscape. Computing accurate conformational energies for molecule XXXII

proves challenging even with state-of-the-art electronic structure methods. Neverthe-

less, between our own results and those from other groups participating in the Blind

Test, we did not identify any evidence that the errors in the relative lattice energies

would be large enough to account for the apparent disagreement between the com-

puted landscape and the reported experimental interpretation. Further experimental

work to solve additional crystal forms and to determine the crystal structures of the

unknown forms would be very useful to resolving the discrepancies between theory

and experiment. In closing, we note the possibility that it may be difficult to crys-

tallize the GM and the other most stable crystal structures identified here, since the

need to adopt the highly-unstable non-planar amide conformations could hinder their

crystallization kinetics (Bhardwaj et al., 2019; Abramov et al., 2020).

IUCr macros version 2.1.17: 2023/05/02



31

4. Conclusions

The Blind Tests provide an excellent opportunity to assess the quality of state-of-

the-art crystal structure prediction techniques. The 7th Blind Test contained several

systems whose complexity is comparable to that frequently faced in industrial appli-

cations. Focusing on molecules XXXI and XXXII, we investigated the role of confor-

mational energies in the crystal energy landscapes and sought to understand how well

widely-used electronic structure methods can capture them. Molecule XXXI proves rel-

atively straightforward: While typical GGA functionals exhibit modest errors in the

conformational energies, these errors can be ameliorated readily using hybrid DFT

or more advanced electronic structure models. Among the semi-empirical methods,

r2SCAN-3c proves the most promising, with accuracy intermediate between the GGA

and hybrid functionals at a low computational cost.

Molecule XXXII proves much more difficult, due to its extremely high conforma-

tional flexibility, wide range of conformational energies, and some examples of delocal-

ization error derived from changes in the π-conjugation. Even the best range-separated

and double-hybrid density functionals or dispersion-corrected MP2 methods tested

here exhibit errors up to several kJ/mol relative to the DLPNO-CCSD(T1) confor-

mational energies. Regardless, the results demonstrate the importance of refining the

conformational energies beyond the GGA or even hybrid DFT levels for challenging

CSP cases. The present study also demonstrates how consideration of multiple lev-

els of theory in the energy calculations can help assess the errors and uncertainties

associated with the predicted crystal energy landscapes.

Interestingly, for both molecules XXXI and XXXII, the relative lattice energies

computed here disagree with what has been inferred from experiment. For XXXI, the

discrepancies can probably be attributed to our neglect of finite temperature effects

and/or the typical uncertainties associated with quantum chemistry calculations. For
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molecule XXXII, however, the discrepancies between the computed crystal energy

landscape and the experimental understanding appear too large to be explained by

such factors. Additional work to quantify the modeling errors associated with the

intermolecular contribution to the lattice energies would be valuable. At the same

time, further experimental efforts to solve the unknown molecule XXXII crystal struc-

tures and reveal their relative stabilities are clearly needed. Finally, further investi-

gations should also consider whether the crystallization of the thermodynamically

most-stable forms on the computational crystal energy landscape might be hindered

by their highly-unfavorable intramolecular conformations.

Supporting Information: Crystal energy landscapes in graphical and tabulated

forms, tables of the conformational energies, additional conformational energy scans,

and data from the DLPNO-CCSD(T) convergence testing are provided in PDF format.

B86bPBE-XDM optimized crystal structures and the molecular geometries extracted

from the crystals are provided in CIF and XYZ formats, respectively.
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Synopsis

The conformational energies and crystal energy landscapes for molecules XXXI and XXXII
from the 7th Blind Test of Crystal Structure Prediction are investigated with a variety of
electronic structure methods. Whereas molecule XXXI can be modeled relatively straight-
forwardly, molecule XXXII proves challenging even for state-of-the-art quantum chemistry
techniques.
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