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Two-phase almost minimizers for a
fractional free boundary problem

Mark Allen and Mariana Smit Vega Garcia

Abstract. In this paper, we study almost minimizers to a fractional Alt—
Caffarelli-Friedman type functional. Our main results concern the op-
timal C%* regularity of almost minimizers as well as the structure of
the free boundary. We first prove that the two free boundaries F'*(u) =
9{u(-,0) > 0} and F~ (u) = 9{u(-,0) < 0} cannot touch, that is, F" (u)N
F~(u) = 0. Lastly, we prove a flatness implies C*7 result for the free
boundary.
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1. Introduction
1.1. The Alt—Caffarelli-Friedman functional

Alt, Caffarelli and Friedman gave in [4] the first rigorous mathematical treat-
ment of the two-phase energy

T, U) = / Vul? + / A xpusop + A X{ucops (1.1)
U U

where U C R” is a domain with locally Lipschitz boundary, and A* > 0. This
is a two-phase version of the one-phase free boundary problem (also called
the Bernoulli problem) studied in [3], first introduced to model the flow of
two liquids in jets and cavities and subsequently found to have applications to
numerous problems including eigenvalue optimization, see [16].

We say that u is a minimizer of J in the open set U if J(u, V) < J(v,V)
for any open set V with V C U and any v € W12(U) with v = win U\V. Given
a minimizer u, the free boundaries are defined as F*(u) = U N d{4u > 0}.

When F+(u) N F~(u) = ), each portion of the free boundary F*(u) is
the free boundary of a minimizer to a one-phase problem whose regularity was
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established in [3]. When F*(u) = F~(u), the regularity of the free boundary
was studied in [4] when n = 2, and subsequently in [6-8]. More recently, De
Philippis [16] addressed the so-called branch points, that is, points around
which the free boundary contains both one-phase and two-phase points at
every scale. More precisely, let Frp(u) = FT(u) N F~(u) denote the two-
phase points, Fop(u) = (F(u) U F~(u))\Frp(u) denote one-phase points,
and Fpp(u) = Frp(u) N Fop(u) denote the branch points. In [16] (and [31]
when n = 2), the authors obtain regularity of two-phase points. That is, given
any xo € Frp(u)NU, there exists o > 0 such that F*(u)NB(xg, o) are C+1/2
graphs. This interesting result is particularly significant for branch points,
which motivated the question of whether branch points actually occur. The
existence of a minimizer for which the free boundary exhibits a branch point
was proved in [12], where the authors prove that there exists a minimizer that
exhibits a ‘pool’ of zeroes.

Given that branch points can occur, understanding their geometry be-
came an important goal. The authors in [15] proved that for certain symmetric,
critical points in dimension two, the branch points in the free boundary are
locally isolated. In contrast, when one considers almost minimizers, the situa-
tion is vastly different: in [12], the authors prove that the set of branch points
for almost minimizers can be essentially arbitrary. To describe the almost min-
imizers that will be addressed in this paper, consider the following notion of
almost minimizers for energy functionals, first introduced in [5]:

Definition 1.1. Let ro > 0. A gauge function is a function w : (0,7r¢) — [0, 00)
which is non-decreasing with w(0+) = 0. We say that u € VVéf(U) is an almost
minimizer (or w-minimizer) for the Dirichlet energy D(u,U) = [, [Vul* if for
any ball B, (x¢) € U with 0 < r < rg, we have

D(u, Br(x0)) < (1 +w(r))D(v, B, (20))
for any v € u + Wy *(B,(x0)).

Almost minimization is the natural property to consider when accounting
for the presence of noise or lower-order terms in a problem. The articles [11-
14,22] studied almost minimizers for functionals of the type first studied by Alt
and Caffarelli in [3] and Alt, Caffarelli and Friedman in [4]. Almost minimizers
have also been studied in the context of the Signorini problem in [27], in [29] for
the variable coefficient setting, in [26] for the obstacle problem for the fractional
Laplacian, and in [28] for the parabolic thin obstacle problem. Recently, [17,18]
addressed almost minimizers for systems with free boundary.

1.2. The Fractional Laplacian and Caffarelli-Silvestre extension

Throughout the paper we will utilize an extension that allows one to localize
the fractional Laplacian which is a nonlocal operator. Given 0 < s < 1 and
dimension n, we denote a point (z,y) € R"*! with 2 € R". Denote with
By (z0,y0) = {(z,y) € R"™ |(x,9) — (20,90)| < r}. We will refer to the plane
R™ x {0} as the thin space, and call B, (x¢) := B,(z9,0) N {y = 0} the thin
ball, while B,.(z,0) C R"*! will be the solid ball. When the balls are centered
at the origin, we will simply write B,.(0) = B, and B,.(0,0) = B,..
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We start by recalling one of the definitions of the fractional Laplacian
(—Az)%: given @ € LY(R™, (1 + |z[**2%)71) = {w : R® — R measurable

[w(z)]
f]Rn 1+T;|i+2sdx < OO}

i(x) — 4z + 2)

‘Z|n+2s dZ,

(—AwfﬁC@::ChﬁpN:/
where C),  is a normalization constant. Nonlocal problems involving the frac-
tional Laplacian have received a surge of attention in recent years. In particu-
lar, the extension procedure given in [10] has led to incredible progress in the
field. The localization involves the following Poisson kernel (for the extension

operator L,), given by

l—a
P(z,y) = Cna ] pEsery (z,y) € R" x Ry = R,
" (22 + [yP?)
where a = 1 — 2s € (—1,1). One then considers the following convolution:

u(z,y) :=ax P(-,y) = / W(z)P(x — z,y)dz, (v,y) € R
Then u(z,y) solves the following Cauchy problem:
Lou=div(y*Vu) =0 in R}
u(z,0) = a(x) on R™,

where V =V, , is the full gradient. For the purpose of this paper, it will be
more useful to multiply div(y®V) by the weight y~¢ to obtain the operator

Lo=A+20,. (1.2)
Yy

Clearly, div(y*Vw) = 0 if and only if £L,w = 0. The importance is when there
is a nontrivial right-hand side and we wish to use the comparison principle,
which is best given for non-divergence form equations.

One can recover (—A,)®% as the fractional normal derivative on R™:

(=A% 0(x) = —Chq lir(r)lJr yoyu(z,y), xz € R
y—)
understood in the sense of traces. Denoting the even reflection of u in the
y-variable to all of R™*! still by u, that is,
u(x,y)zu(z,—y), ZIJER”, y<07

then @(z) is s-fractional harmonic in an open set U C R™ if, and only if, u(z, y)
satisfies

Lou=0inU =R U (U x {0}) UR™M. (1.3)
We have L,u = 0 in RT™ so (1.3) is equivalent to
Lou =0 in By(x0,0)

for any ball B,(xg,0) with 29 € U such that B,(z¢,0) € U, or, equivalently,
B.(xg) € U. Noticing that solutions of this equation are minimizers of the
weighted Dirichlet energy [, (20,0) ly|*|Vv|?, one obtains Proposition 1.1 from
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[26], which states that a function @ € L'(R", (1 + |z|"*2%)~1) is s-fractional
harmonic in U 1f and only if, its even reflected Caffarelli-Silvestre extension
u(x,y) is in W22 (U, |y|*) and for any ball B,.(x¢,0) with 2o € U and B,(x) €

loc
U, we have
[oweweps [ e
B, (20,0) By (20,0)

for any v € u + Hg (a, B.(70,0)) (with HE(a, B-(70,0)) defined shortly in the
next subsection.)

Motivated by the Alt-Caffarelli-Friedman functional in (1.1), and the
developments in the theory of the fractional Laplacian, the first named author
considered in [1] minimizers of the energy functional

/ 1yl Vaf? + / X0 A Xy
Qn{y=

where 0 C R""!. The main result of [1] states that the two free boundaries
Ft(u) = 0{u(-,0) > 0} and F~(u) = d{u(-,0) < 0} cannot touch, that
is, F¥(u) N F~(u) = 0. While in the case s = 3 the separation of the free
boundaries follows from an application of the Alt—Caffarelli-Friedman mono-
tonicity formula, the general case s € (0,1) is addressed in [1] through the use
of a Weiss-type monotonicity formula. The paper [1] followed [2], where the
case § = % was considered, and [9], where the one-phase version for general
s € (0,1) was studied. Regularity of the free boundary in the one-phase prob-
lem for 0 < s < 1 was given in [19], and when s = 1/2 the higher regularity of

the free boundary was shown in [20,21].

1.3. Almost minimizers

Inspired by [1], and by the potential ways in which almost minimizers might
differ from minimizers described in [12], in this paper we are interested in
almost minimizers of the energy functional studied in the context of minimizers
in [1]

J(u,Q) = / 1]Vl + / A Xpus0y + A XqucoydH, (1.4)
Q QN{y=0}

considered over the class
H'(a,Q) = {v € L},.(Q) |y|? v, y|? Vv e L*(Q)}.

Here A\* are positive constants. Throughout the paper we will also con-
sider the space H}(a,Q) which is the subset of H'(a,2) with zero trace on
Q. Tt is well known (see for instance [30]) that H'(a, ) and H}(a,Q) are the
the closures of C§°(92) and C'*°(Q) respectively with the norm

1/2
ol oy = ( [+ |Vv|2>|y|a)

(We remark that sometimes in the literature the L? norm of v is not
weighted for the norm of H'(a,)); however, standard techniques can show
the two spaces are equivalent.) Following the definition for almost minimizers
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to the fractional obstacle problem when 0 < s < 1 given in [26], we define
almost minimizers for the fractional Alt—Caffarelli-Friedman functional when
0<s<1.

Definition 1.2. Let ro > 0 and w : (0,79) — [0, 00) be a gauge function. We say
that w € LY(R™, (1 + |2/|**2%)~1) is an almost minimizer of (1.4) in an open
set U C R™ with gauge function w if its reflected Caffarelli-Silvestre extension
u(z,y) € WU, |y|*) and for any ball B,.(x¢,0) with 2o € U and 0 < r < rg

loc

such that B,.(xo,0) € U, we have
J(u, B-(20,0)) < (1 4+ w(r))J(v, B-(z0,0))
for any v € u + Hi(a, By(w0,0)).
We will assume w(r) = xr® for some £ > 0 and « € (0,1]. With the

extension and subsequent local nature of an almost minimizer, we will actually
consider the following more general definition of an almost minimizer.

Definition 1.3. Let  C R"*! be an open set, u € H'(a,f) with u(z,y) =
u(z, —y) and assume that u is a-harmonic in Q\{y = 0}. We say that u is an
almost minimizer of (1.4) if there exists £ > 0 and « € (0, 1] such that for any
ball B, (z¢,0) € €2, we have

J(u, Br(20,0)) < (1 + kr®)J(v, Br(20,0))
for any v € u + Hi (a, B, (w0,0)).

Notice that we make the assumption that almost minimizers are a-
harmonic off the thin space. Such an assumption is similar to what was as-
sumed for almost minimizers for the fractional obstacle problem in [26]. This
assumption is natural for 0 < s < 1 with s # 1/2 since the only relevance for

y > 0 comes from the Caffarelli-Silvestre extension for the fractional Lapla-
cian, where all functions and competitors are a-harmonic off the thin space.

Definition 1.4. Given u an almost minimizer, we define
F*(u) := Qno{u(-,0) > 0} F~(u) = Qno{u(-,0) < 0},
F(u) = F"(u) UF™ (u),

and call F(u) the free boundary of w.

1.4. Main results

Our first main result addresses the optimal regularity of almost minimizers:

Theorem. (Optimal Regularity, see Theorem 2.3) Let u be an almost mini-
mizer of J on By with 0 < s < 1. Then u € C%*(By).

Next, we show that, similarly to what happens with minimizers, the two
free boundaries F'™(u) and F~(u) cannot touch:

Theorem. (Separation of free boundaries, see Theorem 4.1) Let u be an almost
manimizer of J on By with 0 < s < 1. Then F*(u)NF~(u) = 0.

Finally, we prove a flatness implies C™" result for the free boundary:
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Theorem. (Flatness implies C'7, see Theorem 7.4) Let u be an almost mini-
mizer to J in By with constant k and exponent . Assume that ||ul|co.s(p,) < C
and |u—U| < 1y in By, where in polar coordinates x, = pcos(),y = psin(6),
U (depending only on xn,y) is given as

Uley) = (o2 cos(0/2)) .

and is the prototypical 2D solution for our free boundary problem. If 7o and
x are small enough depending on a,n, s, then F(u) is C17° in By 3 for some
Yo > 0 depending on n, a, s.

1.5. Outline of the paper

In Sect. 2, we prove optimal C%* regularity of almost minimizers. In Sect. 3,
we discuss nondegeneracy. In Sect.4, we show that the two free boundaries
cannot touch, and also show a separation in the full thick space. To prove
the regularity of the free boundary we follow the outline in [23] for the case
s = 1/2. In Sects.5 and 6 we prove intermediate results necessary for our
flatness implies C*7 result for the free boundary, which is done in Sect. 7.

2. Optimal regularity

In this section, we prove that almost minimizers have optimal C%* regularity.
The following boundary Harnack principle (Theorem 2.4 in [9]) will be utilized
throughout the article.

Proposition 2.1. Let u,v > 0 satisfy Lou = Lov = 0 in Bo,.N{y > 0}. Assume
that u(x,0) = v(x,0) = 0 for v € Ba,. Then there exists a constant C = C(n, a)
such that

sup v < CU(O’T).
B.n{y>0} V ’U(O,T)

Since y** is a-harmonic, it follows that
lyQS U(Oﬂ") <

5 <
C res B,n{y>0}

0,
sup  u < Cy*® L( 5 T).
r S

We start with growth estimates for a-harmonic functions. We will utilize
the following result from [26]:

Lemma 2.2. (Lemma 3.1 from [26]) Let v € H'(a, Bg) be a solution of L,v =0
in Bgr. If v is even in y, then for 0 < p < R,

p n+l+4+a
[ ovael < (2)77 [ walr,
B, Br

p\nt3ta
[ P < (%) R
B, Br

Theorem 2.3. (Optimal C®® regularity) Let u be an almost minimizer of J on
By with 0 < s < 1. Then u € C%*(By).
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Proof. We will follow the outline in [1]. Let u be an almost minimizer in
Bj. For every 0 < r < 1, we consider the a-harmonic replacement v of w in
B, = B,(z,0) C By, that is, L, = 0 in B, and v = u on dB,.. Since u is an
almost minimizer we obtain

/ 1y Vaf? + / A Xm0 + A Xguco)
B, B,

T

< (14 rr™) ( [+ [
B, B

[t < @y ([ peiwoe o) o,

B, B,

M Xqosor + >\_X{v<0}>

r

so that

We then obtain

/ 1y Vaf? < / W[Vl + Crm 4 e / 1y Vol?.

r B, B,

Using that v is a-harmonic we have that
[ V@ wP = [ pva? - vop),
B, B,
so that
[ e -wp <o e [ v,
B,

r

We now choose 0 < p < r < 1 and utilize Lemma 2.2 to obtain

| owereat = [ it

P B,

32/
BP
<2 ( / YV — W) + / |y“|W|2>
r BP
n+1l+a
<crmame [ vl +2(2)7 [ e
B, r B,

9 p n+1l+a 9
<crmwe [ v+ 2 (8 [ e,
B,

r

Y1V (v —w)* + IyI‘IIVv|2>

T

Now choosing § < 1/2 with the choices r = 6%, p = §**! and pu = 6" we
have

[ vl < ot st cpste) [yl
Bsk+1

sk
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At this point, fix ¥ = 1/2 and choose § small enough such that Cud! ™ <
wy/2. Then let k > N € N be large enough such that k6*® < /2. Then we
obtain for k£ > N,

/ I Val? < Ot + oy / 1y Vaf2.
Bsk+1 Bk

By iterating the above inequality, we obtain that
k—N
[ wervap s ot Yo [ i
Bk j=0 Bsn
C -
< gl
- B

. C (5k>n a 2
= [ e

The constant ¢ is now fixed from below. Then for any r = §% with & > N, we

have
[ e < o= [ v
B, (1 —~)on- B,

Then for a new constant C' and any r < 6~ we have

/ 1y Vaf? < Crm / 19/ Vuf2.
B, (z,0) B

From the estimate above the proof follows as in the second half of the proof
in Theorem 3.1 in [1] using that w is a-harmonic off the thin space. O

Throughout the paper, we will often make use of the following estimate
obtained at the end of the above proof. If u is an almost minimizer in By, and
if BT(I, 0) C B3/4(0)7 then

/ VulPlyl® < Cr, (2.1)
B, (z,0)

with the constant C' depending on dimension n, a, and fBl ly|%|Vul?. We note
that this estimate is obtained only when the ball is centered on the thin space.

The energy functional J has a natural rescaling. For a fixed point (z¢,0) €
F(u), we will consider the rescaling

u(’f‘l’ + 2o, 'I"y)
up(z,y) = —

The next result shows that by letting r become small, the almost mini-
mizer u, becomes closer to becoming a minimizer. This technique is a common
approach to studying almost minimizers and is why so many results require
“for r small enough.”

Proposition 2.4. Let u be an almost minimizer in Q with B, (xg,0) C Q. If

u(’f‘l’ + 2o, ’I"y)

up(z,y) = e

b
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then

J(ur, By) < (1 + kr®)J(v, By),
for any v € u, + H}(a, By).
Proof. Let v € u+ Hi(a, By(0,0)), and denote

r

Now
J(u, By(x0,0)) =r"J(u,,By) and J(v,B,(x0,0)) =r"J(v,, B1).

Then since

J(u, Br(20,0)) < (1 4+ &r%)J (v, B-(x0,0)),
we have that

J(uq, B1) < (14 xr*)J (v, By).
O

This next result is an almost-Caccioppoli inequality and will allow us to
bound the Dirichlet energy on the interior.

Proposition 2.5. Let u be an almost minimizer on Ba. Then for any B, (x,0) C
By, there exists two constants Cq,Co with Cy depending on n,a and J(u, Bg)
and Cy depending only on n,a such that

C
[ vl s 2 e
Bi/a(2,0) " JB(2,0)

Proof. By rescaling and translation we may assume integration over the unit
ball centered at the origin, so by Proposition 2.4

J(u,By) < (14 kr*)J (v, By).
We utilize the standard cut-off function 0 < n < 1 for the Caccioppoli

inequality with n =1 on By/,. We let v = u — 7n%u in the inequality above
with 7 > 0. We then obtain

/ 2Vl y|” <
B1

Q

By~ [ (S, Iyl
+ K B,

+ / 4P Vi ly|°
B

- / 472 (T, Vily|® + 72 |Vl lyl°.
By

We note that J(u, By) is bounded in the rescaling from (2.1). The final
term on the right hand side can be absorbed into the left by choosing 7 = 1/2
small. The second and third terms can be separated using Cauchy’s inequality
just as in the standard proof of the Caccioppoli inequality. Consequently, we
have

/B VulPPlyl® < Crr® + Cy / WV lyl°,
1

By
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and the conclusion follows. O

We end this section by showing that blow-up limits of almost minimizers
are in fact minimizers of the functional.

Lemma 2.6. Let uy be a sequence of almost minimizers on By, ar, (0,0) with
rr, — 0 and M}, — oo. Assume that

[ Vbl < o, (22)
By vy, /2
Then for a subsequence
) = 2022
Tk

converges uniformly on compact sets to u, which is a local minimizer on R™+!
(meaning u is a minimizer on any ball centered on the thin space).

Proof. By the optimal C?* regularity for almost minimizers, we have the ex-
istence of a subsequence %, which converges on every compact set in C%7 for
every 0 < v < s to a limit function w. For simplicity in notation, we will
assume by translation that our ball Br(xg,0) over which we show u to be a
minimizer is centered at the origin (0, 0).

Fix R > 0 and € > 0, and let ¢ € H}(a, Bg(0,0)). We will compare
J(tg) to J(ur + ¢ + n(u — a)) with  a cut-off function. Since we are only
assuming the weak convergence in H'(a, Bg), it is possible for V(u — ) to
concentrate on a sphere; however, the concentration cannot occur on every
sphere simultaneously which motivates the following construction. For j € N
and 0 <4 < j, let ; ; > 0 be a standard radial cutoff function such that

{ mig(r) =1 if[2] < R—e+ie/j
Nij(x) =0 if|z]>R—e+ (i+1)e/j
and |Vn; ;| < j/e. We define
Ajj={x:R—e+ei/j<|z|<R—e+e(i+1)/j}.
From the assumption (2.2) and (2.1) we have for all k

/ (IVaxf? + [Vul? + Vo)l < C. (2.3)
Br

We now choose j large enough such that C/j < €, and note that j is now fixed.
From (2.3) for each k there exists some 0 < i < j (with ¢ depending on k) such
that

[ (vl val + (9Pl < (24)
i
from which it follows that also

/ IV (i — )2 [y]® < 2e. 25)
A

(2%
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Recalling that |V, ;| < j/e, we utilize the uniform convergence of @, to u and
choose k > Ny € N large enough so that |, — u| < (¢/5)?. We then have

/‘|vwk+w+mdm—awwwws0e
A

i
From the size of the set A; ; it follows that
J (g —l—lﬂ—I—ni,j(u—ﬂk),Ai’j) < Ce. (2.6)

We will now compare J(ug, Br) to J(ax + v + n;;(u — ax), Br). By
Proposition 2.4 we have

J(tg, Br) < (1 + kr®)J(t + ¢ + n;,j(u — Uy), Br).
We observe that
J (U + b +nij(u— 1), Br) = J(u+ v, BR_c(j—i)/5)
+ J (g + 9 + i (u — ), Ai j)
+ J (g + 9, BRABR—c(j—(i+1))/)-

Then cancelling like terms and using the almost monotonicity, we have

J (i, Br—e) < J(Uk, Br—e(j—(i+1))/5)
< wrpdJ(ag + ¢ +ni5(u — ax), Br) + J(u 49, Br_c(j—i)/j)
+ J (g 4 + nij(u — ), As j)
< Ckry + J(u+ 1, Br) + Ce.

By weak convergence in H'(a, Bg) we have that

[ 19aPlole < timint [ [9alyl,
U k—oo Ju

for all U C Bg. Also, since %, — u uniformly on compact sets, we have that

/ AT X fus0y + A X{u<o} < likrgi(gf/ A Xqar>0y + A7 X{ar<o}-

Br—« Br—e

Furthermore, r, — 0 as k — oo, so putting together the above inequalites we
obtain

J(u,Br—) < likminf J(tg, Br—e) < likminf Crry + J(u+ v, Br) + Ce
— 00 —00
= J(u+1,Bgr) + Ce.
Since € can be made arbitrarily small, we conclude

J(U,BR) < J(u + ¢,BR).
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3. Nondegeneracy

In this section, we address the nondegeneracy of almost minimizers which will
be instrumental in the study of the free boundary.

Lemma 3.1. Let u be an almost minimizer on By. There exists a constant C'
depending on n,a, J(u, Bs) such that if w > 0 on B, = B.(x,0) C By, and
u < er® on OB.(z,0), then

/ |Vul?|y|* < Cmax{e?,r*}r".
Br/2(110)

Proof. From Proposition 2.5 we have

C
[ wapr <ot S e
B,./3(x,0) T JB.(x,0)

S Crn+a + C?"_2€27"2S7”n+1+a
— C,,,n+a 4 062T'n

< Cmax{e, r*}r".

The following lemma is a weaker nondegeneracy result.

Lemma 3.2. Let u be an almost minimizer on By with B,(e1r,0) C {u > 0}.
Then there exist constants 7,19 depending only on n, s, k, a, J(u, B1) such that
if r <rg, then

sup u > T1re.
B,./2(re1,0)

Proof. We apply the usual rescaling of u(rz)/r®, and by Proposition 2.4 we
may assume we are on Bj(eq,0). Suppose that

sup u=¢€
By 2(e1,0)

which we will take to be small. Define ¢ (z) a cut-off function such that ¢ (x) =
0 for x € By/g(e1,0) and ¢(x) = 1 for x ¢ By /4(e1,0). Let v = min{u, ep}. We
have that J(u, By/4(e1,0)) < (14 kr®)J (v, By 4(e1,0)). We also have that
HuBialer ) = [ vl [ A
B1/4(e1,0) Bia(er
=[P A By
By a(e1,0)

and

/ Vol2lyl” = / Vully|?
By 4(e1,0) By a(e1,0)N{u<tp}

+ef/ IV y|*
By a(e1,0)n{u=>v}
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From Lemma 3.1 we have
/ |Vu|2|y\a < C’max{e2,7"a},
By 4(e1,0)
so that
/ |Vol?|y|* < Cmax{e?,r*}.
By 4(e1,0)
Then by the almost minimality of u we obtain
[ vyl X Byaten)
31/4(6110)
= J(u, Bya(e1,0)) < (14 wr®)J (v, By4(e1,0))
—@r) ([ Rl A Byae\Bus(en)
By /a(e1,0)

< (1 + kr®) (Cmax{e®, r*} + A Bya(e1)\Bys(er)]) -

Thus,
« c 2 L«
[Byya(en)] < (1 + wr%)|Bja(e1)\Buys(er)] + 1 max{e”, r}.
We obtain a contradiction if both r and e are chosen small enough. ([

This next result will transfer this nondegerenate growth to the thin ball.

Lemma 3.3. Let u be an almost minimizer in By with B,(re1,0) C {u > 0}.
Then there exist T,rg > 0 depending only on n, s, k,a, J(u, By),\T such that
if r <rg, then
sup u > 7re.
B,./2(re1)
Proof. Suppose by contradiction that the result is not true. Then there exist

a sequence of almost minimizers u;, and radii r, — 0 such that B, (rrpe1,0) C
{u > 0} but

sup  ug <ri/k.
By, /2(rke1)
We rescale by letting @, = ug(rgx)/r;. From optimal regularity, we have
that g is universally bounded and will converge on compact sets of By (e, 0)
to ug > 0. Furthermore, ug(z,0) = 0 for any = € By 3(e;). Lemma 3.2 allows
us to conclude that ug is not identically zero on Bj/s(eq,0). Finally, by the
almost minimality of u; we have

[ wuPpr <) [ [ 0P+ B alen)
Bi/2(e1,0) By /2(e1,0)
for any smooth ¢ that vanishes on 9B /5(eq,0).

Letting £k — oo, so that rp — 0, we conclude that uy minimizes the
weighted Dirichlet energy, so that ug is a-harmonic on Bj(eq,0). Moreover, ug
is not identically zero, but achieves a minimum of zero at an interior point
(ug(x,0) = 0 for any x € By/s(e1)), thus reaching a contradiction. O
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The next Lemma is the final step before our main result of this section,
Theorem 3.5.

Lemma 3.4. Let u be an almost minimizer in Bypr(0,0) with u(0,0) = 0. There
exist universal A, M,ro > 0 such that if r < ro and B,(re1,0) C {u > 0}, then

sup u > (L+A) sup w.
By (0) B, /2(re1)

Proof. Suppose by contradiction that the result is not true. Then there exists
a sequence of points (zy,0) and of almost minimizers uy on By, s, with i, — 0
and

sup  up = up(xk,0) < (14+€;) sup  ug
By, my, (0) B, /2(rre1)

with My, — oo and € — 0. It is also assumed that wu(0,0) = 0. By Lemma
2.6, a subsequence of the rescaled functions

) = 2]
Tk
converges (uniformly on compact subsets) to @ a local minimizer on R+,
From the uniform convergence, we conclude that (0,0) = 0. Moreover, there
exists a point (zo,0) € By/a(eq,0) such that supg. to(z,0) = to(zo,0) > T,
where the last inequality follows from Lemma 3.3.
From estimates of the sequence 1, we also obtain

|ao(x,y)| < Cl(z,y)|® for all (x,y) € R

Since g is a minimizer and not just an almost minimizer, then L,uy = 0 in
{u > 0}. Since 4y is even in the y-variable, from the explanation in Sect. 1.2,
we have that

—c lirr%) y*0ytio(zo,y) = 0.
y—)
Then from the extension principle explained in Sect. 1.2, the restriction o (z) =
to(x,0) satisfies
(—A)’ug(zg) = fc;i_r% y*0ytip(z0,y) = 0.
From the strong maximum principle for the fractional Laplacian, we
conclude that @p(x) is constant everywhere on the connected component of

{u(-,0) > 0} containing (z¢,0), and the constant is greater than or equal to
7. Since u is continuous this contradicts the fact that o (0,0) = 0. 0

We now prove the main result of this section.

Theorem 3.5. Let u be an almost minimizer on By. If 0 € F*(u), then there
exists a universal ¢ > 0 depending on n, s, J(u, By) such that

sup u > cr® forr <1/2.
B(0)
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Proof. We begin by assuming (by rescaling) that u is an almost minimizer on
By with M as in Lemma 3.4. Since the origin is a free boundary point, we
choose 1 € By;-+ N{u( -0) > 0}. Let r; = d(z1, F(u)), and let & € F(u)
such that d(z1,%1) = r1. By Lemma 3.4, there exists xo € B, p(Z1) with
w(xe,0) > (14 N)u(xy,0). We now proceed in the same manner to inductively
choose points xj, that satisfy
o u(ri1,0) > (1+ Nu(ax, 0)
o if 1y, = d(xy, F(u)) and Ty is a free boundary point realising the distance,
then Tyl € BMrk (.f?k)
Notice that |xgy1 — x| < (M + 1)r. The induction ends at the index
ko when the sequence zj leaves Bi, which is guaranteed since the sequence
u(xg,0) grows geometrically and u is bounded on Bs. We have

w(xy,,0) = ( Z u(xga1,0) —u(xk,0)> + u(xy)

1<k<ko

>\ Z u(xg,0) > CA Z d(z, F(u))®

1<k<ko 1<k<ko
> L)\ Z |Trp1 — 2k]®
(M + 1)6 1<k<kg
> Ch A Z |Te1 — 2| > Cr|The | — |22])
1<k<ko
> 02"rk0|'

This achieves the result for » = 1. By rescaling we achieve the result for r < 1.
O

4. Separation of the free boundaries

In this section, we prove that the two free boundaries of the positive and
negative phases for almost minimizers cannot touch, similarly to what happens
with minimizers (see [1]).

Theorem 4.1. Let u be an almost minimizer in By. Then FT(u) N EF~(u) = 0.

Proof. Suppose by contradiction that there exists xo € F(u) N F~(u). We
rescale u at xg in the following way:

u(re + xo,y)
Uy (x) = T
By the C%* regularity, we conclude that for some sequence ry, — 0, that
ur, — U in all compact subsets of R™. Furthermore, by Lemma 2.6, ug is
a minimizer (not just an almost minimizer) on all balls centered on the thin
space. From nondegeneracy in the thin space, Theorem 3.5, we obtain that

0 € F*(u) N F~(u). This contradicts Theorem 6.1 in [1]. O

We now give a separation in the full thick space of R**!.
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Theorem 4.2. Let u be an almost minimizer in By. Let 0 € FT™(u) (F~(u)).
Then there exists some 1 (depending on u) such that u(z,y) > (<) 0 for any
(x,y) with |(z,y)| <.

Proof. We show the case in which 0 € F'*(u). From Theorem 4.1 there exists
p > 0 such that u(z,0) > 0 for any |z| < p. Let v satisfy

Loo=0 inB,N{y>0}
v=—u"  ondB,N{y >0}
v=0 onB,.
From the comparison principle for a-harmonic functions we have that v < u

in B, N {y > 0}. By Proposition 2.1, we conclude that —u~ < v < Cy*® on
B,/2N{y > 0}. Then

u

7 >—C in B,;;N{y > 0}. (4.1)

Assume by contradiction that there exists (zx, yx) — (0,0) with u(xg, yi)
< 0. We let ry, = d((zg, yk), F T (u)) with (Zx,0) € F*(u) and ry = |(zg, yx) —
(Zk,0)|. We now rescale by

un(,y) = u(rpz Jrfkarky)'
Tk

By optimal regularity, nondegeneracy, Lemma 2.6, and Theorem 4.1, we
have that for a subsequence u;, converges uniformly on compact sets of R™+! to
a local minimizer up with 0 € F*(ug). From (4.1) we have that ug > 0. (Note
that the negative part of u is bounded by below by a factor of r,%s where as
the blow-up occurs with a scaling of r.) By uniform convergence, we conclude
that (x,yx) — (%o, y0) with u(zo,yo) = 0 and d((zo,%0), F 1 (up)) = 1. By
Theorem I in [1], ug(z,y) > 0 whenever y > 0, so that necessarily yo = 0.
From Theorem 4.1, for k large enough

ug(x,0) >0 for any z € Bs.

Furthermore, since d((x,yx), F(u)) = 1 and since y — 0, it follows that for
k large enough

ug(2,0) =0 for any = € Bs/4(x0),

and the same result will be true for ug. In addition, ug > 0, so by Proposition
2.1 we have the following Hopf-type lemma for a-harmonic functions:

lirg+ y*Oyup(x,y) >0 for any x € By 4(xo). (4.2)
y*)
With odd reflection uy (z,y) = —ug(x, —y), we have that uy, is a-harmonic

on the full ball B4 (x0,0). If wy(z,y) := y*0yur(z,y), and with even reflection
wy(z,y) = wi(z, —y), then wy, is —a-harmonic on the full ball By, 4(x0,0). By
uniform convergence results for —a-harmonic functions we have that wy(x,y)
converges uniformly to y*0yug on By /p(x,0) N {y > 0}. Since ug(xp,yr) < 0
and uy(zy, 0) = 0, it follows from the mean value theorem that y*0yur (z, 21) <
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0 for some 0 < 2z < yg. Then from the uniform convergence for —a-harmonic
functions we conclude that

hr% yaayuo(xo, 0) < 0.
y%
However, this contradicts (4.2). O

Proposition 4.3. Let u > 0 be an almost minimizer on Bs. There exists a
constant ¢ depending on n, s, k,a and fBz |Vu|?|y|* such that if (x,y) € Bs /o
and if d((z,y), F'(u)) > d((z,y), {u = 0}), then

u(z,y) = cd((z,y), F(u))*.

Proof. Let r = d((x,y), F(u)). We need only prove the result for r small.
Suppose by contradiction the result is not true. Then there exists ry — 0,
almost minimizers uy, and points (x, yx) satisfying the assumptions such that

u(Tk, Yr)
— —0.
Tk
Let (Zy,0) € F(ug) with rp = d((xg, yx), F(ug)). By translation, we assume
(Zx,0) = (0,0). Define
_ u(re®, ri
g (z,y) = M
Tk
Then there exists a subsequence such that u; — wug in Hl(a,Bg) and
uniformly in Bs. Furthermore, ug is a minimizer in By and by nondegen-
eracy is not identically zero. Finally, (zx/rk,yx/m%) — (%o,%0) € OB; and
d((xg/rr, yere), F(ug)) = 1, and d((zxk /7%, yr/7%), {4k = 0}) > 1/4. From the
uniform limit, we have that u(zo,y0) = 0. Now u > 0 whenever |y| > 0, so by
the strong minimum principle for a-harmonic functions, we conclude yy = 0.
Now from Lemma 3.3, we have for large enough k that
sup up > c.
Bi/2(z0)
Furthermore, for large enough k as yx — 0, we have u(z,0) > 0 for = €
Bs/4(0), so that

[ vaP < ) [ V(a6 Byl
Bs/4(z0,0) Bs/4(z0,0)

Then in the limit, we conclude ug is a-harmonic, nonnegative, and not
identically zero, so that by the strong minimum principle for a-harmonic func-
tions w > 0 in Bj/4(x0,0), but this contradicts u(z,0) = 0. O

5. Comparison subsolutions and supersolutions

Our remaining goal for the paper is to prove a flatness implies C1” result for
the free boundary, which will be done in Sect. 7. This will be done following the
ideas from both [20,23] (where the regularity of the free boundary is studied
for the case s = 1/2).
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Having proven that F*(u) N F~(u) = ) and that u > (<)0 in a neigh-
borhood of any point of F'*(u) (or F'~(u))), the study of the free boundary is
reduced to the study of the one-phase problem. Consequently, for the rest of
the paper we will assume that u > 0, so that we may assume A~ = 0. Further-
more, by a multiplying factor we may assume that AT is chosen appropriately
so that U (defined below) and not a constant multiple of U is a solution.

We first recall from Proposition 2.4 that the standard rescaling

up(z) 1=

of an almost minimizer w satisfies J(u,, B1) < (1 + xr®)J(v,, By). This can
be rewritten as J(u,, B1) < (140).J(v,, B1). Assuming that |u||g1(4,,) < C,
and choosing our test function v, to be the minimizer of J on By with v, = u,
on 0By, we conclude that

J(up, By) < J(v., By) + Co.

u(rz)

As in [23], we will utilize the above inequality to consider the regularity
of the free boundary. Consequently, for the rest of the paper we assume that
u satisfies the following three properties in Bj.

e (H1) wiseveniny and [jul|co.«(m,), |ullg1(a,B,) < C.
e (H2) J(u,By) < J(v,B;)+ o for some small o.
d((,y), {u=0}*

P ) ) = ), P

In [23] four conditions are assumed; however, since we make the assump-
tion that almost minimizers are a-harmonic off the thin space, only three
conditions are needed. Recall the discussion immediately after Definition (1.3)
for why this is a natural assumption.

We now show why condition (H3) is satisfied for minimizers; this is a
consequence of nondegeneracy and the boundary Harnack principle.

Proposition 5.1. Let u be an almost minimizer on Bs. Then u satisfies condi-
tion (H3) on Bj.

Proof. Let (z,y) € By and let d = d(x, F(u)) with (29,0) € F(u) and
d((z0,0), (z,9)) = d. If d((z,y),{u = 0}) > d/4, then (H3) is a consequence
of the nondegeneracy result in Proposition 4.3.

We now assume the case in which d((x,y), {u = 0}) < d/2. From Propo-
sition 4.3 we have u(z,d/2) > c3d®. From Proposition 2.1 we have

2s 2s _ 2s
vy Al(z,y) {u=0})

77T T Al y), Fu)y

u(x,y) > cu(z,d/2)
O

We start by recalling (see [24]) the prototypical 2D minimizer for our free
boundary problem (which up to multiplicative constant) is given by

U(p.0) = (o2 cos(0/2))2s.
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It will also be convenient to reference
H(p,0) = p'/? cos(6/2).

We recall the following properties from [24]. If 7 = pcosf, n = psiné,
p >0, —7m <0 <, then

From equation (3.1) in [23] we have

]
) 7 : 1
(Tl ) <C if |7-1_7—2‘ S§|(7—2777)|3

H (TQaT])
from which it follows (with a new constant 2C) that
U‘r (Tla 77) . 1
——=<C iflm—m < . 5.2
U-,-(TQ,?]) = 1 ‘Tl T2| = 2|<T2,77)| ( )

We now recall the family of functions Vg from [23] (see also [22] for
a more detailed explanation). Let us motivate the construction of Vg .. The
idea is to modify the prototypical 2D minimizer to construct a subsolution or
supersolution to our free boundary problem. In the simple case of the origi-
nal Alt-Caffarelli problem, the prototypical 1D minimizer would be acl Now
taking a hyper-surface S, if 7 is the distance to S, then

A7 = —k(x)

where k is the mean curvature of the level set of the distance function 7 to S.
Then by choosing S appropriately we can have either At > (<)0. Furthermore,
we have that |V7| = 1 on S, so the approach to the boundary remains the
same. Thus, 7 would be either a subsolution or supersolution to the original
Alt-Caffarelli problem. For the thin one-phase problem, the construction is
more difficult since the prototypical minimizer is 2D.

For any ¢ € R we initially define the following family of functions

el = (14 $0) UG (5.3)

For an (n — 1)-dimensional C? surface S C R™ and a point X = (z,7) in
a small neighborhood of S, we call Ps x the 2D plane passing through X and
parallel to both the normal to S and the vector (0,7). We then define

Vs,c(X) :=ve(T,m). (5.4)
If (x1,...,2p—1) = 2’ and
1
S = {mn =¢ -2+ 2($')TM37/} )

for some ¢ and M, then we define Vs ¢ ¢(X) := Vg (X). Finally, for small
1> 0 we denote the class

Vir= Vargrc  IMILICLIET < ).
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The next lemmas construct a viscosity subsolution and supersolution to
our free boundary problem. We recall the notion dV/97° = 1 as given in
[23,24] as

Vi(z,y) = U((x —z0) - v(20), 2) + o(|(z — w0, 2)[*),  as (z,y) = (20,0),

where v(z() denotes the unit normal at zy to 9{V(-,0) > 0}.

Lemma 5.2. Let V = Vi e ¢ € V), with p < pg. There exists Co > 0 such that
if

L—U‘MZCO/LQ,
1—a

then V is a comparison subsolution to the thin one-phase problem in Bsy:

(i) LoV = pPlylin By (V),

oV
(i) i 1 on F(V).
Similarly, if

¢

1—a

—tr M < —Cou2,

then V is a comparison supersolution to the thin one-phase problem in Bsy:
(i) LoV < —pPlyl| in BF (V),

(i) % =1on F(V).

Proof. From the definition of V' the free boundary condition (i7) is satisfied.
We therefore only need to check condition (7). Since the variable 7 is the
distance (in the x variable) to the surface S, we have (under a rotation in x)
that 9,7 = 1, so that 92 7 = 0. Then

A, = —k(2),

where x(x) is the mean curvature of the level set of the distance function 7 (in
the x variable) to S. As in the proof of Proposition 3.2 in [20], the principle

curvatures are given by

K (x*

Iil(l') — l( ) ;
1 — 7k (x¥)

where * is the closest point on S to . As shown in [20], we have
[K(2)| < Cp,
5 (5.5)
|k(z) —tr M| < Cp”.
We now compute

2 ad 0?
EaV(x,y) = <8T2 + 5671’} + 87’}2) V¢ — (8-,—1)():%(%).
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Using polar coordinates we have

Lave = (L4 (¢/4))LaU + (C/4)(Lap)U +2(V(1 +C/49), V)
— 0+ (¢/4)-
= /92

¢

BT

+a 0
P U+ (C/Z)a—pU

Uy, +(¢/2)U,

Moreover,
Orvc — Uy = (¢/4)(0:p)U + (C/D)pUs
= (¢/4)(cos U + (¢/4)sU.
Since p < 2, then from (5.1) it follows that U < U, /s, so that
Drvc = Uy| < [¢/2)U < £, (5.6)
Therefore

LV(z,y) — /(1 —a) — M), = —

T aUT — Oruek(x)
(/1 - a) — D),
= —0;vck(z) + trM U,

and so from (5.5) and (5.6) we conclude
LV (z,y) — (¢/(1 —a) —trM)U,;| = |(=0rvc + Ur)k(x) + (trM — r(x)) U]

< B0 |n(@)| + Cp?U,

< C,uQUT.
We may then conclude that if (/(1 —a) — trM > 2Cu?, then

LoV (x,y) > CpUs > Cop®ly|' "
Similarly, if ¢/(1 — a) — trM < —2C§2, then
LoV (x,y) < —CpPU, < =Cop®ly|' .

As in [20] we utilize the domain deformation given by

Uz, y) = V(e =V(z,y)en, y)-
We have the following result for V.
Proposition 5.3. Let V = Var¢r ¢ € V,, with p < pg. Then V' is strictly mono-

tone increasing in the ey-direction in B;(V), Moreover, V satisfies the fol-
lowing estimate in Bo

- 1
Viw.y) =@yl < Ci®s av(ey) = ¢ o' — 5 M’
£ 2 2
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Proof. We first show that v, satisfies

¢ ¢
Ur+ 5o = Cutin) Swve(rn) SU(T+ 2p" + Cutym), (5.7)

with p? = 72 + 7% and ~¢(1,7) = %pz. Taking derivatives of (5.1) we obtain
2
|UTT‘ S 7U’T'
p

If 6 < p/2, then
(7 +6,m) = (U(7,6) + pUr(7,0)) | < 6*|Ur(7",m)| < C82p~ U (7,m).
The last inequality utilizes (5.2). Using again (5.1) we then have

(1 - %5 - C;Qa?> U(r,n) > U(T +6,1) > (1 + %6 - C;ﬁ) U(r,m).

We now choose § to satisfy

S ] ¢
b+ C=62=2
PR 4"
so that

2
(14—2) U(r,n) ZU(T—Fiin—C(;).

From the quadratic equation, we have that ¢/p = O((). Since |¢| < p we have
that

<1 + i) U(r,n) >U <T+ é%pQ - CuQ,n) .

Applying the same computations to

S s ¢
-C=62=2
p p? i
we obtain (5.7).
To finish the proof of the proposition, we need to relate 7 to x,. Since 7
is the signed distance to the surface S := {z,, = g(2’)}, as shown in (3.14) in
[20], we have that

or
1>—>1-Cp* in B. 5.8
5 2 I 1 (5.8)
By integrating this inequality along the segment from (z/, g(z’)) to (', zy),
we obtain

|7 (zn — g(a"))| < Cp.

Furthermore, in By the surface S and {z,, = 0} are within distance p, so
that |7 — 2| < Cp. Combining with || < p, we conclude
¢ ¢

) 2y S /9 2 <|£| . < 2
45( +n°) 4S(n+n)f48\7+:rn|\7 T, < Cu
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Applying the above inequalities to (5.7) we conclude

0 (s (2 +02) — 5T o = O )
< ve(z,y) (5.9)
<U (w + (f(xQ +v7) - %(:v’)TMx’ —& -2+ Cu2> en,y) :

O

Lemma 5.4. Let V €V, and let S = {z, = g(z’)}. If p < po, then there exist
constants ¢, C' such that

Uy ((xn — 9(2))/2,y) < Vo, (x = g(2")en, y) < CUL(zn — g(2'),y).
Proof. Note that

or
an = 8TUC (T7 77) (97

Recalling (5.8) we have
1
537114 < Vfbn < a‘,—’UC.

Since

O-ve =Ur + %pUT + %cos@ U

=U, + %(s + cos9)U,

we have (1/2)U; < 0;vc < 2U,. Integrating along the line segment from
(2, g(x"),y) to (¢, zn,y) and using (5.8), we obtain

30— 9(a") £ 7 < a0 — gla).

The conclusion then follows. O

The biggest difficulty in studying almost minimizers is that unlike min-
imizers, they do not satisfy an Euler-Lagrange equation. Instead, one must
utilize the energy functional directly. Since almost minimizers do not satisfy a
PDE in the positivity set, we cannot utilize a comparison principle. This next
Lemma is a key element that will establish a comparison principle for almost
minimizers.

Lemma 5.5. Assume u satisfies (H1)-(H3), and u >V = Vager ¢ € V275 in
By. If

Lfteru,

1—-a
and o < p© with C = C(s,n) large, then

u(x,y) > Vare (@ +toen,y)  in By for some tg > 0.
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Proof. We will show that for each point (x¢,vo) € By /4 there exist some r and
t both depending on (xg,yo) such that V(x +t,y) < u for (x,y) € B, (xo,yo)-
Since B, /4 18 compact, we may choose a finite covering and find a minimum
to, and the conclusion of the Lemma follows.

We first consider the case in which yo > 0. Since L, (u—V') < 0 whenever
y > 0, it follows from the comparison principle for £, that (u — V) > 0 in a
neighborhood of (xg,yo), and the existence of ¢,r depending on (xg,yo) easily
follows.

We now consider the case in which yo = 0. We first treat the subcase
in which z¢ is an interior point for the coincidence set (i.e. u(x,0) = 0 if
|z — o] < 71 is small enough). Then from the Hopf principle (4.2) for the
equation £, we have

lim 40, (u = V)(x0,y) > 0.
y*)

Also
lim y*0y(u — V) (zo,y) =L with L < cc.

y—0

(This last statement is true because (xp,0) is an interior point for the coin-
cidence set.) Then there exists L < Ly < oo as well as ry small enough such
that

Viz,y) < Liy'™® < u(z,y) for any (z,y) € B,,(z0,0).

It follows that for small ¢ that V' (xg + ten,y) < u(x,y) in By, /2(20,0).

We now turn to the more difficult case in which (zg,0) € {V(z,0) > 0}.
We will now utilize the fact that w is an almost minimizer (property H1). We
define

Tyt (o P )*:fi M=M+27
V(:c,y) M, ¢ <x+8nen7y ) C C 27’7/’ +2n .

From Proposition 5.3, we have

V(x,y) < V(x,y) near By, V(x,y)>V (x + i

16n’y) n Bia.

We now set
Umax = max{u, V}, Umin := minfu, V},
and note that
Umax = U, Umin = V. near 0B.
Using that « is an almost minimizer we have
J(u, B1) < J(tmax, B1) + 0.
From direct computations we have
J (Umax, B1) + J (Umin, B1) = J(V, B1) + J(u, By).
Putting the above two together we have

J (Umin, B1) — J(V,B1) < 0. (5.10)
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In order to obtain an inequality from below for the difference in energy we first
consider the modified functional

Jw, By = J(w B) + 1 [ 2ulyl,
By
among all H!(a, By) functions w satisfying min{V, V} <w < V. From Propo-
sition A.1 we have that V is the minimizer, and thus we can conclude

J(Umin, B1) — J(V, By) > 2u2/ (V' — Umin)|y]- (5.11)

B1
Now we will assume by contradiction that V is tangent by below to u at
some point (zg,0) € {V(z,0) > 0} N By 4. This means that any translation
V(z + ten,y) with t > 0 cannot be below u in a neighborhood of (zg,0). We

now aim to show an integral bound of the form

/ (V = tmin) [yl = 1. (5.12)

1

To do so we utilize V which satisfies V(z,y) > V(2 + p/(16n)ey,, y) in By 4.
Then

(V —u)(x0,0) > V(zo + p/(16n)e,,0) — u(xg,0)

= V(xo + p/(16n)e,,0) — V(x0,0).

Using Lemma 5.4 we have
1 1

Vi, (o + te,,0) > §U7(d(a:0 +ten, S),0) > §UT(1,O) > c.
The second inequality comes from the fact that U,(7,0) is decreasing in 7.
Then
(V —u)(0,0) > V(2o + p/(16n)e,,0) — V(z0,0)

1/ (16m)
= / Ve, (xo + ten,0) dt > cp/(16n)
0

From the uniform s-Holder continuity for both w and V' we obtain that

V—tmn >V -—u>cu in Bcul/s.

Then
/ (V — tamin)ly] = €.
B

for some large C(s) depending on dimension and s. We then arrive at a con-
tradiction from (5.10) if o < p®®)*1. Then no such point (g, yo) exists, and
this concludes the proof. O

We now prove an analogous Lemma from above.
Lemma 5.6. Assume that u satisfies (H1)-(H3) and u <V = Ve ¢ € V273
in By. If

S pM<-p,
1—a
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and o < p© with C(s,n) large, then
u(z,y) < Vare (X —toen,y) in Byyy for some ty > 0.

Proof. We proceed similarly as in Lemma 5.5. We assume by contradiction that
there exists (20, %0) € B1/4 at which V' is tangent to u from above. By the same

arguments as in Lemma 5.5, we conclude yo = 0 and that z¢ € {u(z,0) > 0}.
We define

7 0
Viz,y) =V, (—— ) —(+= M=MmM-ET
V(x,y) M (@~ g ensY ¢ (o M

As before we utilize (5.9) to conclude
V(z,y) > V(xz,y) mnear 0By, V(z,y)<V (x — ﬁen,y) in Bys.
We define
Umax := max{u,V}, Umin := min{u, V},
and we note that
Umax =V, Umin = 4 near 0Bj.

Using (H2) we have

J(u, B1) < J(tmin, B1) + 0.
Direct computations give
J(Umin, B1) + J (Umax) = J(u, B1) + J(V, B1) < J(tmin, B1) + o + J(V, By),
so that

J(Umax, B1) — J(V,B1) < 0.

We now aim to obtain an inequality from below. We consider the modified
functional

J(w, By) := J(w, By) —;ﬂ/ 2wlyl,
By

among all H!(a, By) functions w satisfying max{V,V} > w > V. From the
analogue of Proposition A.1 for supersolutions we have that V. is the minimizer
of the energy J. Thus,

J(umaxa Bl) - J(K» Bl) 2 ,U/Q/ (umax - K)‘y| (513>
B,
We now aim to show a bound of the form

[ (s =Vl 2 1 (5.14)
B,

which for small ¢ will provide us with a contradiction. This is where the
proof will differ from the subsolution case. We first consider the case in which
d((x9,0),{V = 0}) > u? We recall from the beginning of the proof that
V(z,y) <V (z — t5-€n,y) in By/s. Then
(u—V)(20,0) = u(wo,0) = V(xo — p1/(16n)en, 0)
= V(x0,0) — V(2o — 1/ (16n)ey, 0).
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We now utilize the fact that d((xg,0),{V = 0}) > p? and our bound for V,,,

from Lemma 5.4 to obtain
0

V(x0,0) = V(z — p/(16n)e,,0) = / Ve, (o — ten,0) dt
—p/(16n)

0
> / Ve, (20 — ten,0) dt > cu®.
_“2

Utilizing the C%* bound on both u and V as in Lemma 5.5, we obtain (5.14)
and achieve a contradiction for small o.

We now consider the second case in which d((x,0),{V = 0}) < p?. From
the construction of V', we have V(z — u/(16n)e,, y) = ve(r,n) < 2U(1,n) with
7 < 32/n, so that

Viz —p/(16n)e,,y) < Cu ®ly[*~*  in B,z(x0,0). (5.15)
We denote 7 = d((zq, F(u)). If r < 43/2, then by (H3) we have
u> CN*SS/Q‘foa > gu753/2|y|17a 1V, in BH2(330,0),
and the integral bound follows. We now consider the second subcase in which
r > 1®/2. By the nondegeneracy property, we have
u(x,y) > cp*®?  for (z,y) € B,3/2 /5(20,0).
Now from (5.15) we have if (z,y) € Bs/25(0,0) that
V(z,y) < Cu~fly|* < Opsp® = Cpu® < gug/Q.
Then
u(e,y) = V(wy) = gp' @ in Bsaa(ao,0).

The integral bound (5.14) then follows, and we again achieve a contradiction
for small p. 0

6. Compactness

In this section, we prove two properties that allow us to use a compactness
argument and obtain a limiting solution. To do so, we will first take a nor-
malized hodograph transform of wu, see (6.2). A Harnack inequality will give
uniform convergence as € — 0. Finally, the second property will show that the
limit solution is a viscosity solution.
We begin with the following notation: we denote the half-hyperplane P

by

P :={(z,0) e R" x {0} : z,, <0}
and

L:={(z,0) e R" x {0} : &, = 0}.
Also, we will consider translations of the solution U denoted by

Up:=U(x+ben,y), beR.
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We will assume that u satisfies the assumptions (H1) — (H3) as well as the
e-flatness assumption

Uz — een,y) <ulx,y) <U(x+e€en,y) in By. (6.1)

For the thin one-phase problem it is convenient to utilize the Hodograph
transform. To motivate the use of the Hodograph transform, let us contrast the
thin one-phase problem with the classical one-phase Alt—Caffarelli problem.
The prototypical solution for the Alt-Caffarelli problem is z]. If a solution u
satisfies (21 — €)™ < u < (21 +¢)T, and one seeks to obtain an improvement in
flatness, then PDE techniques make proving estimates in vertical translations
fairly easy. In the positivity set, vertical and horizontal translations for x; are
the same. However, in the thin one-phase problem, the prototypical minimizer
U has C%® growth, so horizontal and vertical translations are not the same.
Horizontal translations for U are converted to vertical translations via the
Hodograph transform, and PDE techniques can be applied to achieve these
vertical translations in the Hodograph variables. A second and even more
important reason for employing the Hodograph transform is that a convenient
limiting equation (see Definition 6.1) is obtained in the Hodograph variables.

We define the multivalued map @ as the e-normalized Hodograph trans-
form of u with respect to U via the formula

U(z,y) = u(z — et(x,y)en, y). (6.2)
Since U, (z,y) > 0 for (z,y) ¢ P, then (6.1) implies
o] <1 in Bi_/\P.
In this section we will show that for small €, @ is approximated uniformly
on compact subsets of By by a viscosity solution to the linearized equation
{ div(|y|*V(Unh)) =0 in B\P,

6.3
[V.h| =0, on L. (6.3)

Here r = x2 + 2, which is the distance to L. The definition of a viscosity
solution h to the linearized problem is given by the following.

Definition 6.1. h is a solution to (6.3) if h € C'(By), h is even in y and satisfies
o div(ly|*V(U,h)) =0 in B;\P.
e Let ¢ be a continuous function ¢ which satisfies
¢('/Ea y) = ¢(l‘6, 0, O) + al(xIO? 0, O) : (xl - xIO) + a2(x10? 0, O)T
+O(a" = z|* +r17)
for some vy > 0 and as(x(,0,0) # 0. If as(x(,0,0) > 0, then ¢ cannot

touch h by below at (z(,0,0), and if az(xf,0,0) < 0, then ¢ cannot touch
h by above at (xf,0,0).

We will need some useful estimates for the e-normalized Hodograph trans-
form. We state here the analogue of Proposition 2.8 in [20]. Notice that since
both U and U,, are smooth away from the hyperplane P, the proof is identical
to the case for s = 1/2.
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Proposition 6.2. Let ¢ be a smooth function in Bx(zo,y0) C R*M\P. For
small € we define ¢. by

U(I’,y) = ¢E(x - EQZS(I, y)en7y)
Then

Late = Lac(Un®) + O(€*) in By ja(zo,0),

with the remainder O(€?) depending on ||¢|lcs and \. In particular, if ¢ =
Q/U,, with Q a quadratic polynomial, then

£a¢e = E»CaQ + 0(62) mn BA/Z(an yO)

In order to obtain a limit solution h from %, we need to prove two prop-
erties: firstly, a Harnack inequality that will provide uniform convergence as
€ — 0. The second property will show that the limit solution h is a viscosity
solution.

(P1) Harnack Inequality:

Given ¢ > 0, there exists €9 = ¢y(0) such that if € < ¢y and

u> Uy in B.(zg,y0) C By, and |b] < e,7 >4,
and

u(@1,91) = Upgre(z1,91)  for some (z1,y1) with B, j4(21, 1)
C By(z0,90)\P, and 7 € [§,1],

then

U > Uppere  in Byrja(20,90)

for some constant ¢ > 0.

An analogous property holds when < and —7 replace > and 7 respec-
tively.

(P2) Viscosity Property:

Given ¢ > 0, there exists €9 = ¢y(9) such that if € < ¢p, then

(a) we cannot have u(zo,y0) = ¢(o,y0) and u > g in Bs(xo,y0) C B1\P
where

q € C*(Bs(zo,50)) | D*q|| <67, Lag > e

(b) we cannot have u > V in Bs(zo,y0) C By with (z9,y0) € L and V
tangent by below to u in By, 4(x0,y0) where V' is a translation of a function
Vare ¢(x +ten,y) € Vs-1o,

V(z,y) == Vue c(x+te,,y), with % —trM > e.
—a
Similarly, a and b hold when we compare u with functions ¢, V' by above
and L,q < —de and (/(1 —a) —trM < —e.
We will now show that the properties (P1) and (P2) are satisfied.

Theorem 6.3. Properties (P1) and (P2) are satisfied.



45 Page 30 of 39 M. Allen and M. S. V. Garcia NoDEA

Proof. We fix § > 0 and split the proof into several cases.

Case 1: B.(xg,y0) N{y =0} = 0.

We have that d((xg,y0), L) > 6. By rescaling at the point (z¢,0) we may
assume that Bz, /s(xo,y0) N{|y| < ¢} = 0. Since both u and U are a-harmonic,
and since we are at uniform distance from the thin space, then vertical and
horizontal translations of U are comparable. Then property (P1) is a simple
consequence of the Harnack inequality for the operator £,. Property (P2a)
is a simple consequence of the comparison principle for a-harmonic functions,
and (P2b) is not applicable in this case.

Case 2: yo = 0 and B,(z¢) C P.

Once again by rescaling, we may assume that d(Bz,s(z0,0), L) > c¢. We
have that (u — Up)(z1,y1) > €Up(x1,y1). By the boundary Harnack principle
for a-harmonic functions (Proposition 2.1), we have

(u—Up)(z1,91) (u—Up)(z,y)
Do) = C Oy

Since we are a uniform distance from L, the vertical and horizontal shifts of Uy,
are comparable. Property (P1) immediately follows. Property (P2a) follows
by the comparison principle for a-harmonic functions.

Case 3: yo = 0 and B,(x,0) N P = 0.

As in cases 1 and 2, we may rescale and assume d(Br,/s(0,0),L) > c.
If uw were a-harmonic, then the proof would be identical to case 1. Instead,
we need to use the almost minimality of u to compare it with the a-harmonic
replacement v which solves

Lo =0 in By /s(20,0),
v=u on dBz s(x0,0).

€<

for any (xvy) € Br/?(:EOaO)'

By the almost minimality of u (property H2), and also the a-harmonicity of
v, we have

/‘ IV (u— )2yl < o
Br,./8(0,0)

From the weighted (A3) Poincare inequality for w = u — v we have
Hw”LQ(a,Bgﬂ,/‘l(zo,O)) < CT”vaL2(a7B77-/8(ﬁfo70)'

Assume now that w(xy,y1) > 2 with (21,y1) € Bs, /4. From the s-Holder
continuity of both u and v we have for small p that

w > 4 on Buz/s(azl,yl).
Thus,

Crio > / wQ‘er > M("“’G)Q/SMQ — ’u(2n+l+a)/s.
Br,/8(0,0)

Then

lu —v| < 2(Cro) D < €2 in Bs,./4(70,0).
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Recall that we require o < €© for C large. Since u is approximated by
an a-harmonic function up to order €2, it follows from the arguments in Case
1 applied to the a-harmonic replacement v. This proves Property (P1).

We now need to show property (P2) part a. To do so we utilize the fact
that

1
—

2n(l1+a)

with zero boundary data on 9Bs(xg,0). Since L,(v —¢) < —de and v — ¢ >0
on 0B;s(xg,0), it follows that

L0 (62 — |z — oco|2 — y2) = —0,

€6?
(v = q)(20,0) > i ta)

Since v approximates u to order €2, we have that (u — q)(z,0) > 0.

Case 4: (xg,y0) € L.

We may rescale and translate to assume that » = 1 and (x¢, yo) = (0, 0).
We will first prove property (P1). To avoid a horizontal translation in all
the notation (with corresponding vertical translations in the hodograph trans-
form), we will assume for simplicity that b = 0. As a consequence we have
w > U in By and also @ > 0 in Bs/y. From cases (1)-(3) and utilizing a
Harnack chain, we have that

u > Ugyre outside of {|2'| <3/4, |(xn,y)| < ko}

With the constant ¢y depending on kg. In terms of the hodograph transform
this gives

> cor outside of {|z'| <3/4, |(zn,y)| < ko}- (6.4)

We now consider the quadratic polynomial

1
Qlay) == =51 + 5 (@2 + ).

We have the associated subsolution
V= Vel,o,zne-

Utilizing Proposition 5.3 and recalling that V is not e-normalized, we have
V=0Q+0().

From (6.4) we have

> rin (Bya\Bie) N {J2'] <3/4, [(@n,9)] > ko
Choosing ko small and N large (both depending on s), we have
2+ Q<27 in (Byi\Buijie) N {l'| < 3/4, |(@n, )| > Ko}
Then we obtain

27V +Q) in B3/4\B116-
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Then u > V(2 + ¢17€€y,, y) in the annulus Bz 4\ By /16 with ¢ = cos/(n2V+2).
We now apply Lemma 5.5 to V(x + ¢i7ee,, y) to conclude that

u>V(x+ciTee,,y) in Byjy.

This proves property (P1).

To prove property (P2b) we assume by contradiction that (zg,y0) = 0
and that v > V in Bs with V satisfying the hypotheses of (P2) part (b).
We rescale with us = 6 u(dx) and V = § 5V (dx). Then V has coefficients
@ =0d0a,M =0M,§ =€G =6""'o. Then V € Vs-1, and is tangent to u by
below at the origin. This contradicts Lemma 5.5.

Case 5: yo # 0 and (B, (z0,y0) N {y =0}) # 0

Let r1 denote the radius of the n-dimensional ball realized as the inter-
section of B,.(xg,yo) with the thin space. That is,

{|(20,0) — (x,0)| < r1} = Byr(z0,y0) N {y = 0}.
If B, (x0,0) N B, /2(w0,y0) = 0, then B, /5(x0,y0) is far enough from the thin
space to be treated exactly as in Case 1.
Now assume B, (z0,0)N B, /2(z0,y0) # 0. If (x1,91) € Bs,, a(20,0), then
we can utilize Cases (2-4), and then a Harnack chain combined with ideas from
Case 1 to conclude the result. If (z1,y1) ¢ Bs,, 4(20,0), then we can utilize

the ideas from Case 1, and then a Harnack chain and cases (2-4) to conclude
the result. O

7. Free boundary regularity

In this section we prove our final main result, a flatness implies C'7 regular-
ity theorem, see Theorem 7.4. To begin with, we prove a compactness result
that tells us that as ¢, — 0, the functions obtained thorough the normalized
hodograph transform converge to a solution of (6.3).

Lemma 7.1. Assume that uy satisfies (H1)-(H3) and that
Uz — exen,y) <up <U(x+ exen,y) in Bi.
If e, — 0, and 1y, is the multi-valued function defined by
U(z,y) = up(z — extigen, y),

then g has a convergent subsequence which converges uniformly to a limiting
function h solving (6.3).

Proof. We let €, < €9(27F) with €(8) as given in properties (P1) and (P2).
Then necessarily o, — 0 as well. Property (P1) ensures that @y satisfies the
Harnack inequality in balls of size r included in By with 2=k < < 1. Then U
all have the same uniform Hoélder bound, and we can therefore extract a con-
vergent subsequence going to a limiting function h which is Holder continuous
in Bl.

We now show that h is a solution to (6.3). We first show that U,h is
a-harmonic for any (xg,yo) € B1\P. Since U,h is even, it suffices to check
in a viscosity sense by touching above and below with quadratic polynomials.
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Suppose that @ is a quadratic polynomial that touches U, h strictly by below
at a point (zo,y0) € B1\P, and that £,Q > 0. Since 4 converges uniformly,
we have that a translation of Q/U,, touches @y by below near (zg,yo). From
(3.7) in [24] we have that gj defined by

U(I‘,y) = qk (Q? - EkUQnenay>

touches u by below at a point (xg, yx) and is below uy, in a fixed neighborhood
of (zg,yo). By Proposition 6.2 we have that

ar € C*(Bs(zr,yk)),  |1D*qill <671, Lagr = e,La@ + O(e3) > e,

for a fixed ¢ depending only on (z,y0) and Q. By property (P2) part a we
obtain a contradiction.

Finally, we now show that h satisfies the zero-Neumann boundary condi-
tion. Suppose by contradiction that there exists ¢ which touches h by below
with ¢(0) = 0 and such that

Pz, y) =& -2’ + agr + O(I2')* +r'7)

for some v > 0 and with ay > 0. Then we can find a constant a > 1 large and
depending on ¢ such that the quadratic polynomial

@
Qla,y) =€ -2’ = SJa'* +nar?
touches h strictly by below at 0 in By for some sufficiently small 6. We let
V= V—ea[,ef’,—élsneoc € ‘/6*1&

which satisfies the conditions of property (P2) part (b). By Proposition 5.3
the e-rescaling of the hodograph transform of V satisfies

V=Q+0().

Since @y converges uniformly to h, we obtain that a translation of V
touches u; by below. Consequently, V' touches u; by below at some point
(zk,yr) — 0 and uy, is above this translation in Bs. This contradicts property
(P2) part b. O

This next proposition gives an estimate for the solution A of the limiting
equation.

Proposition 7.2. Assume h solves (6.3) in By with h(0) =0 and |h| < 1. There
exists a universal constant vy > 0, such that if v € (0,70), then there exists a
constant p = p(y) such that
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7z, y) = (h(0,0) + €& -a")| < 2p'™ in By, (7.1)

RNy

for some ¢ € R*~1 x {0} x {0}.
Proof. The result is a consequence of Theorem 6.1 in [24], where the estimate
[h(z,y) = (h(0,0) + & 2")] < C|(z,y)|"*7  in By,

is proved for universal constants C and 7. If 71 < ~, then we can choose p
small enough such that

1
(2 I4+y « = 1+’Y1’
(2p)7 = 4p
and the conclusion follows. O
This next Lemma will transfer properties of A to w.

Lemma 7.3. Let u satisfy (H1)-(H3). Assume that 0 € F(u) and
U(x —een,y) <u<U(x+ eey, y). (7.2)

Then there exists ay € (0,1) depending on n, 3, s such that if o < € for some
large constant C = C(83,n, s), then

Ul -v—ep™) <u<U-v+ep't) in B, (7.3)
or some direction v € OB}, provided that € < ey(vy,n, s, 3).
1

Proof. Suppose by contradiction that the Lemma is not true. Then there exists
a sequence uy, satisfying (H1)—(H3) as well as (7.2) with ¢, — 0 and o < €.
Also, 0 € F(uy); however, by contradiction we assume that no such v exists so
that (7.3) holds. Now from Lemma 7.1 we have that @ converges uniformly
to h a solution of (6.2). From Proposition 7.2 we have that h satisfies (7.1).
Since 0 € F(uy) for all k we have that (0) = 0, so that h(0) = 0. Since @y,
converges uniformly to h we have that for k large enough

i 1 .
|ty (z,y) =& - 2’| < ZPHV in By,.

From the same arguments in Lemma 7.2 in [19] we can relate the vertical
bounds in the hodograph to a horizontal shift in the original variables:

<x & —e—p'™ y> <uwu(z,y) <U <x ¢ Jreklp”7 ) in B,,.

We then arrive at a contradiction that no such v exists since £ = v will suffice.
O

We now conclude the regularity of the free boundary at flat points.
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Theorem 7.4. Let u be an almost minimizer to J in By with constant k and
exponent (3. Assume that |[ul|co./2(p,) < C. Assume that [u — U| < 79 in By,
If 79 and k are small enough depending on (3,n, s, then F(u) is C17° in By /s
for some vy > 0 and depending on n, 3, s.

Proof. We assume that 0 € F'(u). Otherwise, we translate and rescale to the
ball of radius 1. If 7y is chosen small enough, then

Uz —een,y) <u < Uz + een, y).

We will now proceed with induction to prove there is a sequence of radii 7 = 7*

with unit directions in v, € Bf such that
Uz - vy —eor'™,y) <u(z,y) <U(z-v, +er't,y) in B,.
The base case was shown directly above in Lemma 7.3. The rescaling

up(,y) = u(rz, ry)

rr:S

satisfies the o estimate (H2) with a new o = (kr?)!/3. Also, by the induction
step, u, satisfies the flatness condition for Lemma 7.3 with € = er”. To obtain
o< eC, we need

kr? < (607“7)3

which is possible by choosing both s and v small enough. O

8. Future directions

There are many potential ways to continue the study of these almost min-
imizers. A natural question is whether a Weiss type monotonicity formula
holds. While the standard techniques presented obstructions, it is an avenue
one might consider exploring. The Weiss type monotonicity formula could be
useful in a critical analysis of the singular set. This was carried out in [25] for
minimizers of the Alt-Caffarelli problem (when s = 1).
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Appendix A. Minimizers are viscosity solutions

We employ standard techniques to show that minimizers are viscosity solu-
tions. This will show a necessary step in the proof of Lemma 5.5. As this
result is not explicitly shown in the literature, we provide the result here.

Proposition A.1. Let V and V be given as in the proof of Lemma 5.5. Then
V' is the minimizer of the functional

j(w,Bl) = J(w, By) +/ 2p2w|y\,
B

among all w € H'(a, By) satisfying min{V,V} <w < V.

Proof. Let w be the minimizer, and let V; = Vﬁ,g,z(x + ten,y) with t €
[0, 11/ (8n)]. Notice that Vo < min{V,V} and V,,/(s,,) = V. Furthermore, V; <V
on OB; N{V > 0}. We will show that if V; touches @ by below on {@w > 0} or
F(), then necessarily w = V;, so that V = .

Suppose V;(X) = w(X) > 0. Now |y|*L,w = p?|y|. Since L,V; > L, in
{w > 0}, then from the strong maximum principle, we conclude that V; = w.

Now suppose that z € F(V;) N F(w). From the standard proofs of [1]
adapted to this nonhomogeneous situation, we have that @ has both the C%*
regularity as well as the nondegeneracy. Since V; touches @ by below at x,

then every blow-up of @ at z must be the same rotation of the prototypical
2D solution. Then

ow—V;

5rs (z,0) =0.
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Consequently,

lim 49, (& — Vi) (2, y) = 0.
y—?

Since w — V; > 0, @w(z,0) — Vi(x,0) = 0, then this will violate the Hopf-type
lemma (4.2). O
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