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Network Modeling of Consumers’ Selection of
Providers Based on Online Reviews

Tian Gan , Rishita Das , and Maurizio Porfiri , Fellow, IEEE

Abstract—Information spreading over online review systems
affects people’s opinions and choices. In this work, we study con-
sumers’ decision-makingprocesswith respect to provider selection,
accounting for the providers’ online reviews and accessibility. We
propose a network-based dynamical system, in which the con-
sumers switch between providers based on online reviews, as the
time-varying online review system is continuously updated by the
consumerfluxes.Weapply themodel to variousnetwork structures,
capturing providers’ accessibility: i) random, canonical networks
and ii) a real-world network of medical doctors in New York City.
We examine the emerging correlations and causal relationships
between the success of providers and the topological properties
of the networks. Across a wide range of networks of varying size,
we consistently find that online reviews have an important role in
providers’ success. The satisfaction of the consumers in the online
review systems, together with the market share, influences con-
sumer fluxes between providers and the overall quality of service
experienced by consumers. The study of the network of doctors
reveals some causal mechanisms in the decision-making processes,
with the doctor’s success impacting on the providers’ quality of
service and the consumer fluxes.

Index Terms—Complex systems, decision-making, Markov
chain, online reviews, urban data.

I. INTRODUCTION

ONLINE review systems (ORSs) are crucial for active
consumers who search for evaluations and opinions on

products and services [1], [2]. These platforms provide an impor-
tant resource for consumers seeking to make informed choices
that align with their individual preferences and needs. Cheung
et al. [2] and Alkalbani et al. [3] found that the motivations,
attitudes, and behaviors of consumers to provide reviews on
an ORS are also important to investigate. People write reviews
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to express their opinions and help others make informed de-
cisions [4], [5], [6]. ORS platforms provide valuable insights
that enable shoppers to make informed decisions regarding their
purchases or subscriptions, based on the perceived quality of
products or services provided in the market [7]. They allow
consumers to access a wealth of information about various
products and services. The performance of services or providers
is also a determinant of consumer satisfaction [8], [9]. To satisfy
the needs of consumers, providers have to maintain a high
quality of service in a competitive environment, since unsatisfied
consumers can easily switch to a different service provider.
While ORSs offer information about any provider, even those

remotely located from the consumers, location and proximity
remain important factors that influence consumer choices [10].
For example, in healthcare, patients may prefer to choose family
doctors who are located near their homes or workplaces, as
this reduces transportation costs and provides easier/quicker
access in case of medical issues or concerns. Therefore, ORSs
that allow users to search for products or services based on
their geographical location can be particularly helpful where the
options are plentiful [11], [12]. Agencies or industries are often
geographically clustered with respect to socioeconomic and
demographic factors [13], so that many businesses are at a high
risk of losing market share due to the intense competition [14],
[15].
Understanding the importance of ORSs requires studying a

complex system of intricate social and economic interactions
describing howhumansmake decisionswith regard to geograph-
ical and socioeconomic factors over online social networks.
Computational models are widely used for explaining human
choices. For example, models have been developed to examine
opinion dynamics and the coexistence and competition of op-
posing options. Quattrociocchi et al. [16] put forward a model
to study opinion dynamics accounting for the coexistence of
media communication and social influence. Antonopoulos and
Shang [17] studied the information diffusion and opinion dy-
namics over multiplex networks. Hudson and Khamfroush [18]
proposed an optimization algorithm to maximize information
diffusion in community-based online social networks. Friedkin
et al. [19]modeled a network-based belief systemwith heteroge-
neous nodes (beliefs with different certainties), where multiple
statements about a topic exist. These models only consider
agents exchanging opinions over social networks about a single
topic that can prompt consensus or polarity.
In the real world, a consumer has to form an opinion

and make a selection from multiple services or providers.

2327-4697 © 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: New York University. Downloaded on July 08,2024 at 23:27:32 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0009-0003-8462-7539
https://orcid.org/0000-0001-9785-5109
https://orcid.org/0000-0002-1480-3539
mailto:tg2426@nyu.edu
mailto:rd3154@nyu.edu
mailto:mporfiri@nyu.edu


2758 IEEE TRANSACTIONS ON NETWORK SCIENCE AND ENGINEERING, VOL. 11, NO. 3, MAY/JUNE 2024

Therefore, it is important to model the multiple-choice behavior
of humans to understand consumer-provider systems fully. In
this regard, Hausman et al. [20] proposed a logit-based model
for consumers that considers multiple services and the utilities
of all these services. Utility is a measure of an individual’s
pleasure or happiness as a consumer of a service. In economics,
an individual’s preference between alternatives is determined by
the expected value of the service provided by each alternative
for the individual. For example, in the decision-making process
of selecting from multiple residential locations, a multinomial
choices model was proposed by Kim et al. [21]. While existing
choice models focus on the utility function of individual deci-
sions, the accessibility of a product or service is a key aspect of
decision-making.
In this work, we address the question of how consumers’

reviews and providers’ accessibility affect consumers’ decision-
making and the overall consumer-provider dynamics. We posit
a network dynamical system to gain an improved understanding
of consumer-provider relationships and consumers’ decision-
making. Within our modeling framework, we construct a state-
dependent flow network of providers in which consumers flow
from one provider to another. The network topology reflects the
accessibility of the providers to the consumers, whereby, in real-
world scenarios, accessibility depends on geographic [22], [23]
and socioeconomic [24], [25] factors. Critical to the proposed
model is the presence of an ORS, which influences the selection
process that underpins the consumer fluxes between providers.
Before availing a service, consumers select a preferred provider
from the pool of accessible providers based on their online
ratings/reviews. After the service, they express their opinion
about their providers on the ORS, thereby adding to the existing
ratings/reviews. The performance of the provider and their cus-
tomer load may have an impact on the wait times and the quality
of their service, thus affecting consumers’ satisfaction [26].
Our network model can be adapted to a number of real-world

scenarios involving people’s selection of providers, such as
gym membership, car-sharing and bike-sharing subscriptions,
academic publishing, and primary care physicians. To detail
the emerging selection dynamics, we consider two canonical
network structures for providers’ accessibility (Barabási-Albert
and Erdös-Rényi networks). As a demonstration of the model to
a real-world problem, we investigate a case study in healthcare,
which is presently facing dire challenges due to an overload
of existing providers [27]. The consequences of this overload
include compromised quality of care, extended wait times for
appointments with doctors, and even delayed diagnoses for pa-
tients, along with extreme competition between providers [28].
We examine medical care in New York City (NYC), taking into
account accessibility and online reviews of doctors.We establish
causal relationships among the system variables, including the
competition faced by the doctors, the quality of their service,
their ability to gain patients, and their patients’ satisfaction.
The main contribution of our work is a generalized network-

based model for a consumer-provider system where the con-
sumers make decisions on selecting a provider based on the
providers’ online reviews and accessibility. The model captures
the dynamics of consumers’ selection and satisfaction among

a network of providers. Our findings significantly enhance the
understanding of consumers’ decision-making process regard-
ing the selection of providers, as a valuable basis for informing
policy development in a variety of fields, such as business,
healthcare, and publisher aspects.
The remaining paper is organized as follows. In Section II,

we present our modeling framework. In Section III, we apply
our model to canonical networks. Section IV is devoted to a
case study of our model in the healthcare sector and to detail
analysis of the inner workings of system dynamics through
causal inference. Section V summarizes our main conclusions
and outlines avenues for future research.

II. MODEL FORMULATION

A. Problem Setting

The selection of a provider is influenced by various factors,
including distance from one’s residence, wait times for appoint-
ments, satisfaction levels with the provider, transportation, and
access to the provider’s practice, as well as socioeconomic and
demographic characteristics [29], [30].
In Fig. 1(a), we illustrate the process of provider selection

performed by each consumer. When a consumer seeks a service
or a provider, they consult an ORS platform to learn about other
consumers’ evaluations of the providers’ performance andmake
a selection accordingly [31]. After meeting with the chosen
provider, the consumer may provide an online rating and a
review about their own experience on the ORS [1]. Dissatisfied
consumers are likely to leave a negative review and switch
to another provider, selecting one from the remaining pool of
providers based on the ORS, and they will continue doing so
until they find a satisfactory provider [32]. Conversely, satisfied
consumers are likely to leave positive reviews and continue with
their selected providers [32].
With respect to online reviews, previous research [33], [34]

suggests that a relatively small proportion of consumers write
reviews and that these reviews are typically biased. Thus, we
consider that only a proportion of satisfied or dissatisfied con-
sumers give anonline rating andwrite downa textual reviewafter
changing their provider. In fact, an even smaller percentage of
dissatisfied consumers is assumed to provide a negative online
review [4]. Consumers changing to a new providermay also give
their feedback if they decide to continue with this provider.

B. Capacity and Flow Networks

In our consumer-provider system, we have a set of N
providers P = {P1, . . ., Pi, . . ., PN} and a set ofM consumers
C = {C1, . . ., Cl, . . ., CM}. To analyze the impact of online re-
views and accessibility factors on the selection process, we posit
a network-based dynamical system. Provider Pi is accessible to
a fraction of the consumers, some of whom could access other
providers in the network. The undirected, weighted capacity
network Gc over the vertex set P models the accessibility of
providers. The edge set of such a network, Ec, identifies pairs of
providers who have mutually accessible consumers. The weight
Fij of the edge between providers Pi and Pj is given by the
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Fig. 1. Illustration of ourmodeling framework. (a) A schematic representation
of the selection process exercised by a consumer. (b) An example of a consumer-
provider system with two providers P = {P1, P2} and M consumers. Con-
sumers who have access to a provider are marked within the corresponding
circle surrounding the provider. The consumers in the intersection of the two
circles have access to both providers.F12 is the fraction of consumers who have
access to both providers. F11 and F22 represent the fractions of consumers
who have access to providers P1 and P2, respectively. This system represents
a capacity network Gc of two nodes, P1 and P2, connected by an edge of
weight F12 and consisting of self-loops F11 and F22, respectively. (c) An
example of a consumer-provider system with two providers are accessible to

M(R
(t)
12 +R

(t)
21 ) consumers. Consumers who are subscribed to a provider are

marked within the corresponding circle surrounding the provider (for example,
MR12 is the number of consumers who can access both providers and are

currently subscribed to P1).H
(t)
12 is the consumers flux from P1 to P2 at t.

fractionof consumers towhombothPi andPj are accessible. For
simplicity, we assume that a consumer has at most access to two
providers. We consider the presence of self-loops, whereby Fii

represents the fraction of consumers with access toPi; by defini-
tionFij ≤ Fii for any (i, j) ∈ Ec andFii =

∑
j∈Nc(i)

j �=i

Fij + F̂ii

where Nc(i) is the set of neighbors of provider i, excluding

themselves (Nc(i) = j ∈ 1, . . . , N such that (i, j) ∈ Ec), and
F̂ii is the fraction of consumers who can only access provider
Pi. In Fig. 1(b), we show an example for two providers.

To track the flow of consumers between providers, we also
construct a directed, time-varying, weighted flow network G(t)

of providers with the same vertex set, P . The edge set is also
the same as the capacity network, Ec, but, this time, we use
directed edges in the network to differentiate the two fluxes
between providers who share some consumers. We define a
weight (potentially zero) for any of the directed edges in the
capacity network to describe the dynamics of provider selection
over time (t ∈ Z+ ∪ {0}). The extent of the consumer flux is
captured by the weightH(t)

ij , which is the fraction of consumers

switching from Pi to Pj at t. Self-loops of the typeH
(t)
ii identify

consumers who are dissatisfied but still remain with provider
i at t. The quantity

∑
j∈Nc(i)

H
(t)
ij represents the fraction of

consumers who are dissatisfied with provider Pi, but may still
remain with them. An example of this flow network with two
providers is shown in Fig. 1(c).

C. System Dynamics

We model the selection process as a discrete-time Markov
process within the flow network G(t),

X
(t+1)
i = X

(t)
i +

∑
j∈Nc(i)

j �=i

(H
(t)
ji −H

(t)
ij ), (1)

for i = 1 . . . , N . Here, X(t)
i is the fraction of consumers who

are subscribed to provider Pi. On the right-hand side of (1),∑
j∈Nc(i)

j �=i

H
(t)
ij is the loss of consumers experienced by provider

Pi

(
whichmust be less thanX(t)

i

)
and

∑
j∈Nc(i)

j �=i

H
(t)
ji is the gain

in consumers of Pi. The model is initialized at t = 0with initial
conditions that satisfy

∑N
i=1 X

(0)
i = 1.

Property 1: For system (1), one can verify that
∑N

i=1 X
(t)
i =

1 for any t, by summing both sides of (1) over i.
Lemma 1: System (1) begets a well-defined time-evolution

for the fraction of consumers, so that model dynamics will
always lead to solutions in [0, 1] for initial conditions in [0,
1].
Proof: The claim can be verified by bounding from below the

right-hand side of (1) byX(t)
i −∑

j∈Nc(i)
j �=i

H
(t)
ij . By noting that∑

j∈Nc(i)
j �=i

H
(t)
ij is the outward flux from providerPi, which must

be less than their fraction of consumers, X(t+1)
i ≥ 0 for any t.

Given that
∑N

i=1 X
(t)
i = 1 from Property 1, all of theX(t)

i s’ are
fractions. �
The consumer fluxes vary stochastically in time according

to two dependent events: being dissatisfied with the current
provider and selecting a provider in P upon being dissatisfied
with the current provider. The probability of a generic consumer
to switch from provider Pi to Pj at t is the product of the

probability f(X
(t)
i ) that a consumer is dissatisfied with their
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provider Pi and the conditional probability σ
(t)
j|i that the con-

sumer selects Pj given that they are dissatisfied with Pi. We
consider the case in which i = j as well, so that a consumer
is dissatisfied with their provider and yet they can remain with
them. By construction, we must satisfy

∑
n∈{i,j} σ

(t)
n|i = 1 so

that a consumer who is dissatisfied with Pi either chooses a new
provider Pj or stays with Pi.
Accounting for the fact that only a fraction of consumers who

have access to bothPi andPj are currentlywithPi, the consumer
flux from Pi to Pj at t is given by

H
(t)
ij = R

(t)
ij f(X

(t)
i )σ

(t)
j|i , (2)

where R(t)
ij is the fraction of consumers who have access to Pi

and Pj and are subscribed to provider Pi at t, see Fig. 1(c). By
definition,

X
(t)
i − F̂ii =

∑
j∈Nc(i)

j �=i

R
(t)
ij , (3)

whereX(t)
i − F̂ii is the fraction of consumers who are currently

subscribed to Pi and can move from Pi. In the case i = j, R(t)
ii

is simplyX(t)
i . For i �= j, this quantity varies in time according

to the consumer flux between Pi and Pj ,

R
(t+1)
ij = R

(t)
ij −H

(t)
ij +H

(t)
ji , (4)

where the second term on the right-hand-side captures reduced
capacity due to flux from Pi to Pj and the third increased
capacity due to flux from Pj to Pi. Initial conditions for the

residuals are such that R(0)
ij ≥ 0 and R

(0)
ij +R

(0)
ji = Fij for

(i, j) ∈ Ec and i �= j.
Remark 1: Equation (4) is based on the assumption that

a consumer has at most access to two providers; should one
contemplate releasing this assumption, this equation would not
be valid as there could be consumers who not only have access
to providers Pi and Pj , but also to Pk (k �= i, j). A remedial
strategy is to use tensorial quantities, defining higher-order
variables like R(t)

ijk in the vein of hypergraphs [35].
Property 2: By swapping the indices in (4), we have that

R
(t)
ij +R

(t)
ji remains constant in time for for (i, j) ∈ Ec and i �=

j. Therefore,R(0)
ij +R

(0)
ji = Fij implies thatR(t)

ij +R
(t)
ji = Fij

at all times.
Based on this property, we can demonstrate intuitive, individ-

ual bounds for R(t)
ij and R

(t)
ji as follows.

Lemma 2: The dynamics of the residuals according to (4) is
such that 0 ≤ R

(t)
ij ≤ Fij for (i, j) ∈ Ec and i �= j.

Proof: We first proceed by induction to show that the residu-
als are non-negative. By bounding from below the right-hand
side of (4) by R

(t)
ij −H

(t)
ij , one can prove that R

(t+1)
ij ≥ 0

provided thatR(t)
ij ≥ 0 (sinceR(t)

ij −H
(t)
ij ≥ 0 according to (2)).

Given thatR(t)
ij andR(t)

ji are non-negative andR(t)
ij +R

(t)
ji = Fij

based on Property 2, we conclude that R(t)
ij ≤ Fij . �

Using Lemma 2, we can prove an important claim on the
evolution of the fractions of consumers.
Lemma 3: System (1) and residuals in (4) evolve in time so

that X(t)
i ∈ [F̂ii, Fii].

Proof: We recall that F̂ii = Fii −
∑

j∈Nc(i)
j �=i

Fij . Using (1),

(3), and (4), one can show that X
(t+1)
i = X

(t)
i −∑

j∈Nc(i)
j �=i

R
(t)
ij +

∑
j∈Nc(i)

j �=i

R
(t+1)
ij = Fii −

∑
j∈Nc(i)

j �=i

Fij +∑
j∈Nc(i)

j �=i

R
(t+1)
ij . Given that R

(t+1)
ij ∈ [0, Fij ] based on

Property 2, it follows that X(t+1)
i ∈ [F̂ii, Fii]. �

VariablesH(t)
ij capture all consumer fluxes between providers,

ultimately describing the competition for consumers experi-
enced by the providers. As time progresses, provider Pi will
compete for consumers with a varying set of providers. The
competition experienced by a provider is measured by the influx∑

j∈Nc(i)
j �=i

H
(t)
ji and the outflux

∑
j∈Nc(i)

j �=i

H
(t)
ij . At the steady

state, when the fraction of consumers in (1) plateaus, the influx
balances the outflux for each provider. We collate these quanti-
ties in the vector k̄, whose generic entry is the influx (outflux) of
provider Pi at the steady state. Such a vector can be viewed as
a weighted degree of the flow network at the steady state, upon
discounting self-loops.
To model the probability that a consumer is dissatisfied with

their current provider Pi, we consider the following factors: the
decline in the provider’s efficiency due to increasing consumers
to cater to [36] and the provider’s performance towards each
consumer [37]. We formulate this as follows:

f(X
(t)
i )

=

⎧⎨
⎩

Fii

1+e
−W (X

(t)
i

−E)
+ 1

Li
if Fii

1+e
−W (X

(t)
i

−E)
+ 1

Li
≤ 1;

1 otherwise,
(5)

where the logistic function Fii

1+e
−W (X

(t)
i

−E)
captures the ineffi-

ciency of provider Pi due to the increase in demand and 1
Li

their inadequacy as experienced by the consumers. Parameters
W > 0,E > 0, andFii define the shape of the logistic function,
and Li > 0 the provider’s performance.
We rely on the online reviews of the providers to model the

probability of selecting a provider over other providers (σ(t)
i|j ).

To simplify the model, we group online ratings in the ORS into
a set of positive and a set of negative ratings. The overall online
satisfaction rate S(t)

i for each provider Pi is

S
(t)
i =

S
(t)
i,+

S
(t)
i,+ + S

(t)
i,−

∈ [0, 1] (6)

where S
(t)
i,+ and S

(t)
i,− are the number of positive ratings and

that of negative ratings for the provider Pi, respectively. Recent
work [38] has shown that trustworthiness of ratings is important
for the consumers’ selection process. When the online satis-
faction rate S

(t)
i is high, the trust in the rating depends on the

number of textual reviewsT (t)
i about the providerPi. Otherwise,
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T
(t)
i has no effect on how trustworthy the rating is. We define

trustworthiness τ (t)i as

τ
(t)
i =

{
sigmoid(T (t)

i ), if S(t)
i > 1

2 ;

1, otherwise.
(7)

To compare preference for the two accessible providers, we
assume the decision of choosing Pi is based on the expected
utility function Vi|j of moving from Pj to Pi at t,

V
(t)
i|j = Vi − Vj = τ

(t)
i S

(t)
i − τ

(t)
j S

(t)
j (8)

where V (t)
i , the utility function of provider Pi, is given by the

overall online satisfaction rate S
(t)
i in (6) and trustworthiness

τ
(t)
i in (7), for Pi. Thus, the probability that a consumer selects
provider Pi is in the form of a multi-nomial choice model of
Pi’s expected utility at t, given by a softmax function,

σ
(t)
i|j =

e
V

(t)

i|j∑
n∈{i,j} e

V
(t)

n|j
=

eτ
(t)
i S

(t)
i −τ

(t)
j S

(t)
j∑

n∈{i,j} e
τ
(t)
n S

(t)
n −τ

(t)
j S

(t)
j

. (9)

D. Time Evolution of the ORS

The time-varying ORS is updated by the consumers who
switch their providers. The consumer who switches to a new
provider and is satisfied with the experience is likely to leave
a positive rating and review. Meanwhile, the consumer who
switches fromaprovider (to another provider) is likely to provide
a negative rating and review about the provider they left. In
reality, not all consumers are willing to express their level of
satisfaction [39]. The number of positive and negative ratings of
a provider Pi at t is modeled by

S
(t+1)
i,+ = S

(t)
i,+ + α

∑
j∈Nc(i)

j �=i

H
(t)
ji Q

(t)
i , (10a)

S
(t+1)
i,− = S

(t)
i,− + β

∑
j∈Nc(i)

j �=i

H
(t)
ij . (10b)

where parameters α ∈ [0, 1] and β ∈ [0, 1] represent the pro-
portion of consumers who are willing to give a positive and a
negative rating, respectively. Here,Q(t)

i is the service quality of
provider Pi, given by

Q
(t)
i = 1− f(X

(t)
i ), (11)

which also represents the probability that a consumer is satisfied
with the service of provider Pi at t. Equation (10a) captures the
fraction of consumers who switch to Pi and are satisfied with
this new provider Pi (giving a positive rating). Equation (10b)
indicates thatPi’s negative ratings are updated by the proportion
of consumerswho switch fromproviderPi to any other provider.

Besides, we consider that some of the reviewers would like
to write down a textual review. The number of textual reviews

Algorithm 1: System Dynamics on an N -Node Network.
Initialization: Set parameters W,E,α, β, and γ for (5),
(10a), (10b), and (12). Begin at t = 0 with G(0),
X

(0)
i , S

(0)
i,+, S

(0)
i,−, T

(0)
i , and R

(0)
ij , ∀i, j ∈ N ,

1: while (t < max simulation time) do
2: for i = 1 to N do
3: S

(t)
i ← S

(t)
i,+, S

(t)
i,− via (6)

4: for j = 1 to N do
5: if j �= i then
6: H

(t)
ij ← X

(t)
i , R

(t)
ij , S

(t)
i , T

(t)
i based on (2), (5),

(7), and (9)
7: end if
8: end for
9: X

(t+1)
i ← X

(t)
i via (1)

10: R
(t+1)
ij ← R

(t)
ij , H

(t)
ij , and H

(t)
ji via (4)

11: S
(t+1)
i,+ ← S

(t+1)
i,+ , and H

(t)
ji via (10a), and (11)

12: S
(t+1)
i,− ← S

(t+1)
i,− , and H

(t)
ij via (10b)

13: T
(t+1)
i ← T

(t)
i via (12)

14: end for
15: G(t+1) ← G(t), H

(t)
ij , and H

(t)
ji

16: t ← t+ 1
17: end while

is updated as follows:

T
(t+1)
i = T

(t)
i + γ

⎡
⎢⎢⎣α ∑

j∈Nc(i)
j �=i

H
(t)
ji Q

(t)
i + β

∑
j∈Nc(i)

j �=i

H
(t)
ij

⎤
⎥⎥⎦
(12)

whereT (t)
i is increased by the consumerswho not only give their

ratings but also textual reviews to provider Pi, and γ ∈ [0, 1] is
the proportion of the reviewers providing a ratingwhoarewilling
to write down a textual review as well.
In summary, providers P at t have fractions of currently

subscribed consumers X(t) = (X
(t)
1 , . . . , X

(t)
N )	, online satis-

faction rates S(t) = (S
(t)
1 , . . . , S

(t)
N )	, and numbers of textual

reviews T (t) = (T
(t)
1 , . . . , T

(t)
N )	. Thus, each node Pi has a

vector of current-state [X
(t)
i , S

(t)
i , T

(t)
i ], making the network

dynamics vectorial. An accompanying pseudo-code is presented
in Algorithm 1 to outline the main steps for the implementation
of the model.

III. RESULTS ON CANONICAL NETWORKS

Here, we apply our model to different instances of flow
networks. We generate several random graphs for the capacity
network of providers Gc and study variations of the consumer
fluxes in the provider networks of providers G(t).

We study a series of systemswithN ∈ [100, 1, 000] providers
and M = 5, 000 consumers. First, we initialize the capacity
network Gc as an unweighted random graph drawn from a given
canonical model; here and in what follows, we use superscript
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“unw” to refer to this network, G(unw)
c . Then, we randomly

allocate the consumers C = {C1, . . . , CM} to the providers in
the network so that each provider (Pi, i = 1, . . . , N ) has a set of
accessible consumers (Fii) and connected providers have a set
of mutually accessible consumers (Fij). This process produces

theweights of the capacity network, thereby transformingG(unw)
c

into Gc. By definition, F̂ii = Fii −
∑

j∈Nc(i)
j �=i

Fij is the fraction

of consumers who can only access the single provider Pi.
The initial number of positive and negative ratings (S(0)

i,+

and S
(0)
i,−) and textual reviews (T (0)

i ) of provider Pi are as-
signed based on a uniform random distribution in [1, 100],
for i = 1, . . . , N . From (6), the initial online satisfaction rate
S
(0)
i of Pi is computed. Using the initial conditions of the ORS

(S(0) = (S
(0)
1 , . . . , S

(0)
N )	 and T (0) = (T

(0)
1 , . . . , T

(0)
N )	) and

the set of accessible consumers of the providers, we assign the
consumers to the providers such that providerswith higher initial
satisfaction rate and more number of textual reviews are likely
to have higher initial number of consumers. Specifically, we
compute the probability that a consumer selects provider Pi

using (9), and we create a related cumulative distribution func-
tion (CDF). We use the CDF to assign consumers to providers
via the inverse transform sampling method [40]. In this man-
ner, we obtain the initial fractions of subscribed consumers
of the providers X(0) = (X

(0)
1 , . . . , X

(0)
N )	 and the residuals

R
(0)
ij , ∀i, j = 1, . . . , N , thereby forming the initial flow network

G(0).
To simulate the logistic function in (5), we setW = 0.08 and

E = 50. Parameters α, β, and γ are set as 0.2, 0.05, and 0.5,
respectively. These settings approximate a real-world scenario
where a smaller percentage of dissatisfied consumers is assumed
to provide a negative review than the percentage of satisfied
consumers who provide positive reviews [4].
The simulations consist of numerically propagating (1), (10),

and (12), for 3,000 time steps to reach an equilibrium. Through-
out our numerical study, we always register that solutions con-
verge to a steady state so that all providers reach a steady number
of consumers by the end of the simulation. For some providers,
the fraction of consumers gradually decreases or increases and
then converges to a steady state. In contrast, some providers find
it difficult to attract consumers and remain at a nearly unchanged
fraction of consumers over the entire duration. The steady-state
values that X(t), S(t), and Q(t) converge to, are denoted by X̄ ,
S̄, and Q̄, respectively. These quantities are examined alongside
k̄, capturing the steady-state consumer fluxes.
The fraction of consumers currently subscribed to a provider

Pi is also called the market share of the provider [41]. The
Herfindahl-Hirschman index (HHI index) gives the competition
for the provider networks,

HHI = ‖X̄‖2, (13)

where ‖X̄‖ is the Euclidean normof vector X̄ . An increase in the
HHI index represents a decrease in the market competition [42].
The HHI index is bounded between 1

N and 1.

A. Barabási-Albert Model

First, we examine networks generated by the Barabási-
Albert (BA) model [43] that creates random scale-free net-
works with a power-law degree distribution. To form a BA
network of N nodes, we start with a small star network of
m ∈ {1, 2, . . . , 9, 10} nodes and then we introduceN −m new
nodes based on the preferential attachment rule [44]. For N
sufficiently large, the mean degree of G(unw)

c is approximately
2m [43].
We begin the analysis of the BA model by studying the

distribution of X̄ forN ∈ [100, 1, 000], see Fig. 2(a). Our results
suggest that the steady-state market share of the providers is
more concentrated around the median for larger markets, see
Fig. 2(a). In other words, there is a lower variance in the success
of the providers to attract and retain consumers if the system
has a larger number of providers. To delve into the competition
among providers, we study the steady-state consumer fluxes,
k̄, see Fig. 2(b). The median value of k̄ gradually decreases
with increasing network sizes, until reaching a plateau slightly
above zero. For BA networks of different sizes N , we plot
the corresponding HHI indices in Fig. 2(c). As the size of the
market increases, HHI decreases, indicating higher competition
among providers. A lower HHI could be explained by the fact
that providers who are clustering together might have a similar
market share, as the same set of consumers would be able to
access them.
Next, we detail the relationship between the performance L

of providers, consumers’ satisfaction S̄, market share X̄ , and
steady-state consumer fluxes k̄ of the providers at the steady
state, see Fig. 2(d) and (e). Results show that the providers with
higher Li are more likely to attract consumers and obtain higher
ratings. In these figures, we divide the providers into low- (k̄i ≤
〈k̄〉) and high-degree (k̄i > 〈k̄〉) providers, based on the average
value 〈k̄〉. The classification reveals that high-degree providers
have more consumers than low-degree providers. This is likely
because having more competitors amplifies the possibility of
competing for consumers with other providers so that providers
can attract and retain more consumers, irrespective of their
performance. Providers’ performance, however, is positively
related to the consumers’ satisfaction. The relationship between
themarket share X̄ and the steady-state consumer fluxes k̄ of the
flow network forN ∈ [100, 1, 000] andm ∈ [1, 10] is illustrated
in Fig. 2(f). Aggregated results show that providers with high
steady-state consumer fluxes could attain more consumers on
average.Meanwhile, for providers with lower weighted degrees,
there exists more variability in their steady-state market share.

B. Erdős–Rényi Model

Similar to the previous section, the Erdős-Rényi (ER) model
is used to generate initial topology structures of the capacity
network G(unw)

c of providers and to investigate the consumer
fluxes in such a network. To construct an ER network with N
nodes, all edges are independently connected to each of two
nodes with a fixed edge probability p. The mean degree of the
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Fig. 2. Model prediction for BA networks. (a) Box plots for the distribution of steady-state market share (X̄) forN ∈ [100, 1, 000] nodes andm = 7 edges for
the preferential attachment, with variances in the inset. (b) Box plots for the distribution of weighted degrees of providers (k̄) for N ∈ [100, 1, 000] and m = 7,
with variances in the inset. On each number, the central mark is the median, and the bottom and top edges are the 25th and 75th percentiles, respectively. The
whiskers extend to the most extreme data that are not outliers, and outliers are plotted individually using dots. (c) Scatter plot of the HHI for BA networks generated
by N ∈ [100, 1, 000] and m = 7. (d)-(e) Scatter plots of (d) the inverse of performance

(
1
L = [ 1

L1
, . . ., 1

LN
]	
)
and steady-state market share X̄; and (e) the

inverse of performance and steady-state consumers’ satisfaction S̄ for all providers in the system. The providers are classified by the average consumer fluxes 〈k̄〉
of the steady-state provider network. In this case, G(unw)

c is a BA network generated with N = 100,m = 7. (f) Log-scale error plot of the steady-state market
share X̄ for different steady-state consumer fluxes k̄ for BA networks with N ∈ [100, 1, 000] and m ∈ [1, 10]. The solid line and the shaded area represent the
mean and the standard deviation, respectively, of the distributions of X̄ conditioned on k̄, organized into five equally spaced intervals.

generated ER network is approximatelyNp, which is a function
of the number of nodes N and the rewiring probability p [43].
The capacity network G(unw)

c generated by ER networks
with N ∈ [100, 1, 000] have the same mean degree as the BA
networks generatedwithm ∈ [1, 10] edges based on preferential
attachment. Thus, we compare the simulation results on BA and
ER models where their capacity network G(unw)

c has the same
mean degree but different network structure.
Overall, the analysis of ER networks is in strong qualitative

agreementwith the oneofBAnetworks.Differences between the
two canonical networks are mostly in the range of the observed
trends andvariance of the statistical observation. Specifically, for
the same mean degree as the capacity network G(unw)

c generated
by the BA model, the market share X̄ and the steady-state
consumer fluxes k̄ display equivalent variation with N , (shown
in Fig. 3(a) and (b), respectively,) to the results of BA networks
in Fig. 2(a) and (b). The main difference between ER and BA
networks is the statistical distributions, which, as one should
expect, have stronger outliers in the case ofBAnetworks. Similar
to Fig. 2(c), the HHI in Fig. 3(c) declines as the market size N
increases, indicating increasing competition among providers.
The variation of market share X̄ and steady-state consumer
fluxes k̄ with performance L are plotted in Fig. 3(d), (e),
and (f). Providers with high performance could obtain more

consumers or higher ratings. The assessment of the competition
experienced by providers, as determined by their steady-state
consumer fluxes with respect to the average value 〈k̄〉, reveals
that high-degree providers are likely to compete with more
neighboring providers to draw consumers irrespective of their
performance. The relationship between k̄ and X̄ of the ER
network with N ∈ [100, 1, 000] and m ∈ [1, 10] in Fig. 3(f)
suggests that providers experiencing large consumer fluxes are
likely to attain more consumers, similar to the BA networks in
Fig. 2(f).

IV. CASE STUDY: DOCTOR SELECTION IN NYC

A. Database of Doctors

Here, we implement our model on a healthcare system to de-
tail patients’ decision-making process in the selection of doctors
and study the link between the inefficiency of the service and
limited access to healthcare of patients. We collect data on 487
family doctors, or primary care physicians (PCPs), in NYC, in-
cluding their names, geographical coordinates of their practice,
online ratings, online textual reviews, and types of health insur-
ance accepted. We use a web scraper called BeautifulSoup tool-
box [45] to collect the data on online ratings and textual reviews
about the doctors from the website www.healthgrades.com.
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Fig. 3. Model prediction for ER networks. (a) Box plots for the distribution of steady-state market share (X̄) for the unweighted capacity networks G(unw)
c

withN ∈ [100, 1, 000] nodes that have the same mean degree as BA capacity networks generated withN ∈ [100, 1, 000] andm = 7, with variances in the inset.
(b) Box plots for the distribution of weighted degrees of nodes (k̄) in the steady-state flow networks G(t) where the ER networks have the same average degree as
BA networks generated with N ∈ [100, 1, 000] and m = 7, with variances in the inset. On each number, the central mark is the median, and the bottom and top
edges are the 25th and 75th percentiles, respectively. The whiskers extend to the most extreme data that are not outliers, and outliers are plotted individually using
dots. (c) Scatter plot of the HHI for ER networks with the same average degree as BA networks generated with N ∈ [100, 1, 000] and m = 7. (d)–(e) Scatter

plots of (d) the inverse of performance
(

1
L = [ 1

L1
, . . ., 1

LN
]	
)
and steady-state market share X̄; and (e) the inverse of performance and steady-state consumers’

satisfaction S̄ for all providers in the system. The providers are classified by the average weighted degree 〈k̄〉 of the steady-state provider network G(t). In this

case, G(unw)
c is an ER network with the same degree as the BA network generated by N = 100,m = 7. (f) Log-scale error plot for the steady-state consumer

fluxes k̄ and steady-state market share X̄ for networks with N ∈ [100, 1, 000] and m ∈ [1, 10]. The line and the shaded area represent the mean value and the
standard deviation of the distributions of X̄ organized over five equally spaced intervals.

Additionally, we manually obtain the geographical coordinates
of the doctors’ office (latitude and longitude in seconds) using
Google Maps [46]. The data on the types of health insurance
plans including Medicaid and Commercial plans accepted by
the doctors are collected from the Individual Provider Network
Data provided by the New York State Department of Health on
the website https://pndslookup.health.ny.gov.

B. Geographic Locations of Patients

The population density data for each zip code in NYC is
obtained from the ZIP Code Tabulation Areas (ZCTAs) Dataset,
which is released by the U.S. Census Bureau [47]. It consists of
zip codes, population density, and geographical coordinates of
the centroid of 192 zip code-level areas in NYC. In our setup,
the patients are uniform-randomly distributed within each zip
code-level area based on the population density of the zip code
area. The boundaries of the zip code area, including latitude
and longitude, are determined from the ZCTAs dataset. In this
manner, the geographic locations of all the patients (in seconds)
are specified in the system.

C. Data Analysis

In Fig. 4, we show a map of the population density of NYC at
a zip code level along with the locations of the PCPs marked on

Fig. 4. Population map of NYC with red circles representing the PCPs in the
database. The colored contours represent the population at zip code-level.

the map. The darker color means densely populated areas and
the lighter color reflects sparsely populated areas. From Fig. 4,
we find that PCPs aremore likely to locate in a darker area, while
these circles are located close to each other. In fact, PCPs are
clustered in densely populated areas – as seen from the spatial
autocorrelation [48] of population density around the doctors
(Moran’s I = 0.736, p = 0.001).
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According to Hu et al. [39], customers who provide extreme
(positive or negative) ratings on a product or a service are more
inclined to express their opinion than thosewithmoderate views,
leading to a J-shaped distribution. Such a distribution is also
found in our dataset of 9,508 ratings, where 77% of ratings
are 5-star, 16% are 1-star, and only 7% in between. With an
equivalent 5-point scale, Hu et al. [39] proposed that satisfaction
is associated with a 4- or 5-star rating and classified ratings of
4 or higher as positive and those below as negative. We use the
same classification, for all PCPs with more than five reviews on
the website; those with less were discarded from the analysis.

D. Simulations

Based on the locations of patients and PCPs, we first set a
distance threshold for each patient and allocate doctors within
that distance to be accessible doctors to the patient. Then, we
construct a capacity network Gc of doctors based on the acces-
sibility. We choose distinct distance thresholds that determine
provider accessibility. In quantifying accessibility, the standard
approach involves gauging the distance to the nearest medical
providers, a methodology substantiated by Guagliardo in their
spatial analysis [22]. This entails patients exclusively selecting
doctors located within a specific range from their domicile.
Considering doctor Pi working at location (xi, yi) (latitude and
longitude respectively) and patient Cl residing at a location
(xl, yl), we first convert the latitude and longitude from seconds
to radians and then calculate the distance dil between them using
the Haversine formula [49],

dil =

2arcsin

√
sin2

(
xi − xl

2

)
+ cosxi cosxl sin

2

(
yi − yl

2

)
.

(14)

For simplicity, we assume that each patient can access a
maximum of two doctors in this model. Such an assumption is
operationalized by randomly assigning, from the pool of doctors,
a maximum of two within a circular area of radius d centered at
the patient’s location.
To obtain the initial number of positive and negative online

ratings (S(0)
i,+ and S

(0)
i,−) and that of textual reviews (T (0)), we

classify the online ratings of the PCPs in the dataset as positive
if they are 4 or above and the corresponding textual reviews are
also classified as positive. Then, we determine the performance
of PCPs (L) based on the proportion of the positive textual
reviews and compute the initial online satisfaction rates S(0)

using (6). Similarly, using (9) and the inverse transform sampling
method, each patient is assigned to a PCP based on the set of
accessible PCPs and their initial online ratings and reviews from
the database (S(0) and T (0)). In this manner, the initial flow
network of doctors G(0) with the initial fraction of patients with
the PCPs (X(0)) are obtained. Numerically propagating (1), we
run model simulations for 3,000 time units to ensure that the
fraction of patients assigned to each doctor reaches equilibrium.
The simulation parameters are the same as those introduced in
Section III.

We examine simulation results at the steady state for different
doctor networks inwhich the accessibility of PCPs is determined
by various distance thresholds d ∈ [1, 10] (km). Steady-state
results for the market share of PCPs in Fig. 5(a) demonstrate
that when the accessibility criterion relies on a larger d, the
market share of PCPs tends to be more concentrated around the
median over various doctor networks. This implies a reduction in
the variability of the PCPs’ success, where a larger proportion of
patients can access PCP offices located at greater distances from
their residential addresses. To investigate the competition among
the providers, we also study the steady-state patient fluxes k̄ as
a function of d. The median value of k̄ increases with increasing
d, indicating that PCPs have more competitors in networks with
larger d. Fig. 5(a) and (b) indicate that more patients can switch
between the connected PCPs in networks with larger d, since
the PCPs have more neighboring competitors in these networks.
The HHI index decreases slowly with increasing d representing
the increasing competition among the PCPs, see Fig. 5(c). As
a result, PCPs could hardly succeed in attracting and retaining
patients if located in a highly competitive market.
Further, we study the relationship among the performance

of doctors L, online satisfaction rate S̄, and the fraction of
patients X̄ who are with the doctor at the steady state, as
shown in Fig. 5(d) and (e). Simulation results reveal that doctors
with relatively high performance could attract more patients
in Fig. 5(d), and potentially obtain high satisfaction rates in
Fig. 5(e). Predictably, the high performance of PCPs is as-
sociated with more positive feedback from the patients. To
investigate the competition experienced by PCPs, we classify
PCP, based on k̄, with respect to the average value, 〈k̄〉. Similar
to the synthetic networks, PCPs with larger k̄ could attract more
patients, see Fig. 5(d). The relationship between X̄ and k̄, is
detailed in Fig. 5(f). PCPs experiencing higher k̄ tend to achieve
a higher X̄ by competing with a large number of neighboring
competitors, thereby taking the risk of gaining or losing their
patients. Compared to the BA and ER networks (Figs. 2(f) and
3(f)), the PCP network has a less steep growth rate of the market
share with respect to their degree.
Causal discovery helps us pinpoint the cause-and-effect re-

lationships among these variables. We implement the PC algo-
rithm proposed by Peter and Clark [50] on the simulated data,
to determine the causal structure of the system variables, which
can be represented byDirectedAcyclicGraphs (DAGs).We start
with a complete undirected graph: through iterative conditional
independence tests, we remove edges and construct a skeleton of
aDAG. To orient the edges of the skeleton into the finalDAG,we
apply deterministic rules that include orienting colliders, chains,
and other specific configurations. The statistical test adopted for
the PC algorithm is the Fisher’s z score [51], and the statistical
significance level is set to 0.05. Using the correlation among the
steady-state values k̄, X̄ , S̄, and Q̄ for various doctor networks,
we discover statistically significant causal relationships among
these variables, represented by a DAG in Fig. 6. This casual
structure remains consistent across various doctor networks
and different permutations of the input variables (since the PC
algorithm is not order-invariant [52]). The DAG indicates that
the market share X̄ and the patients’ satisfaction S̄ can affect
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Fig. 5. Model prediction for doctor networks. (a) Box plots of the distribution of the fraction of patient X̄ at the steady state over the flow networks where the
PCP’s accessibility is determined by the distance threshold d ∈ [1, 10](km), with variances in the inset. (b) Box plots of the distribution of the steady-state fraction
of patient fluxes (k̄) over the flow networks in which accessibility of PCPs is determined by the distance threshold d ∈ [1, 10](km), with variances in the inset. On
each number, the central mark is the median, and the bottom and top edges are the 25th and 75th percentiles, respectively. The whiskers extend to the most extreme
data that are not outliers, and outliers are plotted individually using dots. (c) Scatter plot of the HHI for doctor networks with different d. (d)-(e) Scatter plots of

(d) the inverse of performance
(

1
L = [ 1

L1
, . . ., 1

LN
]	
)

and the steady-state fraction of patients (X̄); and (e) the inverse of performance and steady-state online

satisfaction rate (S̄) for all the PCPs in the system. The mean degree 〈k̄〉 of the steady-state flow network is used to classify the PCPs. In this case, the accessibility
of PCPs is determined by the distance threshold d = 10 (km). (f) Log-scale error plot for the steady-state patient fluxes k̄ and steady-state market share X̄ for the
doctor network in which the PCP’s accessibility is determined by the distance threshold d ∈ [1, 10](km). The line and the shaded area represent the mean value
and the standard deviation of the distributions of X̄ organized over five equally spaced intervals.

Fig. 6. Causal structure of the variables, including k̄, X̄ , S̄, and Q̄ derived
from the generated doctor networks where accessibility of PCPs is determined
by distance threshold d ∈ [1, 10] (km), where the significance level of edges is
0.05. Here, k̄ is the steady-state patient fluxes, and X̄ , S̄, and Q̄ respectively
represent the fraction of patients, patients’ satisfaction, and healthcare quality
for all the providers, across the various doctor networks. All the reported edges
have a p value less than 0.05 (largest p value of 0.009 for the edge from X̄ to Q̄).
None of the non-reported edges are close to the significance threshold (lowest
p value of 0.253 for the edge from X̄ to S̄).

the patient fluxes k̄ through the PCPs and the quality of care Q̄.
The causal link towards k̄ can be attributed to the fact that the
number of patients that a PCPcares for affects the extent towhich
they will gain or lose patients and the overall practice quality.
Simultaneously, patients’ satisfaction rate from the ORS plays
a significant role in influencing their choice of a PCP. However,
the orientation of the causal relationship between patient fluxes
k̄ and quality of care Q̄ is difficult to determine from the existing
dataset.

V. CONCLUSION

We propose a network-based dynamical model to study con-
sumers’ decision-making processes when selecting providers
based on online reviews. The model utilizes two network struc-
tures: one to describe the accessibility of providers to the con-
sumers and the other to track the consumer fluxes between
providers. The former (capacity network) is static, whereby
we hypothesize that each consumer has access to at most two
providers, assigned to them once and for all. The latter (flow net-
work) is, instead, time-varying to describe the intricate process
by which providers compete for consumers, who may decide to
change a provider for another on the basis of their own experi-
ence and the information they gather through the ORS. While
capturing many salient features of decision-making processes,
the proposed model is parsimonious in nature. We formulate
the model as a discrete-time Markov process that is amenable
to some analytical treatment. We can prove the well-posedness
of the model, in terms of the range of variations of the number
of consumers subscribed to each provider as a function of the
provider accessibility.
We present simulation results for a number of case studies in

which we vary the size of the market and the topology of the ca-
pacity network to simulate different scenarios of accessibility of
providers to consumers. We specifically consider two canonical
network models for the capacity network: Barabási-Albert (BA)
and Erdaős-Rényi (ER). In a BA network, the network degree
tends to follow a power-law distribution, with several nodes hav-
ing a degree much larger than the average and connecting dense
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sub-networks of low-degree nodes. Hence, there are providers
who are accessible to a large portion of the consumers and
can compete for consumers with many other providers. These
hubs coexist with a majority of providers whose accessibility
is limited to a small group of consumers, mostly competing
with providers who have the same reach. In an ER network,
such a hierarchical structure is not present, whereby providers
are practically equivalent with respect to their accessibility to
consumers. We find that irrespective of the network type, as
the market size increases (larger number of providers), the level
of competition among providers diminishes, so that consumers
tend to remain with their providers rather than switching to
others. The consumers’ satisfaction, together with the market
share, impacts consumer fluxes between providers and the over-
all quality of service experienced by the consumers.
As a real-world test case, we apply our model to a system of

PCP selection by patients in NYC based on online ratings and
geographical proximity. For each physician in the dataset, the of-
fice location, online ratings, and textual reviews are important to
distinguish the characteristics of decision-making. We observe
a majority of PCPs being clustered together, generally in the
densely populated areas of the city. Similar to our findings in the
canonical networks, in this network, the satisfaction of patients
from the ORS, combined with the market share, significantly
influences the gain or loss of patients and the healthcare quality
experienced by the patients. The study of the causal relation-
ships between the patient fluxes between PCPs, quality of care,
patients’ satisfaction, andmarket share at the steady state reveals
that the number of patients that a PCP provides care to can result
in gaining or losing patients and affect the quality of their care.
Patients’ satisfaction rate from the ORS also plays a significant
role in influencing their choice of PCP.
Our study is not free of limitations. First, our modeling

approach is based on the simplifying assumption that a con-
sumer can access amaximum of two providers. This simplifying
assumption was necessary to formulate the model in terms of
classical graph theory, rather than resorting to hypergraphs to
capture selection among more than two providers. Future work
shall seek to expand the model to hypergraphs to overcome this
limitation. Second, our analytical insight is presently limited to
general claims about the well-posedness of the model, whereby
we rely on computer simulations to garner insight into the factors
that shape decision-making. Future work could attempt fur-
ther analytical research, potentially exploring linearized model
formulations around the steady-state. For example, one could
explore sensitivity analysis with respect to model parameters,
similar to those studied by De Lellis et al. [53], to detail the
relationship between local topological features of the capacity
network and the overall response of the system. Third, we
acknowledge that the analysis of the real-world problem of
accessibility of providers is preliminary and requires additional
work before supporting robust conclusions for the medical sec-
tor. In particular, we warn prudence against the definition of
accessibility based on only physical proximity; transportation
and costs are, for example, factors that should be considered
when defining accessibility.
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