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A B S T R A C T

We explore convergence of deep neural networks with the popular ReLU activation function, as the depth of the
networks tends to infinity. To this end, we introduce the notion of activation domains and activation matrices
of a ReLU network. By replacing applications of the ReLU activation function by multiplications with activation
matrices on activation domains, we obtain an explicit expression of the ReLU network. We then identify the
convergence of the ReLU networks as convergence of a class of infinite products of matrices. Sufficient and
necessary conditions for convergence of these infinite products of matrices are studied. As a result, we establish
necessary conditions for ReLU networks to converge that the sequence of weight matrices converges to the
identity matrix and the sequence of the bias vectors converges to zero as the depth of ReLU networks increases
to infinity. Moreover, we obtain sufficient conditions in terms of the weight matrices and bias vectors at
hidden layers for pointwise convergence of deep ReLU networks. These results provide mathematical insights
to convergence of deep neural networks. Experiments are conducted to mathematically verify the results and
to illustrate their potential usefulness in initialization of deep neural networks.

1. Introduction

Deep neural networks have achieved great successes for a wide
range of machine learning problems including face recognition, speech
recognition, game intelligence, natural language processing, and au-
tonomous navigation. It is generally agreed that four ingredients con-
tribute to the successes. The first two of them are the availability
of vast amounts of training data, and recent dramatic improvements
in computing and storage power. The third one is a class of effi-
cient numerical algorithms such as the Stochastic Gradient Decent
(SGD) algorithms, Adaptive Boosting (AdaBoost) algorithms, and the
Expectation–Maximization algorithm (EM). The fourth ingredient, also
the most important one, is powerful neural network architectures, such
as Convolutional Neural Networks (CNN), Long-Short Time Memory
(LSTM) networks, Recurrent Neural Networks (RNN), Generative Ad-
versarial Networks (GAN), Deep Belief Networks (DBN), and Residual
Networks (ResNet), which provide a superior way of representing data.
We refer to a survey paper [1] and monograph [2] for an in-depth
overview of deep learning.

Compared to the vast development in engineering and applications,
research on the mathematical theory of deep neural networks is still
at its infancy, and yet is undergoing rapid progress. Many interesting
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papers on the approximation and expressive powers of deep neural

networks have appeared in the past several years. We provide here a

brief review. More details can be found in two recent surveys [3,4].

Poggio, Mhaskar, Rosasco, Miranda, and Liao [5] proved that deep

neural networks approximate a class of functions with special composi-

tional structure exponentially better than shallow networks. Montanelli

and Du [6] and Yarotsky [7] estimated the number of parameters

needed for deep neural networks to achieve a certain error tolerance

in approximating functions in the Koborov space and differential func-

tions, respectively. Montanelli and Yang [8] achieved error bounds

for deep ReLU networks approximation of multivariate functions using

the Kolmogorov–Arnold superposition theorem. These three pieces of

work indicated that deep neural networks are able to lessen the curse

of dimensionality. E and Wang [9] proved that for analytic functions

in a low dimension, the convergence rate of the deep neural network

approximation is exponential. Zhou [10] established the universality

of deep convolutional neural networks. Shen, Yang, and Zhang put for-

ward in a series of works [11–13] optimal approximation rates for ReLU

networks in terms of width and depth to approximate an arbitrary con-

tinuous or Hölder continuous function. Daubechies, DeVore, Foucart,

Hanin, and Petrova [14] showed that deep neural networks possess
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greater approximation power than traditional methods of nonlinear
approximation such as variable knot splines and n-term approximation
from dictionaries. Wang [15] presented a mathematical introduction to
generative adversarial nets. Lipschitz and proximal properties of neural
networks were investigated in [16–19]. Investigations on theoretical
properties of deep neural networks via the neural tangent kernel were
conducted in [20–22].

In this paper, we study convergence of deep ReLU networks from
a different perspective. We are interested in knowing whether or not
a deep ReLU network with a fixed width and an increasing depth will
converge to a meaningful function (as a function of the input variable),
as its depth tends to infinity. It is well-known that in linear approxima-
tions (for example, Fourier analysis [23] and wavelet analysis [24]),
issues regarding convergence of an expansion such as Fourier expansion
and wavelet expansion are fundamental. In particular, in classical
analysis, convergence of Fourier expansions with given coefficients
is a basic issue. As deep neural networks are used more and more
in approximation as a function class, convergence of a sequence of
neural networks approximating to a function has become a pressing
and interesting issue. Along this line, the first question is: What require-
ments should we impose to the weight matrices and the bias vectors to
guarantee that the related ReLU deep neural network will converge to a
meaningful function as its number of layers tends to infinity? This paper
attempts to answer this question. The neural networks to be considered
here are not tied with a specific target function. Convergence of neural
networks that result from approximation of a given function will be
investigated in a different occasion.

It has long been understood that a neural network with the ReLU
activation function results in a piecewise linear function. The first
novelty of this work is to identify a subdomain that corresponds to a
linear component of the ReLU network as an activation domain and to an
activation matrix which is a diagonal matrix whose diagonal entries are
either 1 or 0. The identification allows us to replace the applications of
the ReLU activation function, often a source of technical difficulties,
by multiplications with the activation matrices. Making use of this
observation, we put forward a useful representation for deep ReLU net-
works, by which we formulate the convergence of deep ReLU networks
as convergence of a class of infinite products of matrices. Necessary
and sufficient conditions for convergence of such infinite products of
matrices are then established. Based on this understanding, we provide
necessary conditions and rather week sufficient conditions for a deep
ReLU network to converge. The necessary conditions supply mathe-
matical guidelines for further development of deep ReLU networks.
Moreover, the sufficient conditions enable us to interpret the design
strategy of the well-known deep residual networks, which have been
widely used in image classification, with an insightful mathematical
explanation.

The rest of this paper is organized as follows. In Section 2, we review
the definition and notation of neural networks and define the notion
of convergence of neural networks when new layers are paved to the
existing network so that the depth is increasing to infinity. In Section 3,
we introduce the notions of the activation domain and activation
matrix, with which we present an explicit expression for deep ReLU
networks. Based on this expression, we connect convergence of deep
ReLU networks with the existence of two limits involving infinite prod-
ucts of matrices. Conditions for convergence of such infinite products of
matrices are examined in Section 4. Finally, in Section 5 we revisit the
convergence of deep ReLU networks by presenting sufficient conditions
for the pointwise convergence of the deep ReLU networks. Moreover,
as an application of the result established, we provide a mathematical
interpretation to the design of the successful deep residual networks.

2. Deep neural networks and convergence

In this section, we recall the definition of the deep neural network
and formulate its convergence problem to be studied in this paper.

We consider general fully connected feed-forward neural networks
with fixed width m and increasing depth n, for m, n * N, from input
domain [0, 1]d ⊆ Rd to the output space Rd2 . For each i with 1 d i d n,
let ēi and Āi denote respectively the weight matrix and bias vector of
the ith hidden layer. That is, Āi * Rm for 1 d i d n, ē1 * Rm×d , and
ēi * Rm×m for 2 d i d n. The weight matrix ēo and bias vector Āo of
the output layer satisfyēo * Rd2×m and Āo * Rd2 . The structure of such
a deep neural network is determined after the choice of an activation
function.

Widely-used activation functions in neural networks include the
ReLU function

ReLU (x) ∶= max(x, 0), x * R

and the logistic sigmoid function

S(x) ∶=
1

1 + e−x
, x * R.

After an activation function � is chosen, the structure of the resulting
deep neural network may be illustrated as follows:

x * [0, 1]d
ē1 ,Ā1
←←←←←←←←←←←←←←←←←←←←←←←³

�
x(1)

ē2 ,Ā2
←←←←←←←←←←←←←←←←←←←←←←←³

�
x(2) ³ ď ³

ēn ,Ān
←←←←←←←←←←←←←←←←←←←←←←←³

�
x(n)

ēo ,Āo
←←←←←←←←←←←←←←←←←←←←←←³ y * R

d2 .

input 1st layer 2nd layer nth layer output

(2.1)

Here

x(k) ∶= �(ēkx
(k−1) + Āk), 1 d k d n with x(0) = x, (2.2)

y ∶= ēox
(n) + bo, (2.3)

and the activation function � is applied to a vector componentwise.
Thus, the above deep neural network determines a continuous function
x ³ y from [0, 1]d to Rd2 .

Consecutive compositions of functions are typical operations used
in deep neural networks. To have a compact form, below we define the
notation for consecutive compositions of functions.

Definition 2.1 (Consecutive Composition). Let f1, f2,& , fn be a finite
sequence of functions such that the range of fi is contained in the
domain of fi+1, 1 d i d n − 1, the consecutive composition of {fi}

n
i=1

is
defined to be function
n*
i=1

fi ∶= fnċfn−1ċďċf2ċf1,

whose domain is that of f1.

Note that whenever the consecutive composition notation is used,
the order of compositions given in Definition 2.1 is always assumed.

Using the notation defined in Definition 2.1 for consecutive compo-
sitions of functions, Eqs. (2.2) and (2.3) may be rewritten as

x(k) =

(
k*
i=1

�(ēi ç +Āi)

)
(x), 1 d k d n

and

y = ēo

(
n*
i=1

�(ēi ç +Āi)

)
(x) + bo, x * [0, 1]d ,

respectively. We are concerned with convergence of the above func-
tions determined by the deep neural network as n increases to infinity.
One sees that the output layer is a linear function of x(n) and thus, it
does not affect the convergence. By this observation, we introduce the
following definition.

Definition 2.2 (Convergence of Neural Networks). Let ē ∶= {ēn}
@
n=1

with ē1 * Rm×d , ēn * Rm×m, n e 2 be a sequence of weight matrices,
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and Ā ∶= {Ān}
@
n=1

with Ān * Rm be a sequence of bias vectors. Define
the deep neural network by

ün(x) ∶=

(
n*
i=1

�(ēi ç +Āi)

)
(x), x * [0, 1]d . (2.4)

We say the deep neural network ün determined by ē, Ā and a chosen
activation function � converges with respect to some norm ‖ ç ‖ to a
limit function ü if

lim
n³@

‖ün −ü‖ = 0.

The goal of this paper is to understand what conditions are required
for the weight matrices ēn and the bias vectors Ān to ensure con-
vergence of the deep neural network when the activation function is
chosen to be ReLU.

3. Convergence of ReLU networks

In this section, we consider convergence of a deep ReLU network
ün as the number n of layers goes to infinity. For this purpose, we
introduce an algebraic formulation of a deep ReLU network convenient
for convergence analysis.

It has been understood [3] that the neural network (2.1) with �

being the ReLU activation function determines a function

fn(x) = Woün(x) + bo, x * [0, 1]d ,

that is piecewise linear. Our novelty is to identify the linear compo-
nents of ün and their associated subdomains by using a sequence of
activation matrices.

We begin with analyzing a one layer ReLU network ü1, which has
the form

ü1(x) ∶= �(ē1x + Ā1), x * [0, 1]d ,

where � is the ReLU activation function. Note that the m components
of ē1x + Ā1 are linear functions āj (x), x * [0, 1]d for j = 1, 2,& , m.
Hence,

ü1(x) = [�(āj (x)) ∶ j = 1, 2,& , m]T . (3.1)

According to the definition of the ReLU activation function, we observe
for j = 1, 2,& , m that

�(āj (x)) = 0, if āj (x) d 0, and �(āj (x)) = āj (x), if āj (x) > 0.

(3.2)

When �(āj (x)) = 0, we say that the node with āj (x) is deactivated, and
otherwise, it is activated. Apparently, there are at most 2m different
activation patterns at the first layer. To describe these patterns, we
introduce a set of m × m diagonal matrices whose diagonal entries are
either 1 or 0.

Specifically, we define the set of activation matrices by

òm ∶=
{
diag (a1, a2,& , am) ∶ ai * {0, 1}, 1 d i d m

}
.

An element of òm is either the identity matrix or its degenerated
matrix (some diagonal entries degenerated to zero). The support of an
activation matrix J * òm is defined by

supp J ∶= {k ∶ Jkk = 1, 1 d k d m}.

Clearly, an activation matrix J * òm is uniquely determined by its
support. The set òm of the activation matrices has exactly 2m elements
since each of the m diagonal entries of an element in the set has
exactly two different choices. This matches the number of possible
different activation patterns of a ReLU neural network: Each element
of the set òm corresponds to an activation pattern. For this reason, it
is convenient to use òm as an index set.

Definition 3.1 (Activation Domains of One Layer Network). For a weight
matrix ē with m rows and a bias vector Ā * Rm, the activation domain
of �(ēx + Ā) with respect to a diagonal matrix J * òm is

DJ ,ē,Ā ∶=
{
x * R

m2
∶ (ēx + Ā)j > 0 for j * supp J and

(ēx + Ā)j d 0 for j + supp J
}
.

Note that the integer m2 in Definition 3.1 may be chosen to be d

(when it is used to define activation domains of the first layer) or m

(when it is used to define activation domains of layers which are not
the first layer).

In Definition 3.1, we use an activation matrix J * òm to associate
an activation pattern of the m components of ēx + Ā. As a result,
Definition 3.1 enables us to construct a partition of the unit cube [0, 1]d

that corresponds to the piecewise linear nature of the function ü1 and
allows us to reexpress ü1 in a piecewise linear manner. Specifically,
we have that

[0, 1]d =
å

I1*òm

(DI1 ,ē1 ,Ā1
K [0, 1]d ). (3.3)

By Eqs. (3.1) and (3.3), the one layer ReLU network can be reexpressed
as

ü1(x) = I1(ē1x + Ā1), x * DI1 ,ē1 ,Ā1
, for I1 * òm. (3.4)

Clearly, on each activation domain DI1 ,ē1 ,Ā1
, ü1 is a linear function.

The essence of Eq. (3.4) is that we are able to replace the application
of the ReLU activation function by multiplication with an activation
matrix in òm. This will lead to great convenience in processing ReLU
networks. We remark that some of the 2m activation domains might
be empty. In fact, by [25], the number of activation domains with

nonempty interior does not exceed
d1

k=0

(
m

k

)
.

For a deep ReLU neural network with n layers, we need a sequence
of n activation matrices ą̄n ∶= (I1, I2,& , In) * (òm)

n to identify its
different activation patterns on the n hidden layers, where Ik marks the
activation pattern at the kth layer. We next define activation domains
of a multi-layer network.

Definition 3.2 (Activation Domains of a Multi-Layer Network). For
ē̄n ∶= (ē1,& ,ēn) * Rm×d × (Rm×m)n−1, Ā̄n ∶= (Ā1,& ,Ān) * (Rm)n,
the activation domain of
n*
i=1

�(ēi ç +Āi)

with respect to ą̄n ∶= (I1,& , In) * (òm)
n is defined recursively by

D
ą̄1 ,ē̄1 ,Ā̄1

= DI1 ,ē1 ,Ā1
K [0, 1]d

and

D
ą̄n ,ē̄n ,Ā̄n

=

{
x * D

ą̄n−1 ,ē̄n−1 ,Ā̄n−1
∶

( n−1*
i=1

�(ēi ç +Āi)

)
(x) * DIn ,ēn ,Ān

}
.

We have the following observation regarding the activation domain.

Proposition 3.3. The sequence of the activation domains D
ą̄n ,ē̄n ,Ā̄n

are
nested, that is,

D
ą̄n+1 ,ē̄n+1 ,Ā̄n+1

⊆ D
ą̄n ,ē̄n ,Ā̄n

, n * N.

Moreover, for each n * N,

D
ą̄n ,ē̄n ,Ā̄n

=
{
x * DI1 ,ē1 ,Ā1

K [0, 1]d ∶

( k−1*
i=1

�(ēi ç +Āi)

)
(x) * DIk ,ēk ,Āk

, 2 d k d n

}
. (3.5)

Proof. That D
ą̄n ,ē̄n ,Ā̄n

are nested follows directly from the definition.
Equality (3.5) may be proved by induction on n. ¦



Neurocomputing 571 (2024) 127174

4

Y. Xu and H. Zhang

The activation domain D
ą̄n ,ē̄n ,Ā̄n

characterizes the inputs x * [0, 1]d

such that when those inputs are going through the ReLU neural network
(2.1), at the kth hidden layer (1 d k d n), exactly the nodes with
index in supp Ik are activated. There are at most 2

nm activation domains
D

ą̄n ,ē̄n ,Ā̄n
corresponding to all choices of sequences of diagonal matrices

ą̄n * (òm)
n, and a large number of them might be empty or have zero

Lebesgue measure.
For each positive integer n, the activation domains

D
ą̄n ,ē̄n ,Ā̄n

, for ą̄n ∶= (I1,& , In) * (òm)
n,

form a partition of the unit cube [0, 1]d . That is, for each n * N,

[0, 1]d =
å

ą̄n*(òm)
n

D
ą̄n ,ē̄n ,Ā̄n

By using these activation domains, we are able to write down an ex-
plicit expression of the ReLU networkün with applications of the ReLU
activation function replaced by multiplications with the activation
matrices.

We now establish a representation of the ReLU network based on
its activation domains and activation matrices. To this end, we need
a notation to denote the product of matrices with a prescribed order.
Specifically, we write

n/
i=1

ēi = ēnēn−1 ďē1.

For n, k * N, we also adopt the following convention that

n/
i=k

ēi = ēnēn−1 ďēk, for n e k, and
n/

i=k

ēi = I, for n < k,

where I denotes the m × m identity matrix.

Theorem 3.4. It holds that

ün(x) =

(
n/
i=1

Iiēi

)
x +

n1
i=1

(
n/

j=i+1

Ijēj

)
IiĀi, x * D

ą̄n ,ē̄n ,Ā̄n
,

ą̄n ∶= (I1,& , In) * (òm)
n.

(3.6)

Proof. We prove by induction on n. When n = 1, by (3.4), the result is
true. Suppose that (3.6) holds for n − 1. Now let x * D

ą̄n ,ē̄n ,Ā̄n
. Then

ün(x) = �

(
ēn

( n−1*
i=1

�(ēi ç +Āi)

)
(x) + Ān

)
.

By Definition 3.2,

( n−1*
i=1

�(ēi ç +Āi)

)
(x) * DIn ,ēn ,Ān

.

We then get by (3.4) and induction that

ün(x) = In

(
ēn

(
n−1*
i=1

�
(
ēi ç +Āi

))
(x) + Ān

)

= Inēn

((
n−1/
i=1

Iiēi

)
x +

n−11
i=1

(
n−1/
j=i+1

Ijēj

)
IiĀi

)
+ InĀn

=

(
n/
i=1

Iiēi

)
x +

n1
i=1

(
n/

j=i+1

Ijēj

)
IiĀi,

which proves (3.6). ¦

The representation of a deep ReLU network established in Theo-
rem 3.4 is crucial for further investigation of the network. The piece-
wise linear property of a ReLU network follows immediately from this
representation. It is also helpful for developing the convergence results
of ReLU Networks later in this paper.

In the remaining part of this section, we formulate the convergence
of deep ReLU networks as a problem about convergence of infinite

products of matrices. Denote by ‖ ç ‖p the āp-norm on Rm, 1 d p d +@.
For a Lebesgue measurable subset 
 ⊆ Rd , by Lp(
,Rm) we denote
the space of all real-valued functions f ∶ 
 ³ Rm such that each
component of f is Lebesgue measurable on 
 and such that

‖f‖p ∶=
⎧⎪⎨⎪⎩

(
+
 ‖f (x)‖p

p
dx

)p

, 1 d p < +@,

ess sup
x*


‖f (x)‖@, p = +@

is finite. Also, C(
,Rm) is the space of all continuous functions from 


to Rm.
Theorem 3.4 allows us to present a necessary and sufficient con-

dition for ReLU neural networks ün to converge to a function in
Lp([0, 1]d ,Rm), as n ³ @. Let ē ∶= {ēn}

@
n=1

with ē1 * Rm×d , ēn *

Rm×m, n > 1 and Ā ∶= {Ān}
@
n=1

with Ān * Rm be a sequence of weight
matrices and bias vectors, respectively. Suppose ü * C([0, 1]d ,Rm). It
follows from Theorem 3.4 that the ReLU neural networks ün converge
to ü in Lp([0, 1]d ,Rm) if and only if

lim
n³@

1
ą̄n*(òm)

n
+D

ą̄n,ē̄n,Ā̄n

‖‖‖‖‖‖

(
n/
i=1

Iiēi

)
x+

n1
i=1

(
n/

j=i+1

Ijēj

)
IiĀi−ü (x)

‖‖‖‖‖‖

p

p

dx = 0, 1 d p < +@

(3.7)

and

lim
n³@

max
ą̄n*(òm)

n

sup
x*D

ą̄n ,ē̄n ,Ā̄n

‖‖‖‖‖‖

(
n/
i=1

Iiēi

)
x +

n1
i=1

(
n/

j=i+1

Ijēj

)
IiĀi −ü (x)

‖‖‖‖‖‖@
= 0,

p = @.

(3.8)

This necessary and sufficient condition together with Theorem 3.4
leads to useful necessary conditions and sufficient conditions for the
sequence of ReLU neural networks to converge. They will be presented
next. To this end, we first establish a technical lemma.

Lemma 3.5. Let An * Rm×d , bn * Rm, n * N and let 1 d p d +@. Then
the sequence of linear functions

Anx + bn

converges in Lp(
,Rm) on a bounded subset 
 ⊆ Rd that has positive
Lebesgue measure if and only if both {An} and {bn} converge.

Proof. We first prove the sufficient condition. Suppose that both {An}

and {bn} converge. Then, clearly, Anx + bn converges uniformly on 


as 
 is bounded. As a result, {Anx + bn} converges in Lp(
,Rm) for all
1 d p d +@.

Conversely, suppose that {Anx+bn} converges to some limit function
ē ∶= (u1, u2,& , um)

T in Lp(
,Rm) for some p * [1,+@], where 
 has
positive Lebesgue measure. Let bn ∶= (bn1, bn2,& , bnm)

T and An ∶=

[An,jk ∶ 1 d j d m, 1 d k d d]. Thus, for each j with 1 d j d m, we
have that

(Anx + bn)j = bnj +

d1
k=1

An,jkxk ³ uj in Lp(
) as n ³ @. (3.9)

As 
 has a positive measure, C(
) is infinite-dimensional. Therefore,
there exists g * C(
) such that

+
 g(x)xkdx = 0, for all 1 d k d d and +
 g(x)dx = 1.

Eq. (3.9) ensures that

lim
n³@

bnj = lim
n³@+
 g(x)(Anx + bn)jdx = +
 g(x)uj (x)dx,

which implies that for every 1 d j d m, bnj converges as n ³ @. Hence,
{bn} converges. Similarly, for each l with 1 d l d d, there exists a
function ℎl * C(
) such that

+
 ℎl(x)xkdx = �l,k, for all 1 d k d d and +
 ℎl(x)dx = 0.
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Again, by (3.9), we have that

lim
n³@

An,jl = lim
n³@+
 ℎl(x)(Anx + bn)jdx = +
 ℎl(x)uj (x)dx,

which proves the convergence of {An}. ¦

We are now ready to prove the main result of this section.

Theorem 3.6. Let ē ∶= {ēn}
@
n=1
with ē1 * Rm×d , ēn * Rm×m, n > 1

and Ā ∶= {Ān}
@
n=1
with Ān * Rm be a sequence of weight matrices and bias

vectors, respectively.

1. (Necessary condition for convergence) If the sequence of ReLU
networks {ün}

@
n=1
converges in Lp([0, 1]d ,Rm) then for all sequences

of diagonal matrices I = (In * òm ∶ n * N) such that the set
@ä
n=1

D
ą̄n ,ē̄n ,Ā̄n

has positive Lebesgue measure, the two limits
@/
n=1

Inēn ∶= lim
n³@

n/
i=1

Iiēi (3.10)

and

lim
n³@

n1
i=1

(
n/

j=i+1

Ijēj

)
IiĀi (3.11)

both exist.
2. (Sufficient condition for pointwise convergence) If for all
sequences of diagonal matrices I = (In * òm ∶ n * N), the above
two limits both exist, then the sequence of ReLU neural networks
{ün}

@
n=1
converges pointwise on [0, 1]d .

Proof. We prove the first claim of this theorem. If for a sequence of
diagonal matrices I = (In * òm ∶ n * N),

DI ∶=

@ä
n=1

D
ą̄n ,ē̄n ,Ā̄n

has positive Lebesgue measure, then by (3.7) and (3.8),

‖ün −ü‖Lp(DI ,R
m) d ‖ün −ü‖Lp(D

ą̄n,ē̄n,Ā̄n
,Rm)

d ‖ün −ü‖Lp([0,1]d ,Rm) ³ 0, n ³ @.

It implies

ün(x) =

(
n/
i=1

Iiēi

)
x +

n1
i=1

(
n/

j=i+1

Ijēj

)
IiĀi

converges in DI with respect to the chosen Lp-norm ‖ ç ‖. The proof
may be completed by applying Lemma 3.5 with 
 ∶= DI.

Next, we establish the second claim. For every x * [0, 1]d , there
exists a sequence of diagonal matrices I = (In ∶ In * òm, n * N) such
that

x *

@ä
n=1

D
ą̄n ,ē̄n ,Ā̄n

.

Thus, by (3.6)

ün(x) =

(
n/
i=1

Iiēi

)
x +

n1
i=1

(
n/

j=i+1

Ijēj

)
IiĀi, n * N.

Therefore, the existence of the two limits (3.10) and (3.11) are suffi-
cient for pointwise convergence of {ün(x)}. ¦

Theorem 3.6 lays a foundation for studying the convergence issue
of deep ReLU networks.

4. Infinite products of matrices

This section is devoted to investigation of convergence of infinite
products of matrices, which arise in the study of convergence of deep
ReLU networks.

It follows from Theorem 3.6 that the convergence of ReLU networks
is reduced to existence of the two limits (3.10) and (3.11). Specifically,
the convergence of the infinite product of matrices

@/
n=1

Inēn, for any In * òm, (4.1)

appears in the two limits. We hence raise the following question: What
conditions on the matrices ēn, n * N, will guarantee the convergence
of the infinite product (4.1) for all choices In * òm, n * N? We first
answer this question.

There is a well-known sufficient condition ([26], page 127) for
convergence of infinite products of matrices, which can be considered
as a generalization of the convergence of infinite products

/@
n=1(1+xi)

of scalars. The result states that if

ēn = I + Čn and
@1
n=1

‖Čn‖ < +@, (4.2)

where I is the identity matrix and ‖ ç ‖ is any matrix norm satisfying
‖AB‖ d ‖A‖‖B‖, then the infinite product
@/
n=1

ēn

converges. This result was extended by Artzrouni [27]. Our question
differs from those results in having the diagonal matrices In in (4.1)
arbitrarily chosen from òm. Nevertheless, we manage to prove that
this condition (4.2) remains sufficient for the convergence of (4.1). We
proceed to establish this result.

Let ‖ ç ‖ be a norm on Rm that is nondecreasing on the modules of
vector components:

‖ÿ‖ d ‖Ā‖ whenever |ai| d |bi|, 1 d i d m,

for ÿ = (a1, a2,& , am),Ā = (b1, b2,& , bm) * R
m. (4.3)

This requirement on a vector norm is mild and it is satisfied by the
āp-norms for all 1 d p d +@. We then define its induced matrix norm
on Rm×m, also denoted by ‖ ç ‖, by
‖A‖ = sup

x*Rm ,x�0
‖Ax‖
‖x‖ , for A * R

m×m.

Clearly, this matrix norm has the property that

‖AB‖ d ‖A‖‖B‖ for all matrices A,B (4.4)

and

‖Ii‖ d 1 for each Ii * òm. (4.5)

Note that the Frobenius norm satisfies (4.4) but does not satisfy (4.5).
Our first observation regards the product of activation matrices.

Lemma 4.1. If j e 2 and Ii * òm for i = j, j + 1,& , n, then

lim
n³@

n/
i=j

Ii = ÷j ,
for some matrix ÷j * òm, and there exist a positive integer N such that

n/
i=j

Ii = ÷j , whenever n > N. (4.6)

Proof. We first note that for all n * N, there holds
/n

i=j Ii * òm and

supp

(
n/
i=j

Ii

)
=

nä
i=j

supp Ii.

It follows that

∅ ⊆ supp

(
n+1/
i=j

Ii

)
⊆ supp

(
n/
i=j

Ii

)
, (4.7)
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where ∅ denotes the empty set. Therefore, the limit

lim
n³@

supp

(
n/
i=j

Ij

)
=

@ä
i=j

supp Ii

exists. Note that there exists a unique diagonal matrix ÷j * òm such
that

supp÷j =
@ä
i=j

supp Ii

and thus,

lim
n³@

n/
i=j

Ii = ÷j .
Since the set òm contains only a finite number of matrices, accord-

ing to (4.7), there exists a positive integer N such that

supp

(
n/
i=j

Ii

)
= supp

(
N/
i=j

Ii

)
, for all n > N.

Thus, there exists a unique diagonal matrix ÷j * òm such that

÷j =
N/
i=j

Ii

and
n/
i=j

Ii = ÷j , for all n > N. ¦

Lemma 4.2. If a sequence {an}
@
n=1
satisfies an e 0 and

1@
n=1 an < +@,

then for all p * N,

@1
i=p+1

ai +

@1
l=2

1
1di1<i2<ď<il

il>p

l/
k=1

aik
d
(

@1
i=p+1

ai

)
exp

(
@1
i=1

ai

)
. (4.8)

Proof. Recall the expansion

ex =

@1
l=0

xl

l!
, for all x * R. (4.9)

Substituting x ∶=
1@

i=1 ai in Eq. (4.9) yields that

exp

(
@1
i=1

ai

)
=

@1
l=0

1

l!

(
@1
i=1

ai

)l

.

Multiplying both sides of the above equation by the sum
1@

i=p+1 ai gives
that
(

@1
i=p+1

ai

)
exp

(
@1
i=1

ai

)
=

(
@1

i=p+1

ai

)
@1
l=0

1

l!

(
@1
i=1

ai

)l

. (4.10)

Note that for l e 1
(

@1
i=p+1

ai

)
1

(l − 1)!

(
@1
i=1

ai

)l−1

e 1
1di1<i2<ď<il

il>p

l/
k=1

aik
.

Combining this inequality with Eq. (4.10) proves the desired inequality
of this lemma. ¦

When the infinite sum in Lemma 4.2 is reduced to a finite sum,
we obtain the following special result that was originally used in [26]
without a proof. If ai, 1 d i d n, are nonnegative numbers, by setting
ai = 0 for i > n, we then obtain from Lemma 4.2 that for all p < n,

n1
i=p+1

ai +

n1
l=2

1
1di1<i2<ď<ildn

il>p

l/
k=1

aik
d
(

n1
i=p+1

ai

)
exp

(
n1
i=1

ai

)
. (4.11)

We next provide a sufficient condition on the matrices which en-
sures convergence of the infinite product (4.1). In [27], it was proved

that if
@1
i=1

‖Ai‖ < +@

and

‖Ui‖ = 1 for all i * N (4.12)

then
@/
i=1

(Ui + Ai) (4.13)

converges. Our infinite products (4.1) differ from (4.13) in that we have
In’s arbitrarily chosen from òm. Also, the assumption (4.12) does not
apply to our question. We shall make use of the special property (4.6)
of In’s, which making our approach more direct and simple than that
in [27].

Theorem 4.3. Let ‖ ç ‖ be a matrix norm satisfying (4.4) and (4.5). If
ē1 * Rm×d , ēn * Rm×m, n e 2, are matrices satisfying

ēn = I + Čn, n e 2, and
@1
n=2

‖Čn‖ < +@, (4.14)

then the infinite product (4.1) converges for all In * òm, n * N.

Proof. It suffices to prove that the infinite product of matrices

@/
n=2

Inēn

converges under the assumed conditions.
We compute that

n/
i=2

Iiēi =

n/
i=2

(Ii + IiČi).

Expanding the product on the right hand side of the above equation
yields

n/
i=2

Iiēi =

n/
i=2

Ii +

n−11
l=1

1
2dj1<j2<ď<jldn

(
n/

k=jl+1

Ik

)

×

(
l/

i=2

(
Iji

Čji

ji−1/
k=ji−1+1

Ik

))
Ij1

Čj1

(
j1−1/
k=2

Ik

)
. (4.15)

According to (4.6), we assume that n2 > n > p are large enough integers
so that

n/
i=j

Ii =

n2/
i=j

Ii = ÷j , 2 d j d p + 1

for some ÷j * òm. This fact ensures that for 1 d l d n − 1, the terms in

1
2dj1<j2<ď<jldn

( n/
k=jl+1

Ik

)( l/
i=2

(
Iji

Čji

ji−1/
k=ji−1+1

Ik

))
Ij1

Čj1

(j1−1/
k=2

Ik

)
,

which appear in (4.15) and those in

1
2dj1<j2<ď<jldn2

( n2/
k=jl+1

Ik

)( l/
i=2

(
Iji

Čji

ji−1/
k=ji−1+1

Ik

))
Ij1

Čj1

(j1−1/
k=2

Ik

)

which appear in (4.15) with n replaced by n2 are identical if jl d p.
Now, for n2 > n > p we consider the difference

n/
i=2

Iiēi −

n2/
i=2

Iiēi

and use (4.15) with the fact pointed out above so that the identical
terms appearing in the two products are canceled. By applying the
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matrix norm to the resulting sum, we get by (4.4) and (4.5)

‖‖‖‖
n/
i=2

Iiēi −

n2/
i=2

Iiēi

‖‖‖‖ d
n1

j=p+1

‖Čj‖ +
n21

j=p+1

‖Čj‖ +
n−11
l=2

1
2dj1<j2<ď<jldn

jl>p

l/
k=1

‖Čjk
‖

+

n−11
l=2

1
2dj1<j2<ď<jldn2

jl>p

l/
k=1

‖Čjk
‖ +

n2−11
l=n

1
2dj1<j2<ď<jldn2

l/
k=1

‖Čjk
‖.

Invoking inequality (4.11) we obtain from the last inequality for large
enough positive integers n2 > n

‖‖‖‖
n/
i=2

Iiēi −

n2/
i=2

Iiēi

‖‖‖‖ d 2

( @1
i=p+1

‖Či‖
)
exp

( @1
i=2

‖Či‖
)
. (4.16)

Finally, the second inequality of (4.14) ensures that for " > 0, there
exists p * N such that

@1
j=p+1

‖Čj‖ < ". (4.17)

Using estimate (4.17) in the right hand side of (4.16) yields

‖‖‖‖‖‖

n/
i=2

Iiēi −

n2/
i=2

Iiēi

‖‖‖‖‖‖
d 2" exp

(
@1
i=2

‖Či‖
)
,

which together with the second inequality of condition (4.14) proves
the convergence of the infinite product (4.1). ¦

We next deal with the second limit (3.11). Our first task is to
formulate a necessary condition, showing that the linear functionēnx+

bn on the nth layer will be close to the identity mapping for sufficiently
large n.

Theorem 4.4. Let ‖ ç ‖ be a norm on Rm that satisfies (4.3) and ‖ ç ‖ be
its induced matrix norm. Suppose that the matrices ēn, n e 2, satisfy

ēn = I + Čn, n e 2,

@1
n=2

‖Čn‖ < +@, and
@1

i=n+1

‖Či‖ = o

(
1

n

)
, n ³ @,

(4.18)

and that the vectors Ān, n * N, are bounded. If the limit (3.11) exists for
all choices of matrices Ii * òm, i * N, then

lim
n³@

ēn = I (4.19)

and

lim
n³@

Ān = 0. (4.20)

Proof. The second inequality of condition (4.18) implies ‖Čn‖ ³ 0 as
n ³ @. Thus, using the first equation of condition (4.18), we conclude
Eq. (4.19).

It remains to prove Eq. (4.20). Since the limit (3.11) exists for all
Ii * òm, we let Ii = I for i e 2 to get that

lim
n³@

n1
i=1

( n/
j=i+1

ēj

)
Āi (4.21)

exists. By similar analysis as those in the proof of Theorem 4.3, we
conclude that

‖‖‖‖
n/

j=i+1

ēj−

@/
j=i+1

ēj

‖‖‖‖ d
( @1
j=n+1

‖Čj‖
)
exp

( @1
j=i+1

‖Čj‖
)
dC1

( @1
j=n+1

‖Čj‖
)
,

(4.22)

where

C1 ∶= exp

( @1
j=2

‖Čj‖
)
.

Noting that Ān, n * N, are bounded, we may let

C2 ∶= sup
n*N

‖Ān‖ < +@. (4.23)

Employing (4.22) and (4.23) yields the estimate

‖‖‖‖
n1
i=1

( n/
j=i+1

ēj

)
Āi −

n1
i=1

( @/
j=i+1

ēj

)
Āi

‖‖‖‖ d
n1
i=1

‖‖‖‖
n/

j=i+1

ēj −

@/
j=i+1

ēj

‖‖‖‖‖Āi‖

d C1C2n

( @1
j=n+1

‖Čj‖
)
.

By the third condition in (4.18) and the existence of the limit (4.21),
we observe that

lim
n³@

n1
i=1

( @/
j=i+1

ēj

)
Āi

also exists. It follows that

lim
i³@

( @/
j=i+1

ēj

)
Āi = 0. (4.24)

Notice that

@/
j=i+1

ēj − I =

@/
j=i+1

(I + Čj ) − I =

@1
j=i+1

Čj +

@1
l=2

1
i+1dj1<j2<ď<jl

l/
k=1

Čjk
.

It follows from Lemma 4.2 with an ∶= ‖Čn‖ that for i big enough,
‖‖‖‖

@/
j=i+1

ēj − I
‖‖‖‖ d

@1
j=i+1

‖Čj‖ +
@1
l=2

1
i+1dj1<j2<ď<jl

l/
k=1

‖Čjk
‖

d
( @1
j=i+1

‖Čj‖
)
exp

( @1
j=i+1

‖Čj‖
)
.

Therefore, for big enough i,

‖‖‖‖
@/

j=i+1

ēj − I
‖‖‖‖ <

1

2
.

By a classical result from function analysis ([28], page 193), we con-
clude that for big enough i,

@/
j=i+1

ēj = I +

( @/
j=i+1

ēj − I

)

is invertible and its inverse satisfies

‖‖‖‖
( @/

j=i+1

ēj

)−1‖‖‖‖ d 1

1 −
‖‖‖‖
/@

j=i+1 ēj − I
‖‖‖‖
d 2.

Consequently, for big enough i,

‖Āi‖ =
‖‖‖‖
( @/
j=i+1

ēj

)−1( @/
j=i+1

ēj

)
Āi

‖‖‖‖ d 2
‖‖‖‖
( @/
j=i+1

ēj

)
Āi

‖‖‖‖,

which together with (4.24) ensures the validity of Eq. (4.20). ¦

The necessary conditions given in Theorem 4.4 for a ReLU network
to converge provide mathematical guidelines for further construction
of deep ReLU networks.

Our next task is to establish a useful sufficient condition guarantee-
ing the existence of limit (3.11).

Theorem 4.5. Let ‖ ç ‖ be a norm on Rm that satisfies (4.3) and ‖ ç ‖ be
its induced matrix norm. If

@1
n=1

‖Ān‖ < +@, (4.25)

@/
j=i

Ijēj converges for every i e 2, (4.26)
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and there exists a positive constant C such that

n/
j=i

‖ēj‖ d C for all 2 d i d n < +@, (4.27)

then the limit (3.11) exists.

Proof. It suffices to show that

ān ∶=

n1
i=1

( n/
j=i+1

Ijēj

)
IiĀi, n * N

forms a Cauchy sequence in Rm. Let " > 0 be arbitrary. By condi-
tion (4.25), there exists some p * N such that

@1
i=p+1

‖Āi‖ < ". (4.28)

According to hypothesis (4.26), when n2 > n are big enough, it holds
for all i = 1, 2,& , p that

‖‖‖‖
n2/

j=i+1

Ijēj −

n/
j=i+1

Ijēj

‖‖‖‖ d ". (4.29)

For such n2 > n > p, we estimate ‖ān2 − ān‖. To this end, we let

Ăn2 ,n,p ∶=

p1
i=1

( n2/
j=i+1

Ijēj −

n/
j=i+1

Ijēj

)
IiĀi.

Then, it follows from condition (4.29) that for big enough n2 > n,

‖Ăn2 ,n,p‖ d
p1

i=1

‖‖‖‖
n2/

j=i+1

Ijēj −

n/
j=i+1

Ijēj

‖‖‖‖‖Āi‖ d "

p1
i=1

‖Āi‖. (4.30)

Note that

ān2 − ān = Ăn2 ,n,p +

n21
i=p+1

( n2/
j=i+1

Ijēj

)
IiĀi +

n1
i=p+1

( n/
j=i+1

Ijēj

)
IiĀi. (4.31)

Employing (4.30), (4.5), (4.27), and (4.28), we have for big enough
n2 > n that

‖ān2 − ān‖ d ‖Ăn2 ,n,p‖ +
n21

i=p+1

( n2/
j=i+1

‖ēj‖
)
‖Āi‖ +

n1
i=p+1

( n/
j=i+1

‖ēj‖
)
‖Āi‖

d "

p1
i=1

‖Āi‖ + 2C

@1
i=p+1

‖Āi‖

d "

( p1
i=1

‖Āi‖ + 2C

)
.

This shows that ān is a Cauchy sequence and thus it converges. ¦

We remark that when ēi, Ii all equal the identity matrix, limit
(3.11) becomes

lim
n³@

n1
i=1

Āi.

Thus, condition (4.25) is almost necessary for the existence of limit
(3.11). The other two conditions (4.26) and (4.27) are weaker than
condition (4.14), as explained in the proof of Theorem 5.1 to be
presented in the next section.

5. Sufficient conditions for convergence of ReLU networks

In this section, we present sufficient conditions for deep ReLU
networks to converge pointwise by using results established in the
previous two sections. Moreover, we demonstrate that these sufficient
conditions provide mathematical interpretation to the well-known deep
residual networks which have achieved remarkable success in image
classification.

We now establish sufficient conditions on their weight matrices and
bias vectors for deep ReLU networks to converge pointwise.

Theorem 5.1. Let ‖ ç ‖ be a norm on Rm that satisfies (4.3) and ‖ ç ‖ be
its induced matrix norm. If the weight matrices ēn, n e 2, satisfy

ēn = I + Čn, n e 2,

@1
n=2

‖Čn‖ < +@ (5.1)

and the bias vectors Āi, i * N, satisfy

@1
n=1

‖Ān‖ < +@, (5.2)

then the ReLU neural networks ün converge pointwise on [0, 1]
d .

Proof. According to Theorem 3.6, it suffices to show under the given
conditions of this theorem, limits (3.10) and (3.11) exist for all In * òm,
n * N.

Since the vector norm on Rm satisfies (4.3), its induced matrix norm
satisfies conditions (4.4) and (4.5). By Theorem 4.3, condition (5.1)
ensures that limit (3.10) exists for all In * òm, n * N.

It remains to confirm that limit (3.11) exists for all In * òm,
n * N. By the proof of Theorem 4.3, condition (4.26) is satisfied when
condition (5.1) is fulfilled. We can also verify by using properties of the
exponential function that

n/
j=i

‖ēj‖ d
n/
j=i

(1 + ‖Čj‖) d
n/
j=i

exp(‖Čj‖) d exp

( @1
j=2

‖Čj‖
)
,

2 d i d n < +@.

Therefore, condition (4.27) is also satisfied with the constant

C ∶= exp

( @1
j=2

‖Čj‖
)
.

By Theorem 4.5, limit (3.11) exists for all In * òm, n * N.
Finally, by part 2 of Theorem 3.6, we conclude that the ReLU deep

network ün converges pointwise on [0, 1]d as n tends to infinity. ¦

We remark that under the conditions in Theorem 5.1 or Theo-
rem 4.4, it holds

lim
n³@

ēnx + Ān = x, x * R
m,

which reveals that for deep layers, the linear function ēnx+Ān will be
close to the identity mapping. Thus the deep weight layers of a ReLU
network apply gradual changes to the ultimate input–output relation
determined by the network. This may justify the design strategy of the
successful deep Residual Networks (ResNets) for image recognition [29,
30].

6. Experiments

In this section, we present two experiments to verify the main result
Theorem 5.1 mathematically, and demonstrate the usefulness of the
result in deep learning applications. For the first aim, we shall first
randomly generate a sequence of weight matrices and bias vectors that
satisfy the sufficient conditions in Theorem 5.1 and then check if the
neural network will converge as the number of layers increases. For
the second aim, we shall conduct experiments with very deep DNN in
different strategies on the benchmark dataset MNIST. We shall see that
the strategy that initializes the parameters according to the sufficient
conditions in Theorem 5.1 makes the DNN easier to train and obtain
better accuracy on the test set.

6.1. Mathematical verification

To verify Theorem 5.1 mathematically, we shall conduct multiple
experiments with different input dimensions and hidden dimensions.
For each experiment, we set the depth of network to be n = 1000

to see whether the neural networks {üi}
n
i=1

defined by (2.1) will be
convergent. We utilize the following steps to randomly generate the
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Table 6.1
Error ‖üi+1 −üi‖@ for d = 2.

m

layer index i
1 9 99 999

10 0.26796682 0.00902423 0.00010435 0.00000127

100 0.27893739 0.00955302 0.00010594 0.00000109

500 0.24848135 0.01025245 0.00009931 0.00000100

Table 6.2
Error ‖üi+1 −üi‖@ for d = 3.

m

layer index i
1 9 99 999

10 0.26884935 0.01346173 0.00011699 0.00000109

100 0.25358571 0.01112940 0.00010544 0.00000109

500 0.29031739 0.01011117 0.00010057 0.00000105

weight matrices and bias vectors that satisfy the sufficient conditions
in Theorem 5.1.

1. Since the first weight matrix is not involved in the sufficient
conditions, we directly generate a m × d matrix ē1 with each
element generated from the standard normal distribution.

2. To generate matrices that meet condition (5.1), we let

ēi = ą + Či = ą +
1

i2
ĉi ⊙ Āi, 2 d i d n,

where ⊙ denotes the Hadamard product (namely, component-
wise product) of matrices, entries of ĉi are randomly chosen as
−1 or 1, and Āi is a randomly generated doubly stochastic matrix
whose entries are first generated from the uniform distribution
on [0, 1] and then normalized so that the sum of each row and
column equals 1.
The matrices ēi generated in the above manner satisfies the
sufficient condition (5.1), as by the Riesz–Thorin interpolation
theorem (see [31], page 200), one has for every 1 d p d +@,

n1
i=2

‖Či‖p =
n1
i=1

1

i2
‖ĉi ⊙ Āi‖p d

n1
i=1

1

i2
‖ĉi ⊙ Āi‖

1
p

1
‖ĉi ⊙ Āi‖

1−
1
p

@

=

n1
i=1

1

i2
‖Āi‖

1
p

1
‖Āi‖

1−
1
p

@ =

n1
i=1

1

i2
<

�2

6
.

3. The bias vectors Āi are generated by

Āi =
Ā̃i

i2‖Ā̃i‖@
, 1 d i d n

where the entries of Ā̃i are generated from the standard normal
distribution. Condition (5.2) is also satisfied, as

n1
i=2

‖Āi‖p d
n1
i=1

m
1
p ‖Āi‖@ = m

1
p

n1
i=1

1

i2
< m

1
p
�2

6
.

With above preparations, we shall perform experiments for (d, m) *
{2, 3} × {10, 100, 500}. In our implementation, we construct an equally-
distributed grid for [0, 1]d with 100d grid points, and then compute the
maximal error ‖üi+1−üi‖@ between adjacent layers at the grid points.
The results are tabulated in Tables 6.1 and 6.2 for d = 2 and d = 3,
respectively. We also plot the error ‖üi+1 −üi‖@ in Fig. 6.1. Both the
tables and figures show that the error ‖üi+1 − üi‖@ is dramatically
decreasing to zero as the number of layers increases. Therefore, these
experiments confirm that the sufficient conditions for convergence of
DNN in Theorem 5.1 are mathematically correct.

6.2. Experiment on the MNIST dataset

We shall conduct experiments on the MNIST dataset to indicate that
parameters of DNN initialized according the sufficient conditions in
Theorem 5.1 may be able to accelerate the training process.

We shall train our models with Keras [32]. Recall that the structure
of DNN discussed in this work could be illustrated as

x * [0, 1]d
ē1 ,Ā1
←←←←←←←←←←←←←←←←←←←←←←←³

�
x(1)

ē2 ,Ā2
←←←←←←←←←←←←←←←←←←←←←←←³

�
x(2) ³ ď ³

ēn ,Ān
←←←←←←←←←←←←←←←←←←←←←←←³

�
x(n)

ēo ,Āo
←←←←←←←←←←←←←←←←←←←←←←³ y * R

d2 .

input 1st layer 2nd layer nth layer output

We set the width m = 784 and the depth n = 10, 100, 1000. The input
dimension d = 784 is given by the dataset. Also, we shall formulate
the problem as regression. To this end, we set the output dimension
d2 = 1, and fix the parameters in the output layer byēo = (

1

784
,& ,

1

784
)

and Āo = 0. Notice that the prediction label will be determined by
min(+y + 1

2
,, 9). The network structure is summarized in Table 6.3.

The experiment is to illustrate the potential usefulness of our theo-
retical results to deep learning. Specifically, we propose to initialize the
weight matrices and bias vectors of a deep neural network according to
the sufficient conditions in Theorem 5.1. In this manner, the network
tends to converge faster so that the training process can be accelerated.
We illustrate the effectiveness of this initialization strategy on the
benchmark dateset MNIST below.

For 1 d i d n, we denote by Či and Ā̂i the weight matrix and bias
vector at the ith layer, which will be determined with two different
strategies as follows.

Strategy 1 (proposed initialization strategy according to Theorem 5.1):
We design the parameters according to the sufficient conditions
established in the paper by

ēi = ą +
Či

i2
, Āi =

Ā̂i

i2
, 1 d i d n,

where ‖Či‖@ d 784 and ‖Ā̂i‖@ d 784 for all 1 d i d n.

Strategy 2 (a usual initialization strategy in deep learning): The sec-
ond strategy is the usual one without any constraints on the
parameters

ēi = Či, Āi = Ā̂i, 1 d i d n.

Our purpose is to see if the first strategy according to our theorem
will lead to a more stable training process, a lower loss and a higher
accuracy. To this end, for each strategy, we shall train the network for
50 epochs with Mean Squared Error (MSE) as the loss function. For a
fair performance comparison of the two strategies, we shall evaluate
the two strategies with different parameter initialization methods for
the parameters in weight matrices, while all biases will be initialized
with zeros. All the initialization methods utilized in our experiments
are described in details in Table 6.4. In addition, we train the network
with the Adam optimizer in both strategies. Adam is a replacement
optimization algorithm for stochastic gradient descent for training deep
learning models. And we set the learning rates as 10−3 for all cases with
strategy 1, while the learning rates for strategy 2 are set as 10−3, 10−4,
10−6 for 10-layer, 100-layer, 1000-layer network, respectively. We use
such learning rates since several cases in strategy 2 will be unstable
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Fig. 6.1. Plot of the error ‖üi+1 −üi‖@ for various dimensions and widths.

Table 6.3
The DNN Architecture.

weight dimension bias dimension description

784 × 784 784 10, 100, 1000 layers with ReLU activation

– – Output layer (Linear, Average, Not trainable)

Table 6.4
Descriptions of initialization methods.

Initialization method Description

He normal [33] Each trainable parameter in weight matrices is generated by a truncated

normal distribution with mean 0 and standard deviation
√
2

28
where the

values more than two standard deviations from the mean are discarded
and redrawn.

He uniform [33] Each trainable parameter in weight matrices is generated by a uniform

distribution within
[
−

√
6

28
,

√
6

28

]
.

Zeros/Identity For strategy 1, each trainable parameter in weight matrices is initially
zero which would make ēi = ą for all 1 d i d n. For strategy 2, each Či is
initially identity matrix, which would also make ēi = ą for all 1 d i d n.

with 10−3 learning rate when n is large, and such issue would not
happen in strategy 1.

The detailed performance of the two strategies is shown in Ta-
ble 6.5. One could see that the best MSE on training set, the best
MSE on test set and the best accuracy on training set are all obtained
with strategy 1. Although the best accuracy on test set is obtained
with strategy 2, strategy 1 is more robust for training under different
settings with competitive performance. Note that the performance of
strategy 2 with a 100-layer network is significantly poorer and more
biased than other cases, which may be caused by the gradient vanishing
phenomenon.

In particular, for the 1000-layer networks, the MSE on the training
set and test set of each strategy in the training process are also plotted
in Fig. 6.2, and listed in Tables 6.6 and 6.7 respectively for every 5
epochs. We observe from these tables and plots that the initialization
strategy of parameters according to the sufficient conditions (5.1) and
(5.2) indeed leads to a faster training process. This is predicted by the

mathematical result Theorem 5.1. It also leads to a better performance
on both the training and test sets, which is a surprise.

Finally, we shall check whether the sufficient conditions in The-
orem 5.1 are satisfied in the training processes of each strategy. We
shall only check for the 1000-layer networks since they are sufficiently
deep. Recalling the Riesz–Thorin interpolation theorem, we shall com-
pute

1n

i=1 max(‖Či‖1, ‖Či‖@)∕i2 and
1n

i=1 ‖Āi‖@∕i2 for strategy 1, and
compute

1n

i=1 max(‖Či − ą‖1, ‖Či − ą‖@) and
1n

i=1 ‖Āi‖@ for strategy 2.
These two quantities are plotted in Figs. 6.3 and 6.4, respectively. One
sees that the trained network under Strategy 1 does satisfy the sufficient
conditions in Theorem 5.1, while that under Strategy 2 does not.

7. Conclusion

Deep learning based on deep neural networks (DNNs) has achieved
great successes in machine learning. DNNs constitute a highly efficient
system to represent high-dimensional complicated functions. A DNN
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Table 6.5
Performances of different strategies.

Strategy Initialization method Depth MSE on training set MSE on test set Accuracy on training set Accuracy on test set

1

He normal
10 0.0281 0.3934 95.03% 91.19%
100 0.0234 0.2962 99.75% 96.56%
1000 0.0055 0.3021 99.97% 96.77%

He uniform
10 0.0174 0.3114 99.83% 96.5%
100 0.0039 0.3047 99.96% 96.54%
1000 0.0081 0.3030 99.40% 94.68%

Zeros
10 0.0290 0.3403 99.24% 95.66%
100 0.0195 0.2987 99.57% 96.61%
1000 0.0160 0.2897 99.54% 96.74%

2

He normal
10 0.0431 0.3063 99.18% 97.15%
100 8.370 8.4172 9.74% 9.82%
1000 0.2792 1.2793 87.30% 79.72%

He uniform
10 0.0608 0.2915 99.01% 96.96%
100 0.0782 0.3350 98.35% 96.41%
1000 0.2716 1.3350 86.08% 77.44%

Identity
10 0.0716 0.3471 98.56% 96.54%
100 0.0303 0.3298 99.23% 96.40%
1000 0.0092 0.3129 99.85% 97.34%

Fig. 6.2. Convergence plot of strategy 1 (left) and strategy 2 (right).

Table 6.6
Best MSE among all initialization methods of each strategy on the training set for every 5 epochs when n = 1000.

Strategy
Epoch

5 10 15 20 25 30 35 40 45 50

1 0.3746 0.1103 0.0914 0.0626 0.0462 0.0272 0.0384 0.0056 0.0039 0.0030

2 1.6608 0.9643 0.6321 0.5191 0.6849 0.3226 0.2621 0.2164 0.3436 0.1875

Table 6.7
Best MSE among all initialization methods on the test set for every 5 epochs when n = 1000.

Strategy
Epoch

5 10 15 20 25 30 35 40 45 50

1 0.5997 0.4077 0.3471 0.4240 0.3472 0.2770 0.3874 0.2688 0.2708 0.2697

2 1.8877 1.4853 1.4060 1.2980 1.2699 1.2253 1.2209 1.1008 1.1311 1.1342

in applications usually possesses a massive amount of parameters. In
practice, a DNN is trained on given data and is considered to be
convergent once a certain accuracy is attained. However, it is hard
to give explanation to how such a nonlinear system with so many
parameters achieves convergence. In other words, people did not know
what mathematical conditions the parameters have to satisfy in order
for the DNN to converge.

In this paper, we establish mathematical sufficient conditions on
the parameters of a DNN to ensure that it converges to a well-defined
function as the number of layers increases to infinity. For a sequence
of ReLU neural networks defined by

ün(x) =

(
n*
i=1

�(ēi ç +Āi)

)
(x), x * [0, 1]d ,

the established sufficient conditions ensuring the convergence of ün as
n tends to infinity are convergence of two infinite series:

1. The weight matrices ēn satisfy

ēn = I + Čn, n e 2,

@1
n=2

‖Čn‖ < +@.

2. The bias vectors Ān satisfy

@1
n=1

‖Ān‖ < +@.

One sees that the conditions are in simple mathematical form and
hence easy to comprehend and apply. The results provide insightful
understanding of the convergence of deep neural networks. As far as
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Fig. 6.3. Sufficient condition for weight matrices of the trained 1000-layer networks with Strategy 1 under zero initialization (left) and Strategy 2 under identity initialization(right).

Fig. 6.4. Sufficient condition for bias vectors of the trained 1000-layer networks with Strategy 1 under zero initialization (left) and Strategy 2 under identity initialization(right).

we know, such sufficient conditions on the parameters of a DNN to
ensure its convergence are new in the literature. For their potential
applications to deep learning, we propose to initialize the weight
matrices and bias vectors of a deep neural network according to the
sufficient conditions above. By the mathematical analysis in the paper,
a DNN initialized in this way tends to converge faster so that the
training process can be accelerated.

The sufficient conditions are verified by mathematical experiments
on randomly generated weight matrices and bias vectors. Experiments
on the MNIST dataset are also conducted to illustrate the proposed
initialization strategy. Specifically, it is shown in the experiments that
parameters of a DNN initialized according to the sufficient conditions
may lead to a faster training process.
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