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We investigate error bounds for numerical solutions of divergence structure linear elliptic partial differ-
ential equations (PDEs) on compact manifolds without boundary. Our focus is on a class of monotone
finite difference approximations, which provide a strong form of stability that guarantees the existence of
a bounded solution. In many settings including the Dirichlet problem, it is easy to show that the resulting
solution error is proportional to the formal consistency error of the scheme. We make the surprising
observation that this need not be true for PDEs posed on compact manifolds without boundary. We propose
a particular class of approximation schemes built around an underlying monotone scheme with consistency
error O(hα). By carefully constructing barrier functions, we prove that the solution error is bounded by
O(hα/(d+1)) in dimension d. We also provide a specific example where this predicted convergence rate
is observed numerically. Using these error bounds, we further design a family of provably convergent
approximations to the solution gradient.
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In this article, we develop new convergence rates for numerical schemes for solving elliptic partial
differential equations (PDEs) posed on compact manifolds without boundary. A surprising result, which
is also demonstrated empirically, is that the solution error need not be proportional to the consistency
error of the scheme, even for the smoothest problems.

One fruitful approach to solving fully nonlinear elliptic PDEs such as the Monge-Ampère equation
has been to construct monotone discretizations. This avenue of research was inspired by Barles
& Souganidis (1991), where the authors proved that a consistent, monotone, and stable numerical
discretization is guaranteed to converge uniformly to the weak (viscosity) solution of the PDE, provided
the underlying PDE satisfies a strong comparison principle. Notably, this result does not apply to many
PDEs posed on manifolds without boundary, since those equations do not have a strong comparison
principle. There is a large body of work on constructing monotone schemes in Euclidean space; see
Oberman (2006); Froese & Oberman (2011); Benamou et al. (2014, 2016); Benamou & Duval (2017);
Liu et al. (2017); Chen et al. (2018); Froese (2018); Hamfeldt & Salvador (2018); O’Neil (2018);
Hamfeldt (2019); Nochetto et al. (2019); Bonnet & Mirebeau (2022); Hamfeldt & Lesniewski (2022a,b).
Feng et al. (2013); Feng & Lewis (2014a) introduced the notion of generalized monotonicity as an
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2 B. F. HAMFELDT AND A. G. R. TURNQUIST

alternative approach to producing convergent methods for some nonlinear elliptic PDEs (Feng & Lewis,
2014b, 2018).

The authors of the present article have recently introduced a monotone method and convergence
proof for a class of Monge-Ampère type equations posed on the sphere (Hamfeldt & Turnquist, 2021,
2022). The approximation techniques developed there extend naturally to many other elliptic PDEs posed
on the sphere. However, the theory guarantees only convergence of the methods, without providing any
information about error bounds.

In this manuscript, we begin the process of developing convergent rates for numerical schemes on a
compact manifold M by considering linear elliptic divergence structure equations of the form

−divM

(
A(x)DMu(x)

) + f (x) = 0, (0.1)

where A(x) is symmetric positive definite.
We denote

L [u](x) ≡ −divM

(
A(x)DMu(x)

)
(0.2)

and notice immediately that the null space of this PDE operator consists of constants. Thus, solutions
to the PDE (0.1) are, at best, unique only up to additive constants. We hereby fix any point x0 ∈ M and
further impose the additional condition

u(x0) = 0. (0.3)

There exist fairly general conditions upon which there exists a weak H1(M) solution to (0.1), (0.3)
provided the given data satisfies the solvability condition∫

M
f (x) dx = 0. (0.4)

See Theorem 4.7 in Aubin (1998). This solvability condition arises naturally from the fact that L is
self-adjoint and thus ∫

M
f (x) dx = −

∫
M

L [u] dx = −
∫

M
uL ∗[1] dx = 0.

The linearized version of the Monge-Ampère equation arising in Optimal Transport is an example
of such a PDE that has been well studied in Euclidean space (Brenner & Neilan, 2012). However, in our
setting such linear elliptic PDEs will be posed on compact manifolds without boundary. Thus, they lack
boundary conditions and the usual approaches of establishing convergence rates for numerical schemes
do not work.

We have investigated the surprising fact that for manifolds without boundary it is possible to construct
simple monotone discretizations of linear elliptic PDEs in one dimension for which the empirical
convergence rate is asymptotically worse than the formal consistency error. Buttressing this, we derive
explicit convergence rates on more general manifolds without boundary. In particular, we find that
the error is bounded by O

(
hα/(d+1)

)
where hα is the formal consistency error of the scheme, d is

the dimension of the manifold, and h is the discretization parameter. This somewhat surprising result
demonstrates even more clearly the need to design higher-order schemes for solving such elliptic PDE on
manifolds without boundary. Future work will involve relating this convergence result for linear elliptic
PDE in divergence form to nonlinear PDEs.
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ON THE REDUCTION IN ACCURACY OF FINITE DIFFERENCE SCHEMES 3

The availability of convergence rates also allows us to build new schemes for approximating
solution gradients. These are guaranteed to converge, whereas standard consistent finite difference
approximations need not correctly approximate the gradient of a numerically obtained function. We
produce a family of gradient approximations, with error bounds that are limited by the O

(
hα/(d+1)

)
bounds on the L∞ solution accuracy.

In Section 1, we provide an overview of important background information relating to the numerical
solution and analysis of elliptic PDEs on manifolds. In Section 2, we provide a simple one-dimensional
example that illustrates numerically the reduction in accuracy that can occur in the absence of boundary
conditions. In Section 3, we establish convergence rates for monotone schemes for linear uniformly
elliptic PDE on manifolds without boundary. In Section 4, we show how these convergence rates can be
used to devise convergent wider-stencil approximations of the solution gradient. In Section 5, we provide
computational results to validate the error bounds and techniques described in this article.

1. Background

1.1 Linear elliptic PDEs on manifolds

The specific focus of the present article is linear divergence structure PDEs of the form

− divM(A(x)∇Mu(x)) + f (x) = 0, (1.1)

which are defined on a compact manifold M. These equations are elliptic if A is a symmetric positive
definite matrix.

Given sets Ω ⊂ R
2, Ω ′ ⊂ M and local coordinates y : Ω → Ω ′ we can locally recast this as the

following linear divergence structure operator in Euclidean space:

− 1√
det G

∇ ·
(√

det GAG−1∇u
)

+f (x) = 0, (1.2)

where G is the metric tensor (Cabré, 2002).
The results of this article are particularly motivated by the study of nonlinear generalizations of this

PDE, such as Monge-Ampère type equations. The numerical solution of these nonlinear equations on
manifolds is of growing interest in applications such as computer graphics (Cui et al., 2019), optical
design problems (Anthonissen et al., 2021), and data science (Peyré & Cuturi, 2019). However, little is
known about error bounds or the approximation of solution gradients in this setting. The present study of
linear PDEs on manifolds will lay the groundwork for an ultimate generalization to the nonlinear setting.

1.2 Monotone approximation schemes

To build approximation schemes for the PDE (0.1), we begin with a point cloud G h ⊂ M discretizing
the underlying manifold and let

h = sup
x∈M

min
y∈G h

dM(x, y) (1.3)

denote the characteristic (geodesic) distance between discretization nodes. In particular, this guarantees
that any ball of radius h on the manifold will contain at least one discretization point.
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4 B. F. HAMFELDT AND A. G. R. TURNQUIST

In this manuscript, we will consider finite difference discretizations of the PDE (0.1) of the form

Fh (x, u(x), u(x) − u(·)) = 0, x ∈ G h. (1.4)

Critically, the approximation scheme (1.4) needs to be consistent with the underlying PDE (0.1).

Definition 1.1 (Consistency error). We say that the approximation Fh of the PDE operator F has
consistency error O (hα) if for every smooth φ ∈ C2,1(M) there exists a constant C such that∥∥∥Fh(x, φ(x), φ(x) − φ(·)) − F

(
x, ∇φ(x), D2φ(x)

)∥∥∥
L∞(G h)

≤ Chα

for every sufficiently small h > 0.

Remark 1.2 In this article, we assume conditions that ensure solutions lie in the Hölder space C2,1(M). It
is also possible to design approximation schemes that depend on higher-order derivatives of the solution;
indeed, this is assumption is typically needed for schemes with superlinear consistency error (α > 1).
The schemes analyzed in this article are required to satisfy an additional monotonicity assumption, which
limits the consistency error to at most second-order (α ≤ 2). See Theorem 4 in O’Neil (2018).

Another concept that has proved important in the numerical analysis of elliptic equations is
monotonicity (Barles & Souganidis, 1991). At its essence, monotone schemes reflect at the discrete
level the elliptic structure of the underlying PDE. This allows one to establish key properties of the
discretization including a discrete comparison principle. Even in the linear setting, monotonicity can
play an important role in establishing well-posedness and stability of the approximation scheme (1.4).

Definition 1.3 (Monotonicity). The approximation scheme Fh (1.4) is monotone if it is a non-
decreasing functions of its final two arguments.

Closely related to monotonicity is the concept of a proper scheme.

Definition 1.4 (Proper). The finite difference scheme Fh (1.4) is proper if there exists a constant C > 0
such that

Fh(x, u, p) − Fh(x, v, p) ≥ C(u − v)

whenever u > v.

We note that any consistent, monotone scheme Fh can be perturbed to a proper scheme by defining

Gh(x, u, p) = Fh(x, u, p) + εhu,

where εh → 0 as h → 0.
Monotone, proper schemes satisfy a strong form of the discrete comparison principle (O’Neil, 2018,

Theorem 5). Remarkably, this is the case even when the underlying PDE does not satisfy a comparison
principle (Hamfeldt, 2019).

Theorem 1.5 (Discrete comparison principle). Let Fh be a proper, monotone finite difference scheme
and suppose that

Fh(x, u(x), u(x) − u(·)) ≤ Fh(x, v(x), v(x) − v(·))
for every x ∈ G h. Then u ≤ v.
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ON THE REDUCTION IN ACCURACY OF FINITE DIFFERENCE SCHEMES 5

Finally, we make a continuity assumption on the scheme in order to guarantee the existence of a
discrete solution.

Definition 1.6 (Continuity). The scheme Fh (1.4) is continuous if it is continuous in its final two
arguments.

Remark 1.7 We recall that the domain of the first argument of Fh is the discrete set G h. Thus, it is not
meaningful to speak about continuity with respect to the first argument.

Critically, continuous, monotone, and proper schemes always admit a unique solution (O’Neil, 2018,
Theorem 8). Moreover, under mild additional assumptions, it is easy to show that the solution can be
bounded uniformly independent of h.

Lemma 1.8 (Solution bounds). Suppose the PDE (0.1) has a C2,1 solution. Let Fh be continuous,
monotone, proper, and have consistency error O(hα). Suppose also that there exists a constant C > 0,
independent of h, such that for every δ > 0,

Fh(x, u + δ, p) ≥ Fh(x, u, p) + Chαδ.

Then for every sufficiently small h > 0, the scheme (1.4) has a unique solution uh that is uniformly
bounded independent of h.

Remark 1.9 We note that because the scheme (1.4) is proper, it will admit a unique solution even if the
underlying PDE (0.1) does not have a unique solution. The bound obtained in Lemma 1.8 depends on
the particular solution of (0.1) used for reference, and need not be tight.

Proof of Lemma 1.8. Since Fh is continuous, monotone, and proper, a solution uh exists by O’Neil
(2018). Let u be any C2,1 solution of (0.1). By consistency, we know that there exists a constant K,
which does not depend on h, such that

− Khα ≤ Fh(x, u(x), u(x) − u(·)) ≤ Khα .

Now let M be any constant and compute

Fh(x, u(x) + M, u(x) − u(·)) ≥ Fh(x, u(x), u(x) − u(·)) + ChαM

≥ (−K + CM)hα .

Thus, by choosing M > K/C, we find that

Fh(x, u(x) + M, u(x) − u(·)) > 0 = Fh(x, uh(x), uh(x) − uh(·)).
Then by the Discrete Comparison Principle (Theorem 1.5),

u + M ≥ uh.

By an identical argument, we obtain

u − M ≤ uh.
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6 B. F. HAMFELDT AND A. G. R. TURNQUIST

We conclude that

‖uh‖L∞ ≤ ‖u‖∞ + M

and thus uh is uniformly bounded. �

2. Empirical convergence rates in one dimension

This section will consider the very simple example of Laplace’s equation on the one-dimensional torus
T

1: {
−u′′(x) = 0, x ∈ T

1

u(0) = 0,
(2.1)

which has the trivial solution u(x) = 0.
We use this toy problem to demonstrate several surprising properties of consistent and monotone

approximations on compact manifolds, which motivate and validate the main results presented in the
remainder of this article. In particular, we observe that:

1. Consistent, monotone, proper schemes need not converge to the true solution unless the solvability
condition (0.4) is carefully taken into account.

2. Typical approaches for proving convergence rates for linear elliptic PDEs with Dirichlet boundary
conditions fail on compact manifolds.

3. Actual error bounds achieved by convergent schemes can be asymptotically worse than the truncation
error of the finite difference approximation.

4. A simple consistent scheme for the gradient need not produce a convergent approximation of the
gradient when applied to a numerically obtained solution.

2.1 A nonconvergent scheme

We begin by describing a natural ‘textbook’ approach to attempting to solve (2.1) numerically, which
does not lead to a convergent scheme.

Consider the uniform discretization of the one-dimensional torus

xi = ih, i = 0, . . . , n − 1,

where h = 1/n. Let Lh be a consistent, monotone approximation of the Laplacian and let f h be a
consistent approximation of the right-hand side (which is zero in this case). We would like to solve
the discrete system

Lh(xi, uh(xi), uh(xi) − uh(·)) = f h(xi), i = 0, . . . , n − 1. (2.2)

However, this does not enforce the additional uniqueness constraint uh(0) = 0. Adding this as an
additional equation leads to an over-determined system. Instead, a natural approach is to replace the
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ON THE REDUCTION IN ACCURACY OF FINITE DIFFERENCE SCHEMES 7

Fig. 1. (a) Maximum error and (b) effective maximum truncation error in the solution of (2.3).

equation (2.2) at x0 = 0 with this additional constraint. This leads to the system

{
Lh(xi, uh(xi), uh(xi) − uh(·)) = f h(xi), i = 1, . . . , n − 1

uh(x0) = 0.
(2.3)

As a specific implementation, we consider a wide-stencil approximation of the Laplacian, which
mimics the type of scheme that is often necessary for monotonicity in higher dimension (Motzkin &
Wasow, 1952; Kocan, 1995). We also make the scheme proper, which ensures that the system (2.3) has
a unique solution (O’Neil, 2018).

Let n = 4k be a perfect square (where k ∈ N). We will build schemes with stencil width
√

n = 2k.
Define

Lh(xi, u(xi), u(xi) − u(·)) = −u(xi+√
n) + u(xi−√

n) − 2u(xi)

nh2 + h(1 + xi)u(xi) (2.4)

and

f h(xi) = h. (2.5)

The resulting approximation (2.2) is consistent with (2.1), monotone, and proper. The use of wide
stencils degrades the truncation error of the usual centered scheme from O(h2) to O(h), which is of the
same order as the consistency error introduced by the proper term and the approximation of the right-
hand side. Nevertheless, the discrete solution obtained by solving the system (2.3) does not converge to
the true solution of (2.1).

An issue that arises in this approach is that even though Lh and f h are consistent with the original
equation, they are not designed in a way that attempts to mimic the solvability condition (0.4) at the
discrete level. As a result, all the work of imposing this compatibility condition must be made up for at
the single point x0 = 0 where no approximation of the Laplacian is explicitly enforced in (2.3). This
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8 B. F. HAMFELDT AND A. G. R. TURNQUIST

is evident in Fig. 1(b), which plots the value of Lh(x0, uh(x0), uh(x0) − uh(·)) (the ‘effective’ truncation
error of the scheme). This does not converge to zero as the grid is refined. In other words, the failure
to incorporate the solvability condition at the discrete level has led to a scheme that is effectively
inconsistent.

Enforcing a solvability condition at the discrete level is not straightforward: the discrete condition
may not be known explicitly, and in many problems even the continuous solvability condition is not
known explicitly (Hamfeldt & Lesniewski, 2022a).

One solution to this challenge is to automatically ‘spread out’ the effects of the solvability condition
by first solving a discrete system that is consistent with Laplace’s equation at every grid point, then
enforcing the uniqueness constraint in a second step. The resulting procedure is

{
Lh

(
xi, vh(xi), vh(xi) − vh(·)) = f h(xi), i = 0, . . . , n − 1

uh(xi) = vh(xi) − vh(x0), i = 0, . . . , n − 1.
(2.6)

We notice that the resulting discrete solution satisfies the system

Lh
(

xi, uh(xi), uh(xi) − uh(·)
)

= f h(xi) − h(1 + xi)v
h(x0), i = 0, . . . , n − 1. (2.7)

This is consistent at all grid points since the first-step solution vh is uniformly bounded (Lemma 1.8).
Moreover, the resulting solution automatically satisfies the uniqueness condition uh(0) = 0 by
construction.

2.2 The Dirichlet problem

We are interested in establishing error bounds for solutions of (2.7) (and, of course, generalizations to
nontrivial higher-dimensional problems). To gain intuition and inspiration, we first review a standard
approach to establishing error bounds for monotone schemes approximating the Dirichlet problem.

Consider as an example Poisson’s equation with Dirichlet boundary conditions on a domain Ω ⊂ R
d.

{
−Δu(x) + f (x) = 0, x ∈ Ω

u(x) − g(x) = 0, x ∈ ∂Ω .
(2.8)

Suppose, in addition, that we have a consistent, monotone, proper linear discretization scheme

{
Lh(x, uh(x), uh(x) − uh(·)) + f h(x) = 0, x ∈ Ω ∩ G h

uh(x) − g(x) = 0, x ∈ ∂Ω ∩ G h (2.9)

with truncation error on the exact solution given by

Lh(x, u(x), u(x) − u(·)) + f h(x) = τ h(x),
∣∣∣τ h(x)

∣∣∣ ≤ Chα .
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ON THE REDUCTION IN ACCURACY OF FINITE DIFFERENCE SCHEMES 9

Let zh = u − uh denote the solution error. We notice that zh satisfies the discrete system{
Lh(x, zh(x), zh(x) − zh(·)) = τ h(x), x ∈ Ω ∩ G h

zh(x) = 0, x ∈ ∂Ω ∩ G h.
(2.10)

If the discrete linear operator and the underlying grid are sufficiently structured, we may be able to
explicitly determine its eigenvectors and eigenvalues. In this case, we immediately obtain error bounds
via

‖zh‖ ≤ ‖(Lh)−1‖‖τ h‖. (2.11)

If the discrete problem does not have a simple enough structure, we can instead choose some bounded
w such that {

Lh(x, w(x), w(x) − w(·)) ≥ 1, x ∈ Ω ∩ G h

w(x) = 0, x ∈ ∂Ω ∩ G h.

This can always be accomplished for a consistent approximation of a well-posed boundary value
problem. For example, we may choose w to be the solution of the homogeneous Dirichlet problem{

−Δw(x) = 3
2 , x ∈ Ω

w(x) = 0, x ∈ ∂Ω .
(2.12)

We now substitute the function Chαw into the discrete operator. By linearity, we find that for x ∈
Ω ∩ G h, we have

Lh(x, Chαw(x), Chαw(x) − Chαw(·)) ≥ Chα

≥ τ h(x)

= Lh(x, zh(x), zh(x) − zh(·)).
Since, additionally, Chαw(x) = zh(x) = 0 for x ∈ ∂Ω ∩ G h, we can appeal to the discrete comparison
principle (Theorem 1.5) to conclude that

zh(x) ≤ Chαw(x), x ∈ G h.

A similar argument yields zh(x) ≥ −Chαw(x). Combining these, we obtain the error bound

‖zh‖L∞(Ω∩G h) ≤ C‖w‖L∞(Ω)h
α . (2.13)

In other words, the solution error is proportional to the truncation error of the underlying approximation
scheme.

2.3 Error bounds on the one-dimensional torus

It is natural to try to adapt the techniques used for the Dirichlet problem to error bounds for PDEs
on manifolds without boundary. Indeed, we may attempt to interpret (2.1) as the ‘one-point’ Dirichlet
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10 B. F. HAMFELDT AND A. G. R. TURNQUIST

problem

{
−u′′(x) = 0, x ∈ T

1\{0}
u(x) = 0, x = 0.

However, this is not a well-posed PDE and attempting to solve an analog of (2.12) for the auxiliary
function w will not lead to a function that is smooth on the torus.

We might attempt to carry this argument through at the discrete level, noticing that the solution uh

of (2.6) does satisfy the following discrete version of a one-point Dirichlet problem:

{
Lh

(
xi, uh(xi), uh(xi) − uh(·)) = f h(xi) − h(1 + xi)v

h(x0), i = 1, . . . , n − 1

uh(x0) = 0.

The resulting discrete linear system involves a strictly diagonally dominant M-matrix. However, standard
bounds on the inverse of such a matrix (Cheng & Huang, 2007) yield the estimate

‖(Lh)−1‖∞ ≤ O

(
1

h

)
,

which cannot provide any convergence guarantees when substituted into (2.11). The degradation of this
bound as h → 0 is due to the fact that, the the scheme (2.7) is proper, it is not uniformly proper as h → 0.

Instead, we attempt to utilize the techniques outlined above, which requires us to construct a function
wh satisfying the system

{
Lh

(
xi, wh(xi), wh(xi) − wh(·)) = 1, i = 1, . . . , n − 1

wh(x0) = 0.
(2.14)

As this is a proper scheme, it does admit a unique solution. However, the numerically obtained solution is
not uniformly bounded as the grid is refined (Fig. 2) and the resulting estimate in (2.13) does not provide
a useful error bound.

The approach we will use in section 3 to obtain error bounds involves effectively expanding the
‘Dirichlet’ condition u(x0) = 0 onto a larger set, which shrinks to a point as the grid is refined. A
downside to this approach is that it degrades the error bounds from the size of the truncation error hα

to the asymptotically worse rate of hα/(d+1). Surprisingly, though, our simple one-dimensional example
indicates that this may be the best we can hope for.

Consider again the discrete solution uh obtained by solving (2.7), which has a truncation error of O(h)

at all grid points on the one-dimensional torus and exactly satisfies the uniqueness condition uh(0) = 0.
We solve this system numerically and present the error in Fig. 3. This example does display numerical
convergence to the true solution. However, the observed accuracy is only O(

√
h), which is asymptotically

worse than the formal consistency error.
It is also interesting to compare the structure of the error (for fixed n) for the results of the non-

convergent scheme (2.3) and the convergent scheme (2.7). See Fig. 4. We notice that the error is
approximately periodic: it is zero at the point x0 (where u(x0) = 0 is enforced), and close to zero every√

n grid points thereafter, where the wide stencil scheme most strongly sees this condition. At other grid
points, the influence of this constraint seems to be felt more weakly. The scheme (2.7), which better
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ON THE REDUCTION IN ACCURACY OF FINITE DIFFERENCE SCHEMES 11

Fig. 2. The maximum norm of the auxiliary function wh obtained from (2.14).

Fig. 3. Maximum error in the solution of (2.7) on T
1.

spreads out the effects of the solvability condition, also seems to allow this constraint to be felt more
strongly so that the amplitude of the error decays as the grid is refined.

It appears from this simple example that computing on a manifold without boundary can lead to a
reduction in the expected accuracy of a finite difference method. This motivates us to consider in section 3
an alternate approach to ‘spreading out’ the effects of the solvability condition by also ‘spreading out’
the uniqueness condition uh(x0) = 0 on a neighborhood of x0 instead of at a single point. The size of
the neighborhood provides an immediate limit to the accuracy that can be achieved using this approach.
However, our main result (Theorem 3.6) provides an error bound that is consistent with the empirical
rates of convergence observed in this section for more traditional finite difference methods.

2.4 Convergence of gradients

Finally, we recall the important and well-known fact in numerical analysis that pointwise convergence
of an approximation does not imply convergence of gradients. In particular, if we consider the
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12 B. F. HAMFELDT AND A. G. R. TURNQUIST

Fig. 4. Error in the solutions of (a) (2.3) and (b) (2.7) for n = 64 and n = 256.

Fig. 5. Maximum error in a centered difference approximation of u′(x) obtained from the solution of the scheme (2.6).

approximation uh obtained by solving (2.6), we might try to obtain information about the solution
derivative by using the standard centered difference scheme

u′(xi)=
uh(xi+1) − uh(xi−1)

2h
+O(h2).

However, this fails to converge to the true solution derivative u′(x) = 0 as the grid is refined; see Fig. 5.
This nonconvergence is perhaps unsurprising given that uh is a low-accuracy approximation to u.

Indeed, a closer look at the centered difference scheme reveals that

uh(xi+1) − uh(xi−1)

2h
= u(xi+1) − u(xi−1) + O(

√
h)

2h
= u′(xi) + O(h2 + h−1/2).

The theoretical error of this approximation is potentially as large as O
(
h−1/2

)
, which is unbounded as

h → 0.
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ON THE REDUCTION IN ACCURACY OF FINITE DIFFERENCE SCHEMES 13

Nevertheless, the numerical solution uh does still contain information about the true solution
derivative. In order to obtain this, we will require approximations of the gradient that utilize sufficiently
wide stencils to overcome potential high-frequency components in the solution error. This has the effect
of making the size of the denominator in the finite difference approximation larger than the solution
error, which leads to a convergent approximation as h → 0. This idea will be developed in section 4.

3. Convergence rate bounds

We now establish error bounds for a class of consistent, monotone approximations schemes for (0.1),
(0.3). The main result is presented in Theorem 3.6. The approach we take here is to construct barrier
functions, which are shown to bound the error via the discrete comparison principle. Importantly, the
error estimates we obtain are consistent with the empirical convergence rates observed in section 2.

3.1 Hypotheses on geometry and PDE

We begin with the hypotheses on the geometry M and PDE (0.1) that are required by our convergence
result.

Hypothesis 3.1 (Conditions on PDE and manifold). The Riemannian manifold M and PDE (0.1) satisfy:

1. The manifold M is a C∞ compact and connected orientable d-dimensional surface without boundary.

2. The matrix A(x) ∈ C2(M) is symmetric positive definite.

3. The function f (x) ∈ C1(M) satisfies
∫

M f (x) dx = 0.

Remark 3.2 The compactness of the manifold M implies that it is geodesically complete, has injectivity
radius strictly bounded away from zero, and that the sectional curvature (equivalent to the Gaussian
curvature in two dimensions) is bounded from above and below (Lee, 2006).

3.2 Approximation scheme

Next, we describe the class of approximation schemes that are covered by our convergence result. The
starting point of the scheme is the idea that the uniqueness constraint (0.3) should be posed at the point x0,
with a reasonable discrete approximation of the PDE posed on other grid points. However, as discussed
in section 2, this approach may not yield a convergent scheme. Instead, we will create a small cap around
x0 and fix the values of u at all points in this cap.

To construct an appropriate scheme, we begin with any finite difference approximation Lh(x, u(x) −
u(·)) of the PDE operator (0.2) that is defined for x ∈ G h and that satisfies the following hypotheses.

Hypothesis 3.3 (Conditions on discretization scheme). We require the scheme Lh to satisfy the
following conditions:

1. Lh is linear in its final argument.

2. Lh is monotone.

3. There exist constants C, α > 0 such that for every smooth φ ∈ C2,1(M) the consistency error is
bounded by ∣∣∣Lh(x, φ(x) − φ(·)) − L [φ](x)

∣∣∣ ≤ C[φ]C2,1(M)h
α , x ∈ G h.
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14 B. F. HAMFELDT AND A. G. R. TURNQUIST

Fig. 6. The construction of a small cap about x0 on the manifold M.

Next we define some regions in the manifold M that will be used to create ‘caps’ where u is fixed in
this scheme, and where additional conditions will be posed on barrier functions. Choose any 0 < γ < α.
Define the regions

bh = {
x ∈ M | dM(x, x0) < hγ

}
Sh = {

x ∈ M | hγ ≤ dM(x, x0) ≤ 2hγ
}

Bh = M \ (bh ∪ Sh).

See Fig. 6.
We then define the modified scheme Fh as follows:

Fh(x, u(x), u(x) − u(·)) ≡
{

Lh(x, u(x) − u(·)) + hαu(x) + f (x), x ∈ Bh ∩ G h

u(x), x ∈ (Sh ∪ bh) ∩ G h.
(3.1)

Remark 3.4 Solving Fh(x, uh(x), uh(x)−uh(·)) = 0 has the effect of forcing uh(x) = 0 on the entire cap
Sh∪bh. This can be relaxed provided the local Lipschitz constant of uh in this cap is uniformly bounded as
h → 0. Pinning the value to zero has the particularly strong effect of setting the local Lipschitz constant
to zero.

Note that the discretization Fh is automatically proper by construction. Therefore, this scheme has a
uniformly bounded solution by Lemma 1.8.

Lemma 3.5 Under the assumptions of Hypothesis 3.1,3.3, the discrete scheme

Fh(x, uh(x), uh(x) − uh(·)) = 0 (3.2)

has a unique solution uh that is bounded uniformly independent of h for sufficiently small h > 0.

3.3 Convergence rates

The idea in this section is to establish the convergence of the discrete solution of a monotone (and proper)
scheme to the unique solution of the underlying PDE. We accomplish this by constructing a barrier
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ON THE REDUCTION IN ACCURACY OF FINITE DIFFERENCE SCHEMES 15

function φh such that

Fh(x, −φh(x), −(φh(x) − φh(·))) ≤ Fh(x, zh(x), zh(x) − zh(·)) ≤ Fh(x, φh(x), φh(x) − φh(·)) (3.3)

where zh(x) = uh(x) − u(x) is the solution error. We then by invoking the discrete comparison principle
to conclude that

− φh ≤ zh ≤ φh. (3.4)

The barrier function can be chosen to satisfy φh = O
(
hα/(d+1)

)
. In Section 2, we saw for T1 that

the empirical convergence rate was O
(
hα/2

)
, which is consistent with our theoretical error bound when

d = 1. The factor (d+1) appears because there is a contribution of d from the dimension of the underlying
manifold (which arises due to the solvability condition (0.4)), and a contribution of 1 from deriving a
Lipschitz bound (also constrained by the solvability condition). Thus, we see that it is the solvability
condition on the manifold without boundary that leads to the reduced convergence rate overall of a
monotone and proper discretization.

We state the main convergence result:

Theorem 3.6 (Convergence Rate Bounds). Under the assumptions of Hypotheses 3.1 and 3.3, let u ∈
C2,1(M) be the solution of (0.1), (0.3). Then for sufficiently small h > 0 the discrete solution uh solving
(3.2) with γ = α/(d + 1) satisfies

∥∥∥uh − u
∥∥∥ L∞(G h) ≤ Chα/(d+1), (3.5)

where C > 0 is a constant independent of h.

3.3.1 Construction of barrier functions. We now define the barrier functions φh by solving a linear
PDE on the manifold M with an appropriately chosen (small) right-hand side f h that satisfies the
solvability condition (0.4). In particular, given a fixed K0 > 0 (which will be determined later), we
let φh be the solution of the PDE

{
L [φh](x) = f h(x), x ∈ M

φh(x0) = K0hγ .
(3.6)

We emphasize that while the barrier function φh depends on the grid parameter h, it is the solution of the
PDE on the continuous level.

Now we outline the construction of an appropriate function f h; see Figs 6 and 7 for two complemen-
tary visualizations of the resulting function f h(x). Let K1 > 0 be a fixed constant, to be determined later.
We let |U| = ∫

U dx denote the volume of a set U ⊂ M and note that

∣∣∣Bh
∣∣∣ = O(1),

∣∣∣Sh
∣∣∣ ,

∣∣∣bh
∣∣∣ = O(hdγ ).
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16 B. F. HAMFELDT AND A. G. R. TURNQUIST

Fig. 7. The construction of the function f h± from a ‘side profile’ parametrized by distance from the point x0.

We define the following real numbers:

Qh =
∫

Sh
cos

(
π

d(x, x0) − hγ

hγ

)
dx

Ah =
∣∣∣Bh

∣∣∣ 2
∣∣bh

∣∣ + ∣∣Sh
∣∣ + Qh

2
∣∣Bh

∣∣ + ∣∣Sh
∣∣ − Qh

.

We record the fact that
∣∣Qh

∣∣ ≤ ∣∣Sh
∣∣ = O(hdγ ) and Ah ≥ chdγ for some c > 0. Finally, we introduce a

smooth cutoff function

ψh(t) = −K1hα

2

(
1

Ah
+ 1∣∣Bh

∣∣
)

cos
(

π
t − hγ

hγ

)
+ K1hα

2

(
1∣∣Bh

∣∣ − 1

Ah

)
.

Now we define the right-hand side function by

f h(x) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

K1hα∣∣Bh
∣∣ , x ∈ Bh

ψh(d(x, x0)), x ∈ Sh

−K1hα

Ah
, x ∈ bh.

(3.7)

In particular, this is chosen to be on the order of the local truncation error of (3.1) throughout most of the
domain, but is allowed to take on larger values in the small cap Sh ∪ bh in order to ensure the solvability
condition is satisfied. See Fig. 7.

3.3.2 Properties of the barrier function equation. Next we verify several key properties of the right-
hand side function f h, which will in turn be used to produce estimates on the barrier function φh.

Lemma 3.7 (Mean-zero). For every sufficiently small h > 0, the function f h defined in (3.7) satisfies
the solvability condition (0.4)

∫
M

f h(x) dx = 0.
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ON THE REDUCTION IN ACCURACY OF FINITE DIFFERENCE SCHEMES 17

Proof. We can directly compute∫
M

f h(x) dx =
∫

Bh

K1hα∣∣Bh
∣∣ dx +

∫
Sh

ψh (
d(x, x0)

)
dx −

∫
bh

K1hα

Ah
dx

= K1hα

(
1 − Qh

2

(
1

Ah
+ 1∣∣Bh

∣∣
)

+
∣∣Sh

∣∣
2

(
1∣∣Bh

∣∣ − 1

Ah

)
−

∣∣bh
∣∣

Ah

)

= K1hα

Ah
∣∣Bh

∣∣
(

Ah
∣∣∣Bh

∣∣∣ − Qh

2

(∣∣∣Bh
∣∣∣ + Ah

)
+

∣∣Sh
∣∣

2

(
Ah −

∣∣∣Bh
∣∣∣) −

∣∣∣bh
∣∣∣ ∣∣∣Bh

∣∣∣
)

= K1hα

Ah
∣∣Bh

∣∣
(

Ah

2

(
2
∣∣∣Bh

∣∣∣ +
∣∣∣Sh

∣∣∣ − Qh
)

−
∣∣Bh

∣∣
2

(
2
∣∣∣bh

∣∣∣ +
∣∣∣Sh

∣∣∣ + Qh
))

.

Then by substituting in the value of Ah, we obtain∫
M

f h(x) dx = 0.

�

Lemma 3.8 (Regularity of right-hand side). For every sufficiently small h > 0, f h ∈ C1(M). Moreover,
‖∇Mf h‖L∞(M) = O(hα−(d+1)γ ).

Proof. First we recall that f h is constant in the regions bh and Bh, respectively. In the region Sh, we can
easily verify that

lim
d(x,x0)↓hγ

ψh (
d(x, x0)

) = −K1hα

Ah
, lim

d(x,x0)↑2hγ
ψh (

d(x, x0)
) = K1hα∣∣Bh

∣∣ ,

which coincide with the values in bh and Bh, respectively.
Next, we note that

d

dt
ψh(t) = πK1hα

2hγ

(
1

Ah
+ 1∣∣Bh

∣∣
)

sin
(

π
t − hγ

hγ

)
.

Thus, we readily verify that

lim
t↓hγ

d

dt
ψh(t) = 0, lim

t↑2hγ

d

dt
ψh(t) = 0.

Finally, we produce an explicit Lipschitz bound.

∣∣∣∇Mψh(d(x, x0))

∣∣∣ ≤ max
t

∣∣∣∣ d

dt
ψh(t)

∣∣∣∣
= πK1hα

2hγ

(
1

Ah
+ 1∣∣Bh

∣∣
)

.
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18 B. F. HAMFELDT AND A. G. R. TURNQUIST

Using our previous observations about the size of Ah and
∣∣Bh

∣∣, we conclude that

∣∣∣∇Mf h(x)
∣∣∣ ≤ πK1hα

2hγ

(
1

chdγ
+ 1∣∣Bh

∣∣
)

= O(hα−(d+1)γ ).

�

Lemma 3.9 (Ld norm bounds). There exists a constant C > 0 such that for every sufficiently small
h > 0,

‖f h‖Ld(M) ≤ Chα−(d−1)γ .

Proof. We can directly compute

∥∥∥f h
∥∥∥ Ld(M) ≤

⎛
⎝∫

Sh∪bh

(
K1hα

Ah

)d

dx +
∫

Bh

(
K1hα∣∣Bh

∣∣
)d

dx

⎞
⎠

1/d

= K1hα

(∣∣Sh ∪ bh
∣∣

(Ah)d
+

∣∣∣Bh
∣∣∣ 1−d

)1/d

≤ Chα

(
hdγ

hd2γ
+

∣∣∣Bh
∣∣∣ 1−d

)1/d

.

Here we have used the fact that
∣∣Sh ∪ bh

∣∣ = O(hdγ ),
∣∣Bh

∣∣ = O(1), and Ah ≥ chdγ for some constant
c > 0. We conclude that ∥∥∥f h

∥∥∥ Ld(M)= O(hα−(d−1)γ ).

�
Using these properties of f h, we are now able to establish existence of the barrier functions φh.

Lemma 3.10 (Existence of barrier function). There exists a function φh ∈ C3(M) satisfying (3.6).

Proof. Recall that f h ∈ C1(M) for any h > 0. Then by Theorem 4.7 in Aubin (1998) we have the
existence of a solution φh ∈ C3(M) to the PDE

L φh(x) = f h(x),

which is unique up to an additive constant. The condition φh(x0) = K0hγ fixes the constant. �

3.3.3 Local coordinate patches. Our goal is to use regularity results for linearly elliptic PDEs in
Euclidean space in order to develop estimates for the barrier function φh, which solves a linearly elliptic
PDE on the manifold M. In order to do this, we will need the ability to locally re-express the barrier
equation (3.6) as a uniformly elliptic PDE in Euclidean space.

Lemma 3.11 (PDE on local coordinate patches). Under the assumptions of Hypothesis 3.1, there exists
some r > 0 such that for every x0 ∈ M there exists a bounded region Ω ⊂ R

d and set of coordinates
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ON THE REDUCTION IN ACCURACY OF FINITE DIFFERENCE SCHEMES 19

y : Ω → B(x0, r) corresponding to a metric tensor G ∈ C2(M) such that the PDE operator (0.2) can be
expressed as

L [φ] = −∇ ·
(
(det A)1/2∇φ

)
.

Here B(x0, r) ⊂ M denotes an open ball on the manifold.

Proof. Let x0 ∈ M and fix any r < rI where rI is the injectivity radius of the manifold M. Then we can
consider a bounded set Ω ⊂ R

2 and a set of coordinates y : Ω → B(x0, r). In local coordinates (Cabré,
1997), the PDE operator (0.2) takes the form

L [φ] = −1√
det G

∇ ·
(√

det GAG−1∇φ
)

, y ∈ Ω .

Now we choose a local metric such that G = (det A)−1/2A. We note that G ∈ C2(M) is strictly
positive definite since A has both these properties. We note that det(G) = 1 so that the PDE in local
coordinates becomes

L [φ] = −∇ ·
(
(det A)1/2∇φ

)
.

This is a uniformly elliptic operator since A is positive definite. �
Importantly, because our manifold is compact, we can cover it with finitely many coordinate patches.

Lemma 3.12 (Finite covering of the manifold). For every r > 0, there exists a finite set of geodesic balls{
Bi

r

}n
i=1 such that

M ⊆
n⋃

i=1

Bi
r.

3.3.4 Properties of barrier function. We can now use standard regularity results for uniformly elliptic
PDEs in Euclidean space to deduce key properties of the barrier function φh.

Lemma 3.13 (Bounds on barrier function). There exists a constant C > 0 such that for all sufficiently
small h > 0

‖φh‖L∞(M) ≤ C(hγ + hα−(d−1)γ ).

Proof. Since φh is continuous on a compact manifold, it achieves a maximum and minimum at some
points x, y ∈ M. Then since M is connected, we can use Lemmas 3.11–3.12 to construct a finite set of

balls of radius r/4:
{

Bi
r/4

}n

i=1
such that

x ∈ Bn
r/4, y ∈ B1

r/4, Bi
r/4 ∩ Bi+1

r/4 �= ∅.

On each corresponding (larger) ball Bi
r of radius r, we can interpret the barrier equation (3.6) as a

uniformly elliptic divergence structure PDE on a local coordinate patch in R
d.
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20 B. F. HAMFELDT AND A. G. R. TURNQUIST

Now we denote

φ̄h(x) ≡ φh(x) − min
M

φh. (3.8)

This is non-negative, which allows us to apply the de Giorgi-Nash-Moser Harnack inequality, which
applies to PDEs in divergence form. Taking q = 2d in Gilbarg & Trudinger (2001) (Theorems 8.17-
8.18), there exists a constant C > 0 such that for every i = 1, . . . , n, we have

sup
Bi

r/4

φ̄h ≤ C

(
inf
Bi

r/4

φ̄h +
∥∥∥f h

∥∥∥ Ld(M)

)
.

Recalling that φ̄h(y) = 0, we find that

sup
B1

r/4

φ̄h ≤ C1‖f h‖Ld(M).

Now we use this to obtain an estimate in the ball B2
r/4, which overlaps with B1

r/4.

sup
B2

r/4

φ̄h ≤ C1

(
inf
B2

r/4

φ̄h +
∥∥∥f h

∥∥∥ Ld(M)

)

≤ C1

⎛
⎝sup

B1
r/4

φ̄h +
∥∥∥f h

∥∥∥ Ld(M)

⎞
⎠

≤ C2‖f h‖Ld(M).

Continuing this chaining argument n times, we find that

‖φ̄h‖L∞(M) = φ̄h(x) ≤ Cn‖f h‖Ld(M).

By Lemma 3.9, ‖f h‖Ld(M) = O(hα−(d−1)γ ). We recall also that

min
M

φh ≤ φh(x0) = K0hγ ,

which completes the proof. �

Lemma 3.14 (Derivative bounds). There exists a constant C > 0 such that for all sufficiently small h > 0∥∥∥φh
∥∥∥ C1(M) +

∥∥∥φh
∥∥∥ C2(M) +

[
φh

]
C2,1(M)

≤ C(hγ + hα−(d+1)γ ).

Proof. As in the previous lemma, we can use Lemmas 3.11–3.12 to construct a finite set of balls of

radius r/2:
{

Bi
r/2

}n

i=1
such that on each corresponding (larger) ball Bi

r of radius r, we can interpret the

barrier equation (3.6) as a uniformly elliptic divergence structure PDE on a local coordinate patch in R
d.
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ON THE REDUCTION IN ACCURACY OF FINITE DIFFERENCE SCHEMES 21

We now apply a classical interior regularity result for uniformly elliptic PDE (Gilbarg & Trudinger,
2001, Corollary 6.3). In particular, there exists a constant C > 0 such that for every i = 1, . . . , n,
we have ∥∥∥φh

∥∥∥
C1

(
Bi

r/2

) +
∥∥∥φh

∥∥∥
C2

(
Bi

r/2

) +
[
φh

]
C2,1

(
Bi

r/2

) ≤ C
(∥∥∥φh

∥∥∥ L∞(Bi
r)

+
∥∥∥f h

∥∥∥ C0,1(Bi
r)

)
.

Then a corresponding Hölder estimate over the entire manifold is obtained by summing the estimates
over the n coordinate patches. Thus, we find that

∥∥∥φh
∥∥∥ C1(M) +

∥∥∥φh
∥∥∥ C2(M) +

[
φh

]
C2,1(M)

≤ C′ (∥∥∥φh
∥∥∥ L∞(M) +

∥∥∥f h
∥∥∥ C0,1(M)

)
.

We recall from Lemmas 3.8 and 3.13 the estimates∥∥∥f h
∥∥∥ C0,1(M) = O(hα−(d+1)γ ),

∥∥∥φh
∥∥∥ L∞(M) = O(hγ + hα−(d−1)γ ),

which completes the proof. �

3.3.5 Convergence rates. The preceding regularity results allow us to select a value for γ (which
determines the radius of the small cap about x0) that ensures that the family of barrier functions φh are
uniformly Lipschitz continuous.

Corollary 3.15 (Lipschitz bounds). Let γ ≤ α/(d + 1). Then there exists a constant Kφ > 0 such that
for all sufficiently small h > 0,

∣∣∣∇φh
∣∣∣ C0(M) ≤ Kφ .

The requirement of Corollary 3.15, combined with the fact that the barrier function scales like hγ +
hα−(d−1)γ (Lemma 3.13), suggests γ = α/(d + 1) as an optimal choice.

Now we prove the main result.

Proof of Theorem 3.6. We substitute both the error uh − u and the barrier φh into the scheme (3.1) at all
x ∈ G h.

Case 1: Let x ∈ Bh ∩ G h. Then we can use the linearity of the scheme to compute

Fh(x,uh(x) − u(x), uh(x) − u(x) − uh(·) + u(·))
=

(
Lh(uh(x) − uh(·)) + hαuh(x) + f (x)

)
−

(
Lh(u(x) − u(·)) + hαu(x)

)
≤ −L(x, ∇u(x), D2u(x)) + C [u(x)]C2,1(M) hα + hα‖u‖L∞(M)

= f (x) + C1hα .

Above, we have used the fact that u solves the linear PDE (0.1) and uh solves the scheme (3.2).
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22 B. F. HAMFELDT AND A. G. R. TURNQUIST

Similarly, we can compute

Fh(x, φh(x), φh(x) − φh(·)) = Lh(φh(x) − φh(·)) + hαφh + f (x)

≥ f h(x) − [φh]C2,1(M)h
α − ‖φh‖L∞(M)h

α + f (x)

≥ K1hα∣∣Bh
∣∣ − C2hα(hγ + hα−(d+1)γ + hα−(d−1)γ ) + f (x),

where we utilize the regularity bounds in Lemmas 3.13–3.14. Making the particular choice of γ =
α/(d + 1) yields

Fh(x, φh(x), φh(x) − φh(·)) ≥ hα

(
K1∣∣Bh

∣∣ − C2

)
− C3hα(d+2)/(d+1) + f (x).

Then if we make the choice K1 > (C1 + C2 + C3)
∣∣Bh

∣∣ when we define the barrier functions in (3.6),
we find that

Fh(x, uh(x) − u(x), uh(x) − u(x) − uh(·) + u(·)) < Fh(x, φh(x), φh(x) − φh(·))

for sufficiently small h > 0.
Case 2: Let x ∈ (bh ∪ Sh) ∩ G h. Recalling that u(x0) = 0, we can bound u in this region by

|u(x)| ≤ KudM(x, x0) ≤ 2Kuhγ .

Since uh(x) = 0 uniformly in this small cap, we have

Fh(x, uh(x) − u(x), uh(x) − u(x) − uh(·) + u(·)) = uh(x) − u(x) ≤ 2Kuhγ .

Similarly, we recall that φh(x0) = K0hγ so that

Fh(x, φh(x), φh(x) − φh(·)) = φh(x) ≥ (K0 − 2Kφ)hγ .

Then if we make the choice K0 > 2(Ku + Kφ) in the definition of the barrier function (3.6), we find
that

Fh(x, uh(x) − u(x), uh(x) − u(x) − uh(·) + u(·)) < Fh(x, φh(x), φh(x) − φh(·))

for sufficiently small h > 0.
Combining these two cases, we find that

Fh(x, uh(x) − u(x), uh(x) − u(x) − uh(·) + u(·)) < Fh(x, φh(x), φh(x) − φh(·))
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ON THE REDUCTION IN ACCURACY OF FINITE DIFFERENCE SCHEMES 23

for all x ∈ G h and sufficiently small h > 0. This allows us to appeal to the Discrete Comparison Principle
(Theorem 1.5) to conclude that

uh(x) − u(x) ≤ φh(x), x ∈ G h.

Combined with the maximum bound on φh (Lemma 3.13) applied to the case γ = α/(d + 1), we obtain
the result

uh(x) − u(x) ≤ Chα/(d+1).

We can do the same procedure using u(x) − uh(x) to obtain the final result

‖uh − u‖L∞(G h) ≤ Chα/(d+1).

�

4. Approximation of solution gradients

Having established convergence rates for the solution uh of the discrete operator, we can now use them
to establish a convergence approximate of the gradient of uh with rates.

Given a function u ∈ C1(M) and its values on a discrete set of points G h, the design of approximations
to its first derivatives is a well-studied ‘textbook’ problem. However, as discussed in section 2, consistent
approximations for first derivatives may not produce correct results when they are applied to a discrete
approximation uh instead of the limiting function u.

Here we describe a framework for producing a family of convergent approximations of the gradient,
which are based on a given discrete approximation uh with error bounds. We provide error bounds for the
gradient of uh; unsurprisingly, these are bounded by the L∞ error in the approximation of uh. Combined
with the convergence rate bounds of Theorem 3.6, this immediately provides a provably convergent
method for approximating the gradient of the solution to a divergence-structure linear elliptic PDE (0.1)
on a compact manifold.

Let x0 ∈ M be any point on the manifold and let ν ∈ Tx0
be a unit vector in the tangent plane.

We focus on the construction of a discrete approximation to ∂u(x0)
∂ν

, the first directional derivative of u
in the direction ν. By projecting into the tangent plane as described in section 1, this is equivalent to
constructing convergent approximations of a first directional derivative in R

d.
We will consider finite difference approximations of the form

Dνu(x0) = 1

r

k∑
i=1

ai(u(xi) − u(x0)), (4.1)

where xi ∈ G h are discretization points satisfying
∣∣xi − x0

∣∣ = O(r) and r ≥ h denotes the stencil width
of this approximation.

We make the following assumptions on the discrete solution uh and the gradient approximation (4.1).

Hypothesis 4.1 (Conditions on gradient approximation). We make the following assumptions on the
approximations:
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24 B. F. HAMFELDT AND A. G. R. TURNQUIST

1. There exists p > 0 such that at every point x ∈ G h, the discrete approximation uh satisfies

u(x) = uh(x) + O(hp).

2. The stencil width satisfies r ≥ h for every h > 0.

3. There exist constants C1, C2 > 0 such that for every G h there exist points x1, . . . , xk ∈ G h, satisfying

C1r ≤ ∣∣xi − x0

∣∣ ≤ C2r, i = 1, . . . , k.

4. There exists β > 0 such that the gradient approximation applied to the limiting function u satisfies

Dνu(x0) = ∂u(x0)

∂ν
+ O(rβ).

5. The coefficients in the gradient approximation satisfy ai = O(1) as h → 0.

Under these assumptions, we can immediately provide error bounds for the gradient approximation
applied to the discrete solution uh. Moreover, we can use these bounds to determine an optimal stencil
width r as a function of h.

Theorem 4.2 (Error bounds for gradient). Under the assumptions of Hypothesis 4.1 and choose r =
O

(
hp/(β+1)

)
. Then,

∂u(x0)

∂ν
= Dνuh(x0) + O

(
h

pβ
β+1

)
.

Corollary 4.3 (Error bounds for solution gradient). Assume the conditions of Hypotheses 3.1, 3.3,
4.1 are satisfied. Let u be the solution of the PDE (0.1), uh be the solution of the approximation scheme

(3.1), and r = O
(

h
α

(d+1)(β+1)

)
. Then,

∂u(x0)

∂ν
= Dνuh(x0) + O

(
h

αβ
(d+1)(β+1)

)
.

Proof of Theorem 4.2. We can substitute directly into the approximation scheme to compute

∂u(x0)

∂ν
= Dνu(x0) + O(rβ)

= 1

r

k∑
i=1

ai(u(xi) − u(x0)) + O(rβ)

= Dνuh(x0) + 1

r
O(hp) + O(rβ)

= Dνuh(x0) + O

(
hp

hp/(β+1)
+ h

pβ
β+1

)

= Dνuh(x0) + O

(
h

pβ
β+1

)
.

�
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ON THE REDUCTION IN ACCURACY OF FINITE DIFFERENCE SCHEMES 25

This result provides a means for correctly approximating solution gradients even when the accuracy
of the approximate solution is very low. Moreover, we notice that there is no requirement that the scheme
used to approximate solution gradients be monotone and therefore limited to first-order accuracy (β ≤
1). This opens up the possibility of using arbitrarily high-order gradient approximations, coupled to a
carefully chosen stencil width r. It is worth noting that as we take higher-order approximations (β → ∞),
we find that the best error bound we can achieve approaches O

(
hα/(d+1)

)
. That is, the best possible error

bound for approximations of the solution gradient is actually the same as the error bound guaranteed by
Theorem 3.6 for the approximate solution itself.

5. Computational results

Finally, we provide some computational results to verify the error estimates developed in sections 3-4.
Consider a point cloud G h ⊂ M that discretizes the manifold M. In order to utilize the approximation

scheme (and resulting error bounds) in (3.1), we need to design a monotone finite difference approxi-
mation of the form Lh(x, u(x) − u(·)) that is defined for x ∈ G h and is consistent with the linear PDE
operator L [u](x).

A variety of approaches are available for discretizing PDEs on manifolds (Oberman, 2008; Demlow,
2009; Dziuk & Elliott, 2013; Lai & Zhao, 2019; Fortunato, 2022). Particularly, simple are methods
that allow the surface PDE to be approximated using schemes designed for PDEs in Euclidean space
(Macdonald & Ruuth, 2010; Martin et al., 2020). We test the error bounds using the tangent plane
approach of Hamfeldt & Turnquist (2021), which can easily be used to design monotone approximation
schemes.

We will briefly summarize this scheme, before providing computational results in one and two
dimensions. We emphasize that our goal here is not to design an optimal scheme, but rather to test
the predictions of Theorem 3.6 and Corollary 4.3, which can be applied to any monotone discretization
scheme. We also verify that, even using a very low order scheme, it is possible to recover a convergent
approximation to the solution gradient using the approach of section 4.

5.1 Geodesic normal coordinates

We begin by recasting the equation using a convenient choice of local coordinates. Consider the PDE

− divM(A(x)∇Mu(x))+f (x) = 0, x ∈ M (5.1)

at a particular point x0 ∈ M. We relate this to an equivalent PDE posed on the local tangent plane Tx0
through a careful choice of local coordinates. In general, local coordinates will introduce distortions to
the differential operators. However, this problem was avoided in Hamfeldt & Turnquist (2021, 2022)
with the use of geodesic normal coordinates, which preserve distance from the reference point x0. In
these coordinates the metric tensor is an identity matrix and the Christoffel symbols vanish at the point
x0.

Given some neighbourhood Nx0
⊂ M of the point x0 ∈ M, we let vx0

: Nx0
→ Tx0

denote geodesic
normal coordinates. Because they are chosen to preserve distances from the point x0, they satisfy

dM(x, x0) = ‖vx0
(x) − x0‖,

where dM represents the geodesic distance along M and ‖ · ‖ the usual Euclidean distance on the tangent
plane.
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26 B. F. HAMFELDT AND A. G. R. TURNQUIST

We can now introduce a local projection of u onto the relevant tangent plane Tx0
in a neighborhood

of x0 as follows

ũx0
(z) = u

(
v−1

x0
(z)

)
. (5.2)

This allows us to re-express the PDE (5.1) at the point x0 as an equivalent PDE on the local tangent plane.
We define

− ∇ · (
A(z)∇ũx0

(z)
)+f (z) = 0, z ∈ Tx0

, (5.3)

where now ∇ is the usual Euclidean differential operator. Because the particular choice of coordinates
does not introduce distortions, the PDE operator will preserve its original form at the reference point x0.
In particular,

−divM(A(x)∇Mu(x))
∣∣

x=x0
= −∇ · (

A(z)∇ũx0
(z)

)∣∣
z=x0

.

The problem of approximating the PDE operator (5.1) at a point x0 ∈ M is now reduced to the
problem of approximating the operator (5.3) at the point x0 in the local tangent plane. This allows one to
make use of any existing method for designing monotone approximation of PDEs in Euclidean space.

5.2 Discretization

Now we consider any fixed discretization point xi ∈ G h and establish a computational neighborhood
N(i) about this point by defining

N(i) = {j | xj ∈ G , dM(xi, xj) ≤ √
h}. (5.4)

We seek an expression of the form Lh(xi, u(xi) − u(xj)) that depends on the value of u at nearby
discretization points xj with j ∈ N(i).

To accomplish this, we let Txi
denote the tangent plane to M at xi. Once the computational

neighborhood N(i) is established, the points xj ∈ N(i) are projected on to the local tangent plane Txi
via

a geodesic normal coordinate projection,

zj = vxi
(xj).

We denote the resulting point cloud on the tangent plane by

N (xi) = {zj | j ∈ N(i)} ⊂ Txi
.

We extend the grid function u : G h → R onto this point cloud on the tangent plane by identifying

u(zj) = u(xj), zj ∈ N (xi). (5.5)

A discretization of the PDE operator (0.1) at the point xi ∈ G h can now be obtained by designing a
discretization of the tangent plane PDE operator

− ∇ · (A(z)∇u(z)), z ∈ Txi
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ON THE REDUCTION IN ACCURACY OF FINITE DIFFERENCE SCHEMES 27

at the point xi. The discretization should depend upon the values of u on the tangent plane point cloud
N (xi), which can be related back to values of u at points on the original manifold via (5.5).

5.3 Monotone approximation schemes

Recent work on generalized or mesh-free finite difference methods demonstrate how monotone finite
difference methods can be designed for unstructured grids in Euclidean space (Demkowicz et al., 1984;
Seibold, 2008; Froese, 2018; Nochetto et al., 2019). We briefly review the procedure for designing
monotone generalized finite difference methods for approximating linear divergence structure operators
of the form

− ∇ · (A(z)∇u(z)) (5.6)

in Euclidean space, referring to the aforementioned works for further details.
Consider the problem of approximating (5.6) at a point zi. It is natural to want to use values of u at the

‘nearest neighbors’ to accomplish this. Surprisingly, though, given any fixed stencil width, it is always
possible to find a linear elliptic PDE operator that does not admit a consistent, monotone discretization
on that stencil (Motzkin & Wasow, 1952; Kocan, 1995). For general degenerate elliptic operators, it is
sometimes necessary to allow the stencil to grow wider as the grid is refined in order to achieve both
consistency and monotonicity.

We notice that the PDE operator can be written in the form

∇ · (A∇u) = −
∑
k∈K

∂

∂zk1

(
ak

∂u

∂zk2

)
, (5.7)

where

K = {k ∈ N
2 | ‖k‖∞ ≤ d}.

This motivates us to seek a finite difference approximation of the form

− ∇ · (A∇u)(zi) ≈ −
∑
k∈K

∑
z∈N (zi)

∑
y∈N (zi)

ck(z, y)ak(y)u(z). (5.8)

The monotonicity condition requires that the coefficient of u(z) be nonpositive for each z �= zi. This
leads to the set of linear inequality constraints

∑
k∈K

∑
y∈N (zi)

ck(z, y)ak(y) ≥ 0, z ∈ N (zi)\{zi}.

To achieve consistency, we Taylor expand the terms in (5.8) about the reference point zi. We then compare
the coefficients of each term with the desired operator (5.7), which leads to a system of linear equations
that must be satisfied by the coefficients ck(z, y).

In typical implementations, one possibility is to exploit the structure of the underlying PDE to
set many of the coefficients ck(x, y) to zero a priori and obtain closed form expressions for the

D
ow

nloaded from
 https://academ

ic.oup.com
/im

ajna/advance-article/doi/10.1093/im
anum

/drad048/7226184 by guest on 20 July 2023



28 B. F. HAMFELDT AND A. G. R. TURNQUIST

Fig. 8. (a) Maximum error and (b) solution error for n = 64 and n = 256 for the solution of Laplace’s equation on T
1.

(small) number of nonzero coefficients (Froese, 2018). Another option is to use simple analytical and
computational optimization tools to numerically determine the values of the coefficients and establish
bounds needed to ensure consistency (Seibold, 2008; Hamfeldt & Lesniewski, 2022b).

5.4 Computational examples

5.4.1 One dimension. We first return to the study of Poisson’s equation on the one-dimensional torus
T

1: {
−u′′(x) = f (x), x ∈ T

1

u(0) = 0.
(5.9)

We use the same O(h) discretization studied in Section 2, but modified to enforce the condition
u(x) = 0 in a small cap with a radius of O(h1/2), as suggested by Theorem 3.6. In particular, we let
n = 4k be a perfect square and use the scheme

⎧⎪⎨
⎪⎩−

uh
(

xi+√
n

)
+ uh

(
xi−√

n

)
− 2uh(xi)

nh2 + h(1 + xi)u
h(xi) = f (xi) + h, d

T1(xi, 0) > 2h1/2

uh(xi) = 0, d
T1(xi, 0) ≤ 2h1/2.

(5.10)

We begin by studying Laplace’s equation (f (x) = 0). We plot the results in Fig. 8. Surprisingly, we
observe O(h) error rather than the expected O(h1/2). This can be explained by the fact that enforcing
uh(x) = 0 on a small cap does not introduce any error since the exact solution is u(x) = 0. We also note
(Fig. 8(b)) that this approach leads to a smoother error than the approaches studied in Section 2.

We secondly consider an example of a nontrivial solution (u(x) = sin(2πx)) obtained by solving (5.9)
with a right-hand side f (x) = 4π2 sin(2πx). For this nontrivial example, we do observe the expected
convergence rate of O(h1/2) (Fig. 9(a)).

We also perform a study of the wider-stencil gradient approximations proposed in Section 4. We
utilize three-different finite difference approximations of the derivative: a first-order forward difference
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ON THE REDUCTION IN ACCURACY OF FINITE DIFFERENCE SCHEMES 29

Fig. 9. Maximum error in the (a) solution and (b) derivative for the solution of Poisson’s equation on T
1.

(β = 1), a second-order centered difference (β = 2), and the following fourth order difference (β = 4):

Dxu(x0) = 1

r

(
1

12
u(x0 − 2r) − 2

3
u(x0 − r) + 2

3
u(x0 + r) − 1

12
u(x0 + 2r)

)
.

In each case, we let r = O(h
1

2(β+1) ), as suggested by Corollary 4.3. The maximum error in the gradient

approximations, which is plotted in Fig. 9(b), agrees very well with the predicted O(h
β

2(β+1) ) convergence
rate. In particular, we observe that as β grows, the convergence rate becomes closer to the optimal rate
of O(h1/2).

5.4.2 Two dimensions. Next, we demonstrate the predicted convergence rates on a two-dimensional
surface using the tangent plane approach described in this section. In light of our need to compare with
an exact solution and surface gradient, we perform this test using Poisson’s equation on the sphere S

2:

{
−Δ

S2 u(x) = f (x), x ∈ S
2

u(x0) = 0.
(5.11)

Here we let x0 = (0, 1, 0) and choose the right-hand side, expressed in spherical coordinates, to be

f (φ, θ) = cos(φ) sin θ
(

1 − 9 cos2 θ + 3 sin2 θ
)

. (5.12)

The solution of the surface PDE (5.11) is

u(φ, θ) = cos(φ) sin3(θ) (5.13)

and the surface gradient of u is

∇
S2 u(φ, θ) = − sin(φ) sin(θ)φ̂ + 3 cos(φ) sin2(θ) cos(θ)θ̂ . (5.14)
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30 B. F. HAMFELDT AND A. G. R. TURNQUIST

Fig. 10. (a) A point cloud discretizing the sphere (N = 2006) and (b) the stencil used to discretize (5.11) at the point xi.

We discretize the sphere using a point cloud G h consisting of N points that are approximately equally
spaced so that h = O(

√
N). In particular, given some ε = O(h) and n = O(h−1), we construct a layered

point cloud consisting of the points

G h = {(φij, θi) | 1 ≤ i ≤ n, 1 ≤ j ≤ �n sin θi�}. (5.15)

Here we take

θi = ε + i
π − 2ε

n
, φij = i

1 + √
5

2
+ j

2π

�n sin θi�
.

See Fig. 10(a) for an example of this point cloud.
At each point xi ∈ G h, we project a

√
h neighborhood onto the local tangent plane via geodesic

normal coordinates as described in subsections 5.1-5.2. We then need to design a monotone discretization
Lh(xi, u(xi) − u(·)) of the two-dimensional Laplacian at the point xi. Since we do not have a structured
grid in general, we utilize a mesh-free finite difference approximation. In particular, we let (θ̂ , φ̂) be our
local orthogonal coordinates. We then choose the discretization points zij, wij, j = 1, . . . , 4 that lie in

the jth quadrant and are best aligned with θ̂ and φ̂, respectively. See Fig. 10(b). We use the consistency
and monotonicity conditions to explicitly compute coefficients aij, bij ≥ 0 and define a discrete surface

D
ow

nloaded from
 https://academ

ic.oup.com
/im

ajna/advance-article/doi/10.1093/im
anum

/drad048/7226184 by guest on 20 July 2023



ON THE REDUCTION IN ACCURACY OF FINITE DIFFERENCE SCHEMES 31

Fig. 11. Error in the (a) solution and (b) gradient for the solution of Poisson’s equation on S
2.

Laplacian of the form

− Δh
S2 uh

i =
4∑

j=1

aij

(
uh(xi) − uh(zij)

)
+

4∑
j=1

bij

(
uh(xi) − uh(wij)

)
. (5.16)

This yields a formal truncation error of O(
√

h); for details, see Froese (2018).
The approach analyzed in Section 3 leads us to solve the following system:

{
−Δh

S2 uh
i + √

huh
i = f (xi), d

S2(xi, x0) > O(h1/6)

uh(xi) = 0, d
S2(xi, x0) ≤ O(h1/6).

(5.17)

Since the formal truncation error of the scheme is O(h1/2) and the dimension of the manifold is
d = 2, Theorem 3.6 predicts that the maximum error should scale like O(h1/6). This is precisely what
we observe in our computations; see Fig. 11(a).

Given the low (sublinear) accuracy of these computations, it would be natural to expect that we
cannot easily recover information about the surface gradient. In fact, given that the scheme (5.17) sets
uh = 0 to be constant on a cap around the origin, it would appear that we should expect a O(1) error in
any traditional finite difference approximation to the solution gradient. However, approximation of the
gradient is possible using the wider stencil approach discussed in Section 4. Given a stencil width r, we
consider the following first-order (β = 1) approximation of the solution gradient at the point xi ∈ G h:

j∗ = argmaxj

{
uh(xj) − uh(xi)

d
S2(xi, xj)

| xj ∈ G h, 0.5r < d
S2(xi, xj) < r

}

∇h
S2 uh(xi) = uh(xj∗) − uh(xi)

d
S2(xi, xj∗)

zj∗ − zi∣∣∣zj∗ − zi

∣∣∣ . (5.18)

We recall that zj denotes the projection onto the local tangent plane Txi
via normal coordinates.
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32 B. F. HAMFELDT AND A. G. R. TURNQUIST

Following Corollary 4.3, we choose r = O(h1/12). Despite the low accuracy of uh, this wider
stencil approach successfully approximates the solution surface gradient (Fig. 11(b)). In fact, we observe
superconvergence, with an observed error of O(h2/5) that is significantly better than the O(h1/12) error
bound predicted by Corollary 4.3. Indeed, we actually observe a better convergence rate in the gradient
than in the approximate solution that was used to estimate the gradient. Moreover, while the error is
artificially large (though still converging to zero) in the cap about the origin, we observe much lower
errors throughout most of the domain.

6. Conclusion

In this manuscript, we studied convergence rates of monotone finite difference approximations for
uniformly elliptic PDEs on compact manifolds. When applied to the Dirichlet problem, solutions of
monotone finite difference schemes are expected to converge with an error proportional to their formal
consistency error. We demonstrated empirically that on manifolds without boundary, convergence rates
can be lower than the formal consistency error.

We then derived explicit error bounds for a class of monotone schemes by carefully constructing
barrier functions and exploiting the fact that monotone and proper schemes have a discrete comparison
principle. The barrier functions solved a linear elliptic PDE in divergence form with a right-hand side
proportional to the formal consistency error of the scheme in the majority of the domain. However,
because of the need to satisfy an additional solvability condition, the right-hand side was permitted to
become larger in a small cap on the manifold. This resulted in a barrier function that was asymptotically
larger than the formal consistency error. Because the scaling of the volume of the small cap was dependent
on dimension, we found that specific convergence rates depend on the dimension of the underlying
manifold. In particular, the reduction in accuracy becomes worse as the dimension increases.

Next, we demonstrated that knowledge of convergence rates can be used to design convergent
approximations of the solution gradient through the use of wide finite difference stencils. We described
a family of discrete gradients, with the optimal convergence rate in the gradient bounded by the L∞
convergence rate of the discrete solution.

Further work will involve utilizing convergence rates for linear elliptic PDEs to prove error bounds
for the solutions of fully nonlinear elliptic PDEs. This would apply, for example, to PDEs arising from
solving the Optimal Transport problem on the sphere, which is of particular interest due to its application
to optical design problems (Wang, 1996) and mesh generation (Weller et al., 2016). The results of this
article also highlight the ongoing need to design higher-order numerical methods for elliptic PDEs in
order to compensate the reduction in accuracy that can occur on manifolds without boundary. Finally,
computational results lead to intriguing questions regarding superconvergence. In particular, ongoing
work will investigate additional conditions (beyond consistency and monotonicity) that would lead to
improved error bounds for the computed solution and/or solution gradient.
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