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ARTICLE INFO ABSTRACT
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Thin-walled structures
GRCop-42 alloys

Size effect

Additive manufacturing

materials are often unique relative to conventionally processed materials, and the local thermal histories drive
these differences during the build process. These thermal histories depend on the process parameters (laser
power, scan speed, and scan strategy) and the part geometry. Prior research has shown that the mechanical
properties of thin-walled structures can vary significantly with wall thickness due to changes in the thermal
boundary conditions during manufacturing. It is, therefore, desirable to perform CP simulations based on the
phenomenological constitutive model to predict the local mechanical responses induced by microstructural
heterogeneities. This work generates representative microstructures based on experimentally collected grain
information (i.e., texture) for grain scale stress analysis, and the material constitutive parameters are calibrated
using the experimental mechanical testing data. We specifically investigated the effect of crystallographic
texture and grain morphologies on the size-dependent mechanical properties of AM GRCop-42. The selection
of appropriate material properties for implementing an effective free surface boundary condition and the
influence of adjacent buffer layers are also discussed. Analysis of local field results reveals a strong correlation
between stress localization and the initial grain orientation. However, no significant relationship between the
misorientation of the individual adjacent grains and the average misorientation is observed.

1. Introduction within this rotation, individual grains tend to align themselves with
the orientation of the adjacent grain that possesses the least amount
of misorientation [10,11]. Furthermore, substantial intragranular het-

erogeneity develops during plastic deformation, characterized by the

It is well-known that, as compared to conventionally processed
metallic materials, AM materials may exhibit strong anisotropy due to

the presence of sharp crystallographic textures that form during pro-
cessing [1-4]. At the grain scale metallic materials exhibit anisotropic
mechanical properties due to the ordered atomic structure and pre-
ferred orientations for accommodating deformation via dislocation slip.
Furthermore, polycrystalline deformation fields when viewed at the
microstructural scale is inherently heterogeneous due to varying grain
orientations which promotes differential yielding amongst “hard” and
“soft” grains [5-7]. The variations in loading conditions, crystal ori-
entation, crystal geometry, and adjacent crystal orientations influence
the degree of plastic deformation displayed by individual crystals of a
strained polycrystal, as described by Choi et al. [8] and Zhang et al. [9].
Deformation may induce substantial rotation in the crystal lattice and

dispersion of localized continuous or discontinuous orientations within
a grain, along with the intergranular deformation heterogeneities [12—
15].

Recent experimental investigations have drawn attention to the size
effect and strength differentials [16-20] in AM thin-wall structures
and AM parts with complex geometries (e.g., lattice structures [21—
23]). To gain a thorough understanding of the physical mechanisms
driving localization phenomena that may contribute to size effects, it
is essential to examine how microstructural features influence localized
deformations and the mesoscale stress state during deformation [24,
25]. To accomplish this, the CP models and simulations have been
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proven to be powerful and effective tools for investigating the de-
velopment of deformation heterogeneities in polycrystalline metals as
demonstrated by Roters et al. [26,27]. These models incorporate the
intrinsic single crystalline anisotropy and crystallographic texture as
inputs while accounting for the natural partitioning of stress and strain
across distinct phases, grains, and subgrains [28-32].

GRCop-42 (an alloy with a nominal combination of Cu, 4 at% Cr, 2
at% Nb) alloy has an application in regeneratively-cooled combustion
chambers and nozzles due to its ductility, high oxidation resistance,
low-cycle fatigue strength, reduced creep rate, low thermal expan-
sion, and substantial thermal conductivity [33,34]. In our previous
research on AM GRCop-42 alloy thin-wall structures manufactured by
laser powder bed fusion (L-PBF) method [18], we found that as the
sample thickness decreases, the size effect becomes apparent in the
yield strength, ultimate tensile strength, and elongation. Initially, we
hypothesized that porosity could be the primary factor driving the size
effect since porosity increased as sample thickness decreased. However,
subsequent research on the size effects in laser powder-directed energy
deposition (LP-DED) GRCop-42 alloy revealed that porosity alone could
not be responsible for the variation of the mechanical properties as
sample thickness changes [19].

The observations outlined above motivate the current investigation
to develop a CP platform for the GRCop-42 alloy thin-wall structure.
One of the objectives of this study is to evaluate CP model param-
eters, which represent the mechanical properties of the GRCop-42
alloy. This investigation also explores how texture, grain size dis-
tribution, and grain boundary misorientation, influenced by varied
thickness geometries (controlled by rapid solidification), contribute to
local stress distribution and heterogeneity. For this reason, for the first
time, micromechanical models based on CP are constructed for the
GRCop-42 material, and the experimental responses of AM thin wall
structures with different thicknesses are used to determine the material
parameters of the CP model. Note that the calibration of material
parameters in thin-walled structures becomes increasingly challenging
when materials across different orientations of the thin wall is neces-
sary. Obtaining mechanical properties along various wall directions is
often more complex in thin-walled materials compared to bulk materi-
als. The difficulty of experimental measurement at certain orientations
of thin wall structures (e.g., out-of-plane) underscores the importance
of experimentally calibrated CP models to extract properties along dif-
ferent directions and understanding materials response under various
loading conditions. Such CP models can be utilized in conjunction with
the open-source full-field Elasto-Viscoplastic Fast Fourier Transform
(EVP-FFT) solver DAMASK [35-39] to perform microstructural level
deformation analyses and explain the stress localization phenomena
and the differences in the yield strength values for different sample
thicknesses. Herein we present texture analysis of the GRCop-42 thin
wall with different thicknesses, which inherently comes with different
grain morphology, size, and orientation distributions [40]. To avoid
the inherent periodicity of the spectral solvers, buffer layers are incor-
porated with the 3D volume and characterized by a highly compliant
material in contrast to the sample material, as discussed by Pokharel
et al. [41]. Increased localized stress concentration regions of the
grains are observed near the free surface when the buffer layers are
incorporated with the representative volume elements (RVEs), whereas
the global strain—strain response remains relatively constant and similar
work is done by Lebensohn et al. [42], Shanthraj et al. [43], Diehl
et al. [44] and Roters et al. [39] integrate buffer layers in the RVEs
for performing stress localization analysis by CP-FFT-based solvers.

The structure of the paper is as follows: the manufacturing data for
the GRCop-42 experimental samples and various mechanical testing
parameters are stated concisely in Section 2. Section 3 discusses the
basis of the CP formulation and governing equations. The creation of
microstructure RVEs from the Electron Backscatter Diffraction (EBSD)
data for the CP simulation is also described. Section 4 is divided into
two major parts. The first subsection presents the simulation results
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regarding the global response and analyzes the overall mechanical
behavior. In the second sub-section, the stress localization at the grain
level and its dependency on the grain orientations, intragranular mis-
orientations, and shared surface areas between the grains are also
discussed based on the corresponding simulation results. The compar-
ison of the aforementioned analysis among all sample thicknesses and
their connection with the size dependency is also described in sub-
Section 4.2. Finally, in Section 5, we summarize the discussion of the
study’s results.

2. Sample manufacturing and mechanical testing

The GRCop-42 thin wall structures were additively manufactured
using an EOS M400 series printer equipped with a Yb-fiber laser. Flat
dog-bone samples were produced by wire EDM process with different
thicknesses (0.7, 1.0, 1.7, and 2.0 mm) using the standard specifications
specified in ASTM E8/E8M [45]. These samples were cut in such a
way that the long axis of the specimen aligns with the build direction
(Y-direction), as illustrated in Fig. 1(a). The defined X, Y, and Z coor-
dinates in the figure correspond to the nomenclature given in ASTM
52900 [46]. Note that the specimens used in this research remain in
their “as-built” state, which means they have already undergone the
stress-relief (SR) procedures after the build is completed. This entails
subjecting the specimens to a vacuum atmosphere at 425 °C+25 °C for
2 h and 15 min, followed by air cooling.

Experimental true stress versus strain curves were obtained by
performing quasi-static uniaxial tensile tests using a servohydraulic
Materials Testing System (MTS) machine equipped with a 100 kN or
5 kN load cell depending on the thickness of the tested samples. The
displacement rate was set at 0.5 mm/min, which is equivalent to the
order of 10~* s~! strain rates, and the samples were subjected to tensile
testing until they fractured. At least three tests were run for each
sample thickness to ensure the repeatability of results. Also for 0.7 mm,
1.7 mm, and 2 mm samples four to five tests were done to obtain
repeatable experimental true stress vs strain curves.

Although three distinct techniques (digital calipers, light
microscopy, and micro-computed tomography (xCT) scans) were em-
ployed to determine the actual load-bearing area of AM specimens,
the stress calculations were conducted using the data from the uCT
scans due to their capability of providing more precise cross-sectional
area measurements on the test specimens [47]. We used digital image
correlation (DIC) methods and the Vic 2D software from Correlated
Solution to calculate strain. Further details regarding sample manufac-
turing procedures, mechanical testing, and various measurements have
been discussed in our prior publication [18].

3. Modeling methodology
3.1. EBSD data analysis

The crystallographic texture and morphologies of all experimental
samples (with thicknesses 0.7 mm, 1 mm, 1.7 mm, and 2 mm) are
captured from the EBSD data of the flat dog-bone specimens of the
GRCop-42 thin wall structure as shown in Fig. 1. The unprocessed EBSD
data includes black patches and voids as experimental noise, which
are eliminated using appropriate filters provided by the Dream.3D
software, as described by Groeber et al. [48]. Most of the unreliable and
non-indexed points are removed and replaced with the most reliable
grain orientation of the neighboring pixels in the EBSD maps. The
coordinate system is represented using a flat dog-bone diagram, in
which the Y-direction represents the build direction (BD), while the X
and Z directions represent the transverse direction (TD) and normal
direction (ND), respectively, as illustrated in Fig. 1(a). EBSD scans
are performed on specimens from the front face (X-Y plane) for all
the sample thicknesses. The EBSD images, both unfiltered and filtered,
are exclusively presented for the 1 mm samples in Fig. 1(b) and (c).
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Fig. 1. (a) illustrates the flat dog-bone sample with the defined coordinate system at the right and also presents the IPF color triangle. Un-filtered EBSD map for 1 mm sample is
shown in (b), and the final cleaned EBSD maps for 1 mm, 0.7 mm, 1.7 mm, and 2 mm samples are depicted in (c), (d), (e), and (f) respectively.

The cleaned EBSD maps for 0.7 mm, 1.7 mm, and 2 mm samples are
presented in Fig. 1(d), (e), (f) respectively. The colors of these images
are determined by the color-coding of the inverse pole figure (IPF)
along the Y-axis (BD), presented in Fig. 1(a). In the EBSD images, the
grains in the sample core showed epitaxial growth due to the re-melting
of previously solidified layers, which is a common occurrence in AM
components [49], especially for the GRCop-42 alloy. Due to copper’s
high thermal conductivity, the elongated grains aligned parallel to the
build direction resulted from the higher heat conduction rate in the
solidified layers [50,51]. Some black spots are visible in the EBSD
images, denoting the presence of noise or inadequate EBSD indexing,
which could be due to a variety of factors, such as porosity, unmelted
particles and defects. However, their statistical impact on the CP anal-
ysis is insignificant in comparison to grain orientation data. A few
black patches remained in the EBSD images despite filtration; therefore,
to maintain a certain degree of accuracy in our research, the grain
data from those regions is not accounted for. From the cleaned final
EBSD images, the initial microstructural texture and grain orientations
are quantified in terms of pole figures (PF), as depicted in Fig. 2.
Additionally, the log-normal histogram in the figure illustrates the
corresponding grain size distribution, where the grain size corresponds
to the equivalent circle diameter. Table 1 contains the values of the
modes and the means of the equivalent circle diameters (in pm) derived
from the particle size distribution graphs. The data indicates that the
particle diameters vary across samples of different thicknesses, and
there is no discernible trend in their distribution with respect to sample
size. To accurately depict the 3D microstructure based on the 2D EBSD
images, stereological techniques by Groeber et al. [52], are acquired
to obtain the 3D grain sizes (i.e., corresponding sphere diameter). This
entails multiplying a stereological factor of 4/x to the 2D grain sizes to
convert them to the 3D grain size to generate 3D microstructures. The
obtained grain orientations follow the Bunge Euler angle conventions
for cubic crystal symmetry [53].

3.2. Generation of statistical microstructural volume elements

The grain size distribution data and the grain orientation infor-
mation obtained from the ODFs are utilized as inputs to construct
three-dimensional statistically representative microstructural volume
elements (RVEs) for the CP simulations. The RVEs are generated using

Table 1
Values of the modes and means of the equivalent grain size (circle diameter)
distributions.

Sample Mode Mean
thickness (in pm) (in pm)
(in mm)

0.7 4.8294 10.008
1.0 5.2130 11.344
1.7 4.6 10.2
2.0 4.828 9.9134

the Dream.3D software following the procedures discussed by Groeber
et al. [54]. The following assumptions/approximations have been made
during the generation of the 3D RVEs: (1) the grains are assumed to be
equiaxed i.e., the 3D equivalent spherical grain diameters are similar
in all directions (BD, TD, and ND); (2) the average 3D spherical grain
diameters (d;p) are extrapolated from the 2D circle diameters (d,;) by
using the relationship (d;;, = 4/7 X d,p) mentioned in the previous
subsection; (3) intragranular orientation gradients are neglected i.e., a
single orientation is assigned to each grain.

The polycrystal RVEs are discretized by 100 x 100 x ¢ voxels with a
resolution of 0.5 pm, where ¢ is the number of voxels in the thickness
direction (Z-direction). The thicknesses of the RVEs are considered as
7, 10, 17, and 20 voxels to replicate the different samples of the exper-
imental thin wall structure specimens with corresponding thicknesses
of 0.7 mm, 1 mm, 1.7 mm, and 2 mm, respectively and the resulting
three-dimensional microstructures contain 510, 629, 1048, and 1248
grains, respectively. The size of the RVEs are determined based on the
number of grains to be present in the RVEs. Lim et al. [55] investigated
the estimation of grain counts based on converged simulation results
(global stress—strain responses) and on the feasible time required to
perform the simulation. They demonstrated that approximately 1000
grains are necessary to attain coefficients of variation of 0.01 in en-
gineering stress at 10% deformations. The mesh sensitivity analysis
by the same group shows the RVE mesh converged within 1% error
when 107 total finite elements grains (10° grains with 10* elements per
grain). Separate independent studies have reported that the satisfactory
number of grains in a given RVE in CP simulation should be in the
range between 500 and 1150 grains, based on the related CP simulation
analysis study by [43,56,57]. Thus, each RVE contains an adequate
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Fig. 2. Log-normal distribution of the average grain diameters of (a) 0.7 mm, (b) 1 mm, (c) 1.7 mm and (d) 2 mm sample thicknesses and (e), (f), (g), (h) show the corresponding

pole figures of the EBSD maps.

number of grains to accurately depict the statistical characteristics
of the experimental microstructures. It is important to mention that
the RVEs are generated based on grain orientation and grain size
(equivalent diameter) distribution data as these factors have signifi-
cant impacts on the material’s local and global stress—strain responses.
Nevertheless, the grain morphology data from the EBSD map are not
taken into account to generate the RVEs for the analysis, as there are
currently no accessible tools that can be used to generate accurate 3D
microstructures from 2D EBSD scans for AM materials with exotic and
spatially varying grain morphologies. Verifying the grain orientations
of the generated microstructures with the EBSD input data is done by
comparing the pole figures of the RVEs and those generated from the
EBSD data. For the 1 mm sample, the comparison is shown in Fig. 3.

It is demonstrated that the RVE texture is in good agreement with the
experimentally measured texture.

3.3. Constitutive model

A phenomenological CP constitutive model from the open source
Diisseldorf Advanced Material Simulation Kit (DAMASK) package by
Roters et al. [39] is used to represent the mechanical behavior of the
material. The finite strain CP model is given by defining the deforma-
tion map as y(x) : x € By —» y € B, where x denotes the material points
in the reference configuration B, and y denotes the material points in
the deformed configuration B. The deformation gradient F(F = dy /0x),
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Fig. 3. (a) and (c) the EBSD map for the 1 mm sample and the corresponding generated microstructure respectively. (b) and (d) shows the corresponding pole figures.

is multiplicatively decomposed into elastic and plastic parts as:
F = F°F? (€8]

where F¢ represents the elastic lattice distortion and rotation, and F?
denotes the plastic deformation map, representing the lattice shear
deformation due to dislocation glide. This term is related to the plastic
velocity gradient and can be expressed as:

N
= =Y s @
a=1

where y* is the shear rate of the slip system, N denotes the total
number of slip systems, and Sg is the Schmid tensor, expressed as S5 =
b* ® n%, in which, b* and n® are the unit vectors in shear direction and
shear plane normal direction respectively, defined in crystal coordinate
system. The elastic Green strain tensor E° is defined in terms of F¢ and

the 2nd Piola—Kirchhoff stress tensor S respectively, as:
E° = (FTF/2,S=C : E* ®)

where C is the fourth-rank elastic stiffness tensor for a cubic lattice,
this can be represented by three independent elastic constants C;;, C},
and Cyy.

The resolved shear stress (RSS), 7%, can be calculated from the
externally applied stress tensor as:

" =0 (FSIF) 4
A power-law representation of the glide kinetics is employed:
=7 = sgn(t”) %)

where y,” is the reference strain rate, n is the inverse rate sensitivity
exponent, and &% denotes the slip resistance whose evolution can be
described by the following equation:

N
fo= Y nly ®)
p=1
where the instantaneous strain hardening matrix A%/ is prescribed [56]
by,

a d @

1—=—| sgn(l-=—) 7
24 74

where & represents the saturation resistance on slip system a, A

and « are the material constants denoting the reference self-hardening

coefficient and the hardening exponent, respectively. The value of the

latent hardening parameter, g, is typically assigned values between 1

h* = holg + (1 — 9)6*%]

and 1.4 depending on the strength of coplanar and non-coplanar slip
interactions [58].

To solve the micromechanical boundary value problem, the spectral
integration method [59] using the Fast Fourier Transform (FFT) is im-
plemented in DAMASK [60] for finite strain crystal elastic-viscoplasticity.
This method exhibits higher efficiency than the CP finite element
method (CP-FEM) in terms of the time of convergence, fulfilling stress
equilibrium and strain compatibility, as discussed by Eisenlohr et al. [37].

3.4. Simulation setup and boundary conditions

The DAMASK pre-processing tool is used to create and configure
the material parameters (both elastic and plastic) of the GRCop-42. The
present study uses face center cubic (FCC) poly-crystal lattice structures
for the material configuration, given that copper is the primary compo-
nent. The phenomenological CP model discussed in the previous section
is used to predict the mechanical behavior of the GRCop-42 considering
different thicknesses.

To simulate the experimental loading condition, a strain rate of
2x 1073 57! is discretized into 1000 equal-time increments and applied
to each RVE. Accordingly the average deformation gradient rate (F)
and the 1st Piola—Kirchhoff stress (P) are set as:

* 0 0 0 *
F=[0 2 0[x10736s™H),P=]|+ = x|(Pa) (8)
0 0 = x % 0

where the “«” sign indicates an unknown variable. The specific strain
rate is used to ensure adequate material flow after yielding and to be
commensurate with the experiments. Consistency is maintained in the
loading and boundary conditions of all sample RVEs.

The periodicity of the voxels across the boundaries of the RVEs is
enforced by using the CP-FFT-based algorithm to solve the equilib-
rium and compatibility equations. To disrupt this periodicity, buffer
layers are incorporated with the 3D RVEs and characterized by a
highly compliant material in contrast to the sample material. Among
the possible three different boundary conditions for the Fourier-based
spectral solution method [61], the “semi-periodic” or “quasi-periodic”
(voxel grid points are periodic only along one direction TD) boundary
condition is chosen to be the most suitable to replicate the uniaxial
tension experiments on the thin-walled structures. This is because, in
the case of experimental flat dog-bone samples featuring a thin-wall
structure, the geometrical parameter that exerts the greatest influence
on the mechanical properties is the wall thickness and both the surfaces
in the thickness direction (Z), i.e., in the X-Y planes (Fig. 1(a)), are
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Fig. 4. (a) RVE with buffer layers (shown in gray color) in the Z-direction denoting “semi-periodic” boundary conditions (b) Comparison of the true stress—strain plots for simulation
results and that with the experimental data. The solid red line shows the global stress—strain response and the two broken curves with gray color reflect the upper and lower

limits of the uniaxial tensile test response, respectively.

Table 2

Material parameters for the buffer layers.
Material Value
parameters
C,, (GPa) 10
C;, (GPa) 0
C,, (GPa) 5
N 12
Yo 5D 1x1073
& (MPa) 0.3
£, (MPa) 0.6
hy (MPa) 1
n 20
a 2

exposed to the external environment (air). Therefore, to account for
this factor in CP simulations and eliminate the periodic repetition of
the recurring microstructures along the Z-axis, a “buffer layer” in the
XY plane (shown in Fig. 4(a)) is implemented, measuring one voxel
on both sides of the thickness. Concurrently, as the thin wall structure
disregards the significance of periodic boundary conditions along the
X-direction, no buffer layers are imposed in that direction, which
represents the “semi-periodic" boundary condition. Fig. 4(a) shows the
complete simulation domain with the loading directions, where the
buffer layers are gray-colored.

As discussed by Maiti et al. [61], the use of dilatation material
model parameters (listed in Table 2) for the buffer layers properly
captures the experimentally observed crystal lattice reorientations. The
values of elastic stiffness constants C,, and C,, are chosen to ensure the
elastic isotropy and vanishing Poisson’s ratio for the buffer layers. Thus,
the other constitutive model material parameters of the buffer layers
are selected so that these layers plastically grow at a flow stress much
lower than the flow stress of the parent RVE material. As demonstrated
by Lebensohn et al. [42], a substantial degree of concurrence can be
achieved between the global stress—strain responses of the simulations
and experimental results on polycrystalline copper while using similar
material model parameters for the buffer layers. This is because the
substrate microstructure material model parameters selected for mod-
eling are more compliant than those of the generated RVE (without
buffer layers). The experimental results are utilized to calibrate the
material parameters for the parent RVE and the procedures are detailed
in Section 4.1.

Table 3
Pure copper and GRCop-42 material parameters.
Material Pure Cu GRCop-42
parameters (Initial approx.) 1 mm sample
C,, (GPa) 168.4 113.2
C,, (GPa) 121.4 60.0
C,, (GPa) 75.4 33.04
N 12 12
Yo 571 1x1073 1x1073
& (MPa) 5 97
&, (MPa) 5.3 175
h, (MPa) 90 4000
n 50 12
a 1.5 2

4. Results and discussion
4.1. Global mechanical response and CP constitutive parameters

CP simulations are performed using the DAMASK open-source soft-
ware. The initial approximation for the single crystal constitutive model
parameters is selected based on previously published results for pure
copper [62,63] and given in Table 3. The average true stress—strain
plots are compared with the experimental stress—strain curves of the
GRCop-42 alloy for each sample thickness. The experimental details
and results for the uniaxial tensile tests of the GRCop-42 thin wall
structures can be found in our prior article [18]. The calibrated con-
stitutive material parameters, shown in Table 3, for the 1 mm RVE
sample are obtained by minimizing the difference between simulated
and experimental stress—strain curves (see Fig. 4(b)). Fig. 4(b) shows
the comparison of the final simulated true stress-strain plot (solid
red line) after model calibration with the corresponding experimental
data curves (broken gray lines). This comparison verifies the reliability
of the implemented constitutive material parameters for the GRCop-
42 alloy. It is important to note that for the comparison, only the
upper and lower limits of the experimental data are presented for each
sample. These limits are derived from the various sets of experiments
and the load-bearing area calculation data by uCT scans. (including
measurement tolerances).

As hypothesized in our prior publication [18], one of the most
probable reasons for the size (thickness) effect on the yield strength
variation could be the texture variation and grain morphology differ-
ence of the samples which inherently depends on the different additive
manufacturing parameters and the cooling rates. A comprehensive
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Fig. 5. Comparison of the true stress-strain plots for simulation results and the experimental data; (a) comparison of stress-strain plots of the simulation results denoted with the
solid lines and (b) shows the comparison of the simulation results with the experimental stress—strain curves denoted by broken lines with upper and lower limits for each sample

thickness.

microstructural analysis was not previously conducted for the GRCop-
42 alloy, to ascertain the cause of the grain-level material stress—strain
behavior, as only visual observations of the EBSD map were utilized.
So, to investigate the effect of texture and grain morphology of each
sample, the single set of material parameters (both elastic and plastic)
obtained for the 1 mm sample are used to simulate the response of
all other sample RVEs using the same uniaxial loading and boundary
conditions discussed in Section 3.4. The simulation true stress—strain
plots and their comparison with the experimental results are presented
together in Fig. 5.

It is observed from the stress-strain comparison plots in Fig. 5(a),
that there is no significant difference in the variation of yield stress val-
ues for the different RVE samples corresponding to the different sample
thicknesses. However, the equivalent grain sizes (spherical diameter)
are different for different samples. This indicates that the morphologic
differences are not very influential for the variation of mechanical
properties with the sample size (thickness), which is consistent with
the finding of Acar et al. [64]. It is vital to clarify that the Hall-Petch
approach is not employed here to depict the dependence of critical
resolved shear stress (CRSS) on grain size in the case of dislocation
slip across grain. This could potentially display a more pronounced
morphological contribution if employed. It is more prominent from
Fig. 5(b), that the yield stress values for simulation results of all the
sample RVEs cluster around a single 1 mm experimental result, even
though the texture of the samples for different RVEs are also distinct.
Furthermore, by employing identical material parameters for all of the
sample RVEs, the CP simulation data does not demonstrate the trend
of increasing yield strength with increasing thickness values observed
in the experimental data (as illustrated in Fig. 5(b)). The stress—strain
curve for the 1 mm sample and that for the 2 mm samples are almost
identical, whereas, for the 1.7 mm sample, the stress—strain curve
indicates higher yield strength than all other sample simulation data
(as shown in Fig. 5(a)). Also, from Fig. 5(b), it is observed that except
for the 1 mm sample data, other stress—strain plots for the simulation
results are not coherent with the experimental data. These observations
lead to the conclusion that the size effect is not primarily due to
the initial crystallographic texture and morphological variations only.
Now, to replicate with the experimental samples and their mechanical
properties corresponding to each sample thickness the RVEs are cali-
brated with individual material parameters (plastic) of the constitutive
model for simulations. It is crucial to note that the experimental stress—
strain curve for the 1 mm sample material was selected as a reference
point for comparing with the other samples, given that its yield stress

Table 4

Calibrated material parameters of the CP simulation for all thickness samples.
Material Value for Value for Value for Value for
parameters 0.7 mm sample 1 mm sample 1.7 mm sample 2 mm sample
C,, (GPa) 113.2 113.2 113.2 113.2
Cy, (GPa) 60.0 60.0 60.0 60.0
C,, (GPa) 33.04 33.04 33.04 33.04
N 12 12 12 12
Yo (571 1x107? 1x107 1x1073 1x107
&, (MPa) 88 97 117 150
&, (MPa) 139 175 185 220
hy (MPa) 4550 4000 5600 27 000
n 8 12 11 10
a 2 2 2 2

occurs within the range of 0.7 mm to 2 mm samples. Therefore, yield
strength variation with sample size (thickness) could be attributed to
variations in dislocation density and their interactions for different
sample microstructures. However, this aspect is not captured in the
current study due to the utilization of the phenomenological local CP
model which neglects strain gradient contributions to flow stress. So,
the additional probable explanations for the size effect could be due
to the neighboring grains interaction effect and their orientation mis-
match, which motivated further investigation of the grain-level stress
and deformation analysis. The following sections will provide more
insight into the CP simulation results analysis of the stress localization
at the microstructure level.

4.2. Local response and stress heterogeneity analysis

As demonstrated in the preceding sub-section, the variations in ma-
terial properties across thicknesses are not significantly influenced by
sample texture and grains morphology alone. Consequently, obtaining
and calibrating distinct material plastic parameters based on the sample
thickness is necessary. However, the values of the elastic constants are
maintained consistently across various sample simulations due to the
uniformity of the material across all the samples.

The initial estimation for all subsequent sample simulations is based
on the constitutive parameters for 1 mm samples, as shown in Table 3.
By calibrating the simulation results against the experimental stress—
strain curve for each sample thickness, the values of the material model
parameters are acquired for each sample thickness and listed in Table 4.

The experimental and simulated true stress—strain curves are plotted
using the final calibrated material model parameters, as illustrated
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Fig. 6. Comparison of the Cauchy stress—strain plots for simulation results and the experimental data.

in Fig. 6. Further analysis of the simulation results and the stress
localization study are provided in subsequent sections.

4.2.1. Simulation results and stress localization study for 1 mm sample

Fig. 7(a) shows the average von Mises (VM) stress contour plot
of the 1 mm thick RVE at strain level of 10%. It is observed that
the grains with the most substantially high average vM stresses are
near the free surface. This suggests that the presence of a free surface
contributes to an increase in the heterogeneity of deformation through-
out the entire deformation process. The application of FFT-based CP
simulations necessitates the periodicity of the solution across the RVE’s
boundaries in the absence of buffer layers [65]. The reduction in stress
localization in regions containing periodic boundaries can be attributed
to the repetition of the microstructures. However, to account for the
true geometry of the experimental samples, considerably compliant
buffer layers are employed to simulate the free surfaces in the X-Y
plane. This results in significant variations in the mechanical properties
of the grains at these boundaries, in contrast to the periodic boundaries
observed on the remaining two planes of the RVE. Thus, due to the
orientation disparity between adjacent grains at the free surfaces, the
stress at grain boundaries (GBs) is typically greater than that in grain
interiors, as anticipated. Similar behavior has been observed by Zhang
et al. [66] that the presence of elevated stress bands tends to condense
in the vicinity of GBs, indicating that intra-granular stress heterogeneity
is more pronounced for large grains at the free surface. Five grains
within the RVE have been identified in this study as having the highest
average vM stress magnitude values, causing a region of high stress
concentration. These grains are visually represented in Fig. 7(b). For
ease of reference, a unique grain identifier (Grain ID) is assigned to
each grain of an RVE. The grains are denoted by their respective grain
IDs in Fig. 7(b).

Out of the five grains considered, Grain 21 (G21) exhibits the
highest average vM stress value. Additionally, the grains adjacent to

grain G21 are identified and subjected to analysis. The objective of
this analysis endeavor is to determine whether a correlation exists
between the orientations of grains exhibiting the highest stresses and
the orientations of their neighboring in terms of the formation of
local stress concentration regions. Grain G21 has 8 neighboring grains
designated with grain IDs G329, G376, G429, G457, G473, G494,
G531 and G619. Grain G21, along with some of its adjacent grains
and their relative positions, is illustrated in Fig. 8(a). This figure
illustrates each neighbor’s shared grain boundary area with respect to
grain G21. Fig. 8(b) presents a comparison of the average vM stress—
strain curves for the grain G21 and its neighboring grains. The plots
illustrate a notable degree of variability in the stress—strain response
generated across different grains. Prior research on FCC (aluminum)
bicrystals exhibiting diverse misorientations by Zaefferer et al. [67]
demonstrated that channel die deformation of the crystals results in
significant strain heterogeneity. This heterogeneity is generated due to
the convergence of J2-type frictional continuum and crystal plasticity
phenomena, which is influenced by the misorientation of GBs and
the kinematics of deformation in the vicinity of GBs. Therefore, it is
important to examine the impact of grain misorientation near the stress
concentration region on microstructural heterogeneities. Consequently,
the analysis of adjacent grains is conducted to determine how the
misorientation of neighboring grains influences the accumulation of
stress localization. The bar diagram plots in Fig. 9(a) show the values
of the misorientation angles in degrees for each of corresponding the
adjacent grains. Comparing this diagram to the stress—strain graphs for
each grain in Fig. 8(b) will facilitate the identification of any correlation
between the two. This analysis is elaborated upon in the subsequent
paragraph.

The extent to which any given grain’s surface area is shared with its
neighboring grains also influences the contribution of their orientation
mismatch which may cause stress localization. So, the aforementioned
comparison would not have been reasonable if the shared area with the
adjacent grains had not been accounted for. As shown in Fig. 9(b), an
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additional bar diagram is therefore generated to represent the shared
surface area of the adjacent grains with the grain G21. For better
visualization, the data on shared surface area and misorientation angles
are combined in a single Inverse Pole Figure (IPF) diagram (Fig. 9(c)),
where the shared surface area is represented by the size of the circle and
individual grains are denoted by the color-coded circles corresponding
to the vM stress values from the color bar.

Upon comparing the three diagrams presented in Fig. 8(b), 9(a),
and (b), it becomes evident that grain G619 exhibits the highest mis-
orientation angle (62° with G21) and a moderate shared surface area
among other adjacent grains, despite its average vM stress being con-
siderably diminished in comparison to grain G21. Similarly, grain
G457 demonstrates the lowest average vM stress among its neighboring
grains and is significantly lower than G21, notwithstanding the fact
that the two grains share the largest surface area and have a moderate
misorientation angle (47°) between them. In addition to the five grains
(G21, G225, G64, G415, G218) exhibiting the highest average vM
stress, an analogous neighboring grain analysis was also performed on
the five grains (G169, G94, G85, G415, G218) exhibiting the lowest
stress distribution. The rationale behind selecting ten grains is to reduce
the sample size in order to achieve a visually coherent and accurate
depiction of the IPF map and strain-strain curves in a single frame.

The IPF (with respect to the loading direction) diagrams for the afore-
mentioned ten grains are illustrated in Fig. 10. The largest circles in
the diagrams represent the grains of interest, while the neighboring
grains are symbolized by smaller circles whose sizes correspond to the
percentage of surface area that the grain of interest shares. The circles
in this diagram are color-coded to correspond with the average vM
stresses of each grain; the color coding is derived from the color bar
on the figure’s right-hand side. It can be observed from Fig. 10(a) that
the grains with the highest stress in each IPF are located near [111]
direction. Similarly, in Fig. 10(b), the grain with the lowest vM stress in
each IPF diagram is oriented near [001]. Therefore, no correlation was
statistically significant on stress localization, considering the misorien-
tation angle between adjacent grains. These observations correspond
well with earlier studies on plastic heterogeneity in grain interaction
models using CP-FEM by Kanjarla et al. [68].

A considerable dependence on the overall neighborhood is to be
anticipated as the experimental [69] and numerical [70] reports indi-
cate that intragranular fields are also dependent on the deformation
of neighboring crystals. According to Frydrych et al. [71], the average
misorientation evolution among subgrains is influenced by both the
initial nominal orientation and the imposed deformation. This allows
for the formation of distinct slip activity patterns within the subgrains
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to account for the intragranular strain heterogeneity. To investigate the
effect of the overall influence of neighborhood on stress heterogeneity,
the current inquiry pertains to determining the average misorientation
values (calculated as the mean of the misorientations of all adjacent
grains and measured across the grain boundaries according to Kawasaki
et al. [72] and Xu et al. [73]) of the grains exhibiting notable high and
low vM stresses. Fig. 11 illustrates this using a sectional view of the RVE
aligned parallel to the x—y plane at the middle of the RVE. Three distinct
types of color-mapped views are presented. One such type is depicted
in Fig. 11(a), which features grains colored according to the average
misorientation angle values. The vM stress contour map is shown in
Fig. 11(b). Although it is feasible to identify and compare each grain in
the sectional view, the five grains exhibiting the highest vM stresses and
the five grains with the lowest vM stresses are denoted in red circles and
black circles for the purpose of comparison, respectively. The values of
the vM stress and the average misorientation angles are also provided
at the bottom of Fig. 11(b) and (a), respectively for comparison.

The range of average misorientation angles for the grains with
higher intensity local stress states in comparison to the mean RVE
stress state is specified as: 35.9° to 44.0°. Also, the grains that are
experiencing very low local stress state relative to the mean RVE stress
state fall within the range of 32.9° to 38.3°, despite a considerable
disparity in the vM stress value ranges (the range for high vM stress
states: 567.9 MPa to 583.1 MPa and for low vM stress states: 352.3 MPa
to 362.2 MPa). Moreover, a closer analysis of the grain map diagram
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depicted in Fig. 11(a) and (b) reveals that, along with the ten grains
specifically mentioned, the ranges of average misorientation angles for
grains having very high local stress states (relative to the mean RVE
stress state) are comparable to those of grains experiencing very low
local stress states. This suggests that no substantial correlations exist
between the localization of stresses within those grains and the average
misorientation angles of the individual grains.

To further examine whether stress localization and grain orientation
are correlated, the grains within the IPF triangle and their corre-
sponding local stress states are compared. Fig. 12(b) shows the IPF
for the aforementioned top five high-stress and low-stress grains. The
diagram demonstrates that grains exhibiting high stresses are oriented
towards the [111] direction, while grains with low stresses are oriented
towards the [001] direction. The average vM stress—strain plots for the
aforementioned ten grains and that for the entire RVE are presented
in Fig. 12(a). To correlate this with the grain orientation distribution,
a comparison is made between the sectional views of the RVE with
the grain orientation map and the vM stress map (at 10% strain), as
shown in Fig. 11(c) and (b). Upon careful examination of the grain-
orientation map depicted in Fig. 11(c), one can recognize that grains
exhibiting extremely high stresses are associated with colors oriented
in the [111] direction within the IPF color triangle. Conversely, grains
displaying extremely low stresses are correlated with colors oriented in
the [001] direction. Subsequent to determining the possibility of this
correlation, each grain in the RVE is correspondingly colored within the
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IPF triangle, as depicted in Fig. 12(c), according to the grain average
vM stress values. This diagram also illustrates the exact correlation
that was mentioned earlier. A corresponding relationship between the
initial crystal orientation and local stress state is also observed in
both experimental and simulation of Cu single crystal specimens, as
demonstrated by Rabbe et al. [12,74,75].

4.2.2. Comparison of the simulation results and stress localization study for
0.7 mm, 1.7 mm and 2 mm samples

Fig. 13 illustrates a comparison of the stress versus strain profiles
for the sample RVEs, with the five grains displaying the greatest and
least vM stresses depicted in the same frame for each sample.

All post-simulation stress localization analyses are conducted on
samples of other three thicknesses similar to the analyses done for the
1 mm sample RVE. Based on the RVE simulation results for 0.7 mm,
1.7 mm, and 2 mm samples, consistent conclusions are derived and the
results demonstrate that the correlation between local stress intensity
and intergranular misorientation is negligible. On the contrary, there
exists a strong correlation between the localization of stress or strain
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and the distribution of individual grain orientations. Hence, this cor-
relation is examined across all thickness samples in conjunction with
the IPF maps of each grain, which are visually represented by the
color bar with the vM stress values (at 10% global strain) as depicted
in Fig. 14. It is evident from a comparison of all IPFs across the
different sample thicknesses that grains oriented in the [001] direction
endure exceptionally large stress states, whereas grains oriented in
the [001] direction endure exceptionally low stress states. The stress
concentrations of grains oriented in the [101] direction fall within an
intermediate stress states.

Visual inspection of the grain orientation distribution in the IPF
triangle in three distinct, distinguishable directions, the IPF triangular
area is partitioned into three regions. Those are designated as Sections
1, 2, and 3, according to the three distinct grain orientation directions:
[001], [101], and [111], respectively, with a threshold misorientation
angle of 20° in regard to these three orientations (as illustrated in
Fig. 15(a)). The purpose of the investigation is to determine how the
number of grains within each section varies with the sample thickness.
To accomplish this, a bar diagram is constructed, as illustrated in
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Fig. 13. (a), (b), (c) and (d) vM stress—strain curves for the grains with highest and lowest stress values for sample thicknesses of 0.7 mm, 1 mm, 1.7 mm, and 2 mm, respectively.
In each diagram, the stress—strain curve after simulation for the whole RVE is also presented.

Fig. 15(d), in which three hues represent the proportion of grains
present in a specific section. Upon comparing the bar diagrams for
each sample size, it is observed that as sample thickness increases, the
proportion of grains in Section 2 (represented by the orange color)
also increases. One plausible hypothesis regarding this phenomenon
is that as the thickness increases, the solidification cooling rates and
thermal gradient history of the additive manufacturing process undergo
a transformation that likely promotes the formation of grains aligned
towards the [101] direction. Nevertheless, no such trend is notice-
able in Sections 1 and 3. Additionally, the box diagrams depicted in
Fig. 15(b), (c), (e), (f) for 0.7 mm, 1 mm, 1.7 mm, and 2 mm sample
RVEs, respectively, are presented for further illustration. There are
three boxes in each diagram, one for each section, and the height of
each box indicates the interquartile range of the total number of grains
found in the corresponding section and the red dotted line shows the
average stress for the RVE. By comparing these aforementioned box
plots, it is observed that the interquartile stress range of grains exhibits
+25% of the mean stress of the grains present in Section 2. This analysis
also clearly shows that the number of grains in Section 2 grows with
sample thickness; however, no comparable conclusions can be made for
the other two sections.
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4.3. Significance of grain level stress analysis on establishing a linkage
between process, structure, and property

Mechanical properties of AM parts can be more readily controlled
during the manufacturing process compared to traditional methods.
This capability offers an additional level of design freedom by spatially
influencing microstructural formation during the build process. Once
we adopt a quantitative approach to assess stress localization and
strain incompatibility under specific loading conditions, arising from
particular grain orientation and morphology that lead to instability
and damage initiation, we can materialize microstructure engineering
for robust component performance. This involves informed selection of
manufacturing conditions to achieve desired microstructures amidst un-
certainty. Recent work concerning microstructure engineering through
AM highlights the opportunity to achieve desired mechanical per-
formance by guiding microstructure development during the build
process. For instance, Plotkowski et al. [76], presented a new stochastic
scan path generation algorithm in electron beam powder bed fusion
(EB-PBF) AM that manipulates the spatial distribution of solidification
conditions to control and optimize the grain structure in IN718. In
another investigation using EB-PBF process, Gotterbarm et al. [77]
fabricated IN718 samples with customized grain structure by changing
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the scan speed and beam power, including a single crystal IN718 in
order to achieve a specific mechanical property.

5. Summary

CP simulations are used to study the size effect and stress localiza-
tion in the GRCop-42 alloy thin-walled structures made by AM-LPBF.
Three-dimensional RVEs are generated to adequately represent the mi-
crostructures of the experimentally tested material using the Dream.3D
software. Equivalent crystallographic orientation and grain size distri-
butions are used to create the RVEs based on the EBSD data of the
test specimens for each sample thickness. In thin-walled structures, the
existence of a free surface enhances the heterogeneity of deformation.
To account for this in the model, unidirectional buffer zones have been
employed in the thickness direction to break the periodicity of the
RVEs to represent a free surface boundary condition. The grain level
analysis of the post-yield behavior showed that the grains exhibiting
significantly high values of the localized vM stress are found to occur at
the free surfaces. To study the effect of the texture and grain size on the
experimentally observed size effect, the same material parameters are
assigned to the RVEs corresponding to all the sample thicknesses, and
CP simulations are performed. Results revealed variations in grain size
and disparities in microstructural texture have no discernible influence
on the size effect. Therefore, we can hypothesize that the significant
variation in yield strength with sample size could be due to dissimilarity
in dislocation density and local dislocation gradients along with the
presence of precipitate and porosity differences for different sample
microstructures. However, the present study could not fully consider
all these parameters.

The neighborhood analysis of the grains that experienced signif-
icantly high or low stress states is performed. It is determined that
the misorientation of the adjacent grains individually, and their shared
surface area with the grain of interest do not show any considerable
contribution to the localization of stress on that specific grain. We
have also observed that the stress localization in a particular grain
is not related to the average misorientation angles of its neighboring
grains and this effect is consistent for all the sample thicknesses.
However, subsequent analysis revealed, that the orientations of the
grains play a primary role in the stress localization phenomena. We
observed that the high-stress concentrations occur in the grains that
are oriented towards the [111] direction and those oriented towards
[001] direction referenced to the build direction have the lowest val-
ues of generated stress. Other grains in between these two regions
experienced intermediate stress states. Further analysis showed that
the fraction of grains oriented towards [101] direction increases with
increasing the thickness of the samples, which could be due to different
thermal histories of the solidification process after the AM process.
Based on our findings, the individual grain orientation has a significant
effect on stress localization in the GRCop-42 samples. Subsequently,
we could regulate the thermal parameters to control the solidification
and fabricate AM thin-walled structures featuring the intended grain
orientations, thereby minimizing the stress concentrations.
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