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Proton Shell Gaps in N =28 Nuclei from the First Complete Spectroscopy Study
with FRIB Decay Station Initiator
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The first complete measurement of the f-decay strength distribution of ﬁClzg was performed at the

Facility for Rare Isotope Beams (FRIB) with the FRIB Decay Station Initiator during the second FRIB
experiment. The measurement involved the detection of neutrons and y rays in two focal planes of the FRIB
Decay Station Initiator in a single experiment for the first time. This enabled an analytical consistency in
extracting the f-decay strength distribution over the large range of excitation energies, including neutron
unbound states. We observe a rapid increase in the f-decay strength distribution above the neutron
separation energy in {3 Ar,;. This was interpreted to be caused by the transitioning of neutrons into protons
excited across the Z = 20 shell gap. The SDPF-MU interaction with reduced shell gap best reproduced the
data. The measurement demonstrates a new approach that is sensitive to the proton shell gap in neutron rich

nuclei according to SDPF-MU calculations.

DOI: 10.1103/PhysRevLett.132.152503

Introduction.—The emergence of shell closures in nuclei
caused by the spin-orbit force, as postulated by Mayer and
independently by Haxel, Jensen, and Suess has played a
foundational role in nuclear physics for decades [1,2]. With
advances in radioactive ion beam facilities, it became clear
that magic numbers, originally established at 2, 8, 20, 28,
and so on for stable and near stable nuclei, change for very
neutron-rich nuclei. One well-known example is the first
island of inversion, where the N = 20 shell gap vanishes
around 3*Mg [3-5]. Since then, there have been major
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efforts to establish the evolution of neutron shell gaps near
N =20 [6-11]. Later, the disappearance of magicity along
the N = 28 isotonic chain below **Ca was revealed [12,13];
thus, the second island of inversion was established [14].
Modern nuclear models require as complete a set of
configurations as possible. This was exemplified in the
success of recent ab initio calculations [15,16] or the
empirical large-scale shell model (LSSM), which includes
multiple oscillator shells to reproduce the deformation in
the islands of inversion [17-20]. While neutron shell

© 2024 American Physical Society
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evolution around N = 28 has been a prominent area of
study through Coulomb excitation [21-23], decay spec-
troscopy [24-27], particle transfer reactions [13,28-30],
and nuclear moment measurements [31-33], proton shell
evolution is less scrutable. Although, there is clear experi-
mental evidence for new proton shell closures at Z = 6 [34]
and Z = 14 [35], and *3Ca (Z = 20) is a well-established
doubly magic nucleus, little is known away from the magic
numbers. A crucial question arises on how neutron excess
changes the proton shell structure. Specifically, what
observables are sensitive to the size of the proton shell
gaps in the N = 28 nuclei and to how they evolve? This
work studies the influence of proton () f7,, orbitals on
excited states in *3Ar, populated in the decay of *Clyg,
which lies in the transitional region [28] between the
spherical “%Ca and the deformed second island of inversion.
We show that the § decays of these nuclei depend on the
position of the proton f7/, and p3/, orbitals relative to the
d3/, along with the already established disappearance of
the N = 28 shell gap.

Conventionally, in nuclei with N > 28 and Z < 20, the
Fermi surfaces for neutrons and protons are located within
the pf and sd orbitals, respectively. For “Cl, allowed
Gamow-Teller (GT) transition transforms sd and pf neu-
trons into protons in respective spin-orbit partner orbitals,
generating highly excited, possibly neutron-unbound, states
in the child nucleus. f-decay selection rules create a unique
opportunity to study proton excitations across the Z = 20 as
the N = 28 shell gap erodes. Proton shell gap information is
not easily obtained with other experimental methods, which
have identified states in **Ar using nuclear reaction or decay
spectroscopy [26-29,36—40]. In the first measurement of its
kind, this work reconstructs the f-decay strength distribu-
tion for a wide energy range (0-8 MeV) by combining data
from the Modular Total Absorption Spectrometer (MTAS)
[41,42] with high-resolution neutron and y-ray spectrome-
ters that are part of the Facility for Rare Isotope Beams
(FRIB) Decay Station Initiator (FDSi) [43,44]. Our results
will be compared to LSSM calculations to benchmark
theoretical calculations along the N = 28 shell closure.
Accurately calculating the entire f-decay strength leads to
the most precise half-life and neutron branching ratio
predictions in the area.

Experiment.—The experiment was performed at FRIB
using an %8Se primary beam, at 165 MeV/nucleon,
impinged on a 3.811 mm thick °Be target. The resulting
cocktail of nuclei was sent through the Advanced Rare
Isotope Separator [45] to select the fragments of interest.
Beam ions were identified based on their energy loss in
silicon detectors and the time of flight between two
upstream timing scintillators, one in the Advanced Rare
Isotope Separator and another in the first diagnostic cross,
shown in Fig. 1. Figure 2(a) shows the particle identifica-
tion spectrum for isotopes of interest. The resulting beam
was implanted at the two FDSi ion-implantation detection
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FIG. 1. Top view of the FDSi two-focal plane system, sliced to
see the implantation locations. The beam comes from the left,
passing through the first diagnostic cross, and can follow the blue
(red) path to implant into the first (second) focal plane. In the first
focal plane, south of the beam path is the neutron detector array,
while north of the beam is the y-ray detection system. The second
focal plane consists of an implantation detector inserted into
MTAS, preceded by an accompanying diagnostic cross.

systems [43], as shown in Fig. 1, each located in approxi-
mate focal points of the separator bending magnet system.
The first focal plane used the same detector setup described
in Refs. [44,46] for neutron and y-ray spectroscopy.
Transport of the beam to the second focal plane was
achieved by removing the first implantation detector and
adjusting ion optics, thus allowing for total absorption
measurements. The beam was implanted for 18 (15) h,
yielding 190 000 (16 000) ions for the first (second) focal
plane. Transmission of “°Cl to the second focal plane was
significantly lower due to the combination of a longer flight
path from the last focusing magnet to the implantation point
and because ¥°Cl was a fringe nucleus, being produced on
the edge of the chosen separator acceptance.

The DEcay Germanium Array initiator (DEGAi) mea-
sured individual y-rays with an overall detection efficiency
of 3.6% at 1 MeV for the clover array consisting of 11
HPGe clover detectors. Neutron energies were measured
with a double wall of 88 Versatile Array of Neutron
Detectors at Low Energy (VANDLE) time-of-flight scin-
tillator detectors [48,49], with a total neutron detection
efficiency of 19% at 1 MeV. GEANT4 simulations [50] were
parametrized with the spectrum from *°K [51] to provide an
efficiency curve and a response function [52] for the
neutron detectors. With a new segmented central module
[53], MTAS consists of 24 individual Nal detectors, with an
overall efficiency of 94% for partial y absorption at
500 keV. A new implantation detector was developed to
fit inside the central module of MTAS, with the design
inspired by the detectors used in [44,54], using a segmented
yttrium orthosilicate (Y,SiOs, or simply YSO) inorganic
scintillator coupled to an 8 x 8 array of silicon photo-
multipliers [55]. Data from both focal planes were recorded
using XIA Pixiel6 digitizers [56].
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FIG. 2. Panel (a) shows the particle identification correspond-
ing to implanted nuclei from chlorine to potassium. The atomic
number (Z) was determined from the energy loss in the pin
detector, with the time of flight between upstream timing
scintillators. The black circle represents the location for Cl.
Panel (b) shows the decay curve for *Cl from the first focal plane.
The blue line shows the decay of the main isotope, and the green
(yellow) line shows the inclusion of the P, (P;,) child decays.
The total fit, including a constant background, Pg,, and Py,
decays, is shown by the pink line. The inset plot compares
experimental values for the half-life of 45, including literature
from Refs. [27,38,47], with the weighted average shown as the
black line with a gray band.

Results.—Both the ion implantation and p-decay
events are measured in a position-sensitive YSO detector,
allowing for #-ion correlations in time and space [44]. From
this, the half-life (T';/,) can be determined for “°CI, as
shown in Fig. 2(b). The experimental uncertainty in the
half-life was determined by an uncorrelated combination of
statistical error in the fit, along with systematic errors due to
the assumptions of the branching ratio [38], P, child, *’Ar,
half-life [57], and P, child, **Ar, half-life [58]. The half-
life fit used a branching ratio of P, =28(9)%. A com-
parison with previous results from Sorlin et al. [38], Winger
et al. [40], and Bhattacharya et al. [27] is shown in the inset
plot in Fig. 2(b). The weighted average from the previous
literature values, shown as the black line with a gray band
in the inset of Fig. 2(b), agrees well with this work,
T/, =451(14) ms.

Individual y-ray transitions corresponding to the decay
of 3Cl, shown in Fig. 3(a), are consistent with previously
reported values [26,27,39,40]. The most intense y-ray
transition is between the ground and first excited states
at 542 keV. The red data in Fig. 3(a) shows the y-ray energy
spectrum in coincidence with the 542 keV transition, with a
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FIG. 3. Decay signatures within 1800 ms of “*Cl implantation

obtained using all three parts of the FDSi. (a) shows the high-
resolution y-ray data, with the singles shown in black and the y-y
spectrum gated on the 542 keV transition shown in red. The most
prominent peaks assigned to “>Ar have been marked with the
corresponding y-ray energy. (b) shows the MTAS data and
deconvolution, where the different color lines represent feeding
to individual states and the pink line is the total fit as the sum of
the paths. States above S, were not considered due to low
statistics. (c¢) shows the results of the neutron deconvolution,
measuring neutron energies (E,) via the time-of-flight (nTOF)
method. The red (blue) peaks are neutrons that feed to the ground
(excited) state(s) in **Ar. The deconvolution data for (b) and
(c) has been shifted down on the y axis for visualization purposes,
but the total fit (pink) has not been shifted.

new line at 4516(3) keV that represents the de-excitation
from a new state at 5058(3) keV.

Using the high efficiency of MTAS, the complete
feeding pattern to states in “*Ar below the neutron-sepa-
ration energy, S,, = 5168.9(17) keV [59], is measured. The
sum-energy spectrum from MTAS, Fig. 3(b), reflects the
direct level population in **Ar. It was deconvoluted using
the Bayesian algorithm detailed by Shuai er al. [60]. The
strong feeding at 3.3 MeV agrees well with previous
measurements [26,27]. This result also supports the new
state at 5 MeV, with significant f feeding.
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Neutron energies were measured via the neutron time-of-
flight (n"TOF) method. Some of the neutrons in this
experiment were detected in coincidence with y rays,
allowing for a deconvolution of the total neutron spectrum
constrained by fitting y-gated nTOF spectra; the technique
is described by Xu et al. [52,61]. Figure 3(c) displays the
result of the deconvolution, where the red (blue) peaks
correspond to neutrons feeding the ground (excited) state(s)
of ¥Ar. g feeding intensities (I 5) to seven quasiresonances
[62] above S, were found. The experimentally obtained
neutron branching ratio, P, = 28(9)%, is in agreement
with 24(4)% reported by Sorlin et al. [38].

From the p-feeding intensities measured by MTAS
below and VANDLE above S,, the experimental partial
half-lives, t=T,/,,/1g, can be determined. These are
directly related to the f-decay strength, Sy = 1/ft [63],
of each state, where f is the Fermi function [64] for the
electron distribution, based on Q; = 11.51(14) MeV [59].
Figure 4(a) shows the full cumulative Sy, up to 8 MeV,
compared with several theoretical calculations. The sys-
tematics of the magnitude of the matrix elements and
comparison with theory can guide the assignment of
transitions as GT or first forbidden (FF). The Sz below
2 MeV reflects known negative and positive parity states
attributed to FF and weak GT transitions. The first
significant GT transition appears at 3.3 MeV due to the
strong feeding to the 5/27 state [27]. The next rapid change
in S appears for neutron-unbound states and continues up
to the sensitivity limit for the system, determined by the
statistics and the decreasing phase space. These excitations
are assumed to be a result of GT transitions due to their
larger strength compared to the low-energy FF transitions.
The spins and parities of the resulting states should be
JT=1/2%,3/2%, or 5/2".

Discussion.—For extremely neutron-rich nuclei, such as
#Cl, including multiple major proton shells in nuclear
models is essential to describe the general features of the
observed decay strength distribution. Yoshida et al. have
calculated the -decay properties of “*Cl using LSSM with
the SD-PF-SDG interaction [20], assuming a 1/2% ground
state. The results, shown as the red curve in Fig. 4(a),
provide a good overall description of the main features of
Sp but disagree at lower excitation energies where they
predict intense feeding to the 1/2% state near 1.7 MeV,
which is unobserved. To account for the newly established
3/2% ground state for “Cl [27] and to explore the
underlying nuclear structure, new LSSM calculations
were performed using the SDPF-MU interaction [19].
The computational complexity allows only single particle--
hole excitations across *°Ca; however, no restrictions were
imposed on the excitation across N, Z = 28. This enabled
full collectivity in the pf orbitals and has been used
for calculations of f-decay properties in this region [20].
For completeness, FF transitions were included in the
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FIG. 4. (a) A comparison of experimental S; (black) to

theoretical predictions from LSSM using the SD-PF-SDG [20]
(red) and SDPF-MU (blue, green, pink) interactions. In this
figure, SDPF-MU (dec.) represents calculations done with the
Z =20 shell gap decreased by 1 MeV (blue) and SDPF-MU
(inc.) Z =20 shell gap increased by 1 MeV (pink dotted),
compared to the reference gap shown by SDPF-MU (ref.) (green
dashed curve). (b) The number of protons (gray) and neutrons
(black) excited from the sd to pf shell, as a function of energy,
for states in “Ar after  decay. The solid and dashed were
obtained with decreased shell gap and reference SDPF-MU
interactions, respectively. See text for more details.

calculations; their contributions are important only in
populating low-excitation energies in “’Ar. The effective
scaling factors of GT and FF operators are taken from
Ref. [20]. The calculation, shown as the green dashed line
in Fig. 4(a), reproduces the low lying states in *Ar,
emphasized by the agreement at low energies. Above the
neutron separation energy, it reflects the general trend but
with less cumulative strength.

In the SDPF-MU interaction, the nominal energy gap
between sd and pf shells is 3.416 MeV in %O [19],
resulting in an 8.519 MeV difference in the effective single-
particle energies of zf/, and zds ), in #C1[17]. Additional
calculations were performed with 1 MeV modifications
on the input single-particle energies of zpf orbitals, i.e.,
changing the relative spacing between sd and pf shells
(Z = 20 shell gap). They are shown in Fig. 4(a) as the solid
blue and dotted pink curves for the reduced and increased
shell gap calculations, respectively. The low-energy Sy is
insensitive to the modifications, indicating that they are
uninfluenced by the zpf orbitals. Yet, the new experi-
mental data at higher energies requires a 1 MeV compres-
sion of the shell gap. We also checked the sensitivity of
other observables at low-excitation energy to the modified
proton shell gap. Those observables include neutron
spectroscopic factors [28,29], g factors [32,65,66], and
nuclear masses [59] in terms of Qp and S,. While the
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nominal SDPF-MU interaction well reproduces the avail-
able experimental data, reducing the proton shell gap by
1 MeV only induces minor variance in the calculated
results. On the other hand, varying the N = 28 shell gap
by 1 MeV (either increase or decrease) significantly
deteriorates the agreement of those quantities, including
the low-energy S; at E, <5 MeV. These results suggest
reducing the proton Z = 20 shell gap is a viable approach
to resolve the discrepancy of Sy above S, without affecting
the calculated results that agree with the experimental data
at low energy.

To understand why the decay distribution at high
energies is sensitive to zpf orbitals in “*Ar, new variables
were constructed by counting the number of protons
(neutrons) excited across Z(N) = 20, weighted by Sy as
a function of excitation energy. This new variable, shown in
Fig. 4(b), represents the excitation mode in child relevant to
f decay and demonstrates that neutron cross-shell excita-
tion dominates states populated below 4 MeV. This is
consistent with previous results from the neutron transfer
reaction on “®Ar [29]. In contrast, the proton excitation into
the pf shell increases near S, and prevails at higher
excitation energy. Reducing the Z = 20 shell gap mostly
impacts the high-energy decay strength, as proton excita-
tions from the sd to pf orbitals require less energy; this
allows the GT strength to shift downward in line with the
experimental data.

Investigations were made to find how changing the shell
gap impacts predictions of the decay properties for other
N = 28 isotones transitioning into the island of inversion,
where the consequence of deformation is an increased
mixing of the wave functions with orbitals belonging to
different major shells. The same LSSM calculations were
carried out for /K and **P. Figure 5 shows the strength
distributions with and without the proton-shell modifica-
tion. The shaded regions highlight the sensitivity of the
cumulative S distributions for *’K and **P to changes in the

Py 1500 I ;': J
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FIG. 5. The cumulative Sy for odd-Z decays along N = 28,

calculated using the SDPF-MU interaction. Solid and dashed
lines refer to the decreased (dec.) and reference (ref.) shell gaps,
respectively. Vertical lines indicate Q4 values [59].

effective single-particle energies of the pf orbitals, similar
to *Cl. The recent measurement by Smith et al. provides a
lower limit for the strength distribution of 4’K [67], which
agrees with the reference calculation but is not incompat-
ible with the reduced calculations. The sensitivity in Sy for
the odd N = 28 isotones emphasizes the value for complete
decay-spectroscopy measurements for nuclei in the region
to rigorously assess theoretical calculations. This is exem-
plified in the decay of **P, which has a large Qj, yielding a
wide distribution to benchmark the theory.

Conclusion.—Presented results demonstrate how com-
plete measurements of # decays can provide discerning
observables to guide nuclear models. At the two focal
planes of FDSi, the first complete decay spectroscopy was
performed on #Cl, integrating total absorption spectros-
copy with high-resolution neutron and y-ray spectroscopy.
The cumulative decay strength, consistently measured both
above and below S,,, could be compared to comprehensive
predictions of theoretical models. We find that a 1 MeV
reduction in the Z = 20 shell gap, when using the SDPF-
MU interaction, is sufficient to reproduce the newly
measured Sy distribution without affecting other low-
energy observables. Though this agreement is compelling,
other factors, such as correlations not captured by the
Hamiltonian, may contribute to adjusting the p-decay
strength for “*Cl. The separation between the proton sd
and pf orbitals is difficult to obtain in any other exper-
imental method in this region. Future systematic measure-
ments of the decay strength in the N = 28 region will open
opportunities to guide updates for theoretical calculations
for very neutron-rich nuclei.
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