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Abstract

Fine-scale spatial climate variation fosters biodiversity and buffers it from climate change, but eco-
logical studies are constrained by the limited accessibility of relevant fine-scale climate data. In this
paper we introduce a novel form of species distribution model that uses species occurrences to predict
high-resolution climate variation. This new category of “bioclimate” data, representing micro-scale cli-
mate as experienced by one or more species of interest, is a useful complement to microclimate data
from existing approaches. The modeling method, called BISHOP for “Bioclimate Inference from Species’
High-resolution Occurrence Patterns,” uses data on species occurrences, coarse-scale climate, and fine-
scale physiography (e.g. terrain, soil, vegetation) to triangulate fine-scale bioclimate patterns. It works
by pairing a climate-downscaling function predicting a latent bioclimate variable, with a niche function
predicting species occurrences from bioclimate. BISHOP infers how physiography affects bioclimate,
estimates how these effects vary geographically, and produces high-resolution (10 m) maps of bioclimate
over large regions. It also predicts species distributions.

After introducing this approach, we apply it in an empirical study focused on topography and trees.
Using data on 216 North American tree species, we document the biogeographic patterns that enable
BISHOP, we estimate how four terrain variables (northness, eastness, windward exposure, and eleva-
tional position) each influence three climate variables, and we use these results to produce downscaled
maps of tree-specific bioclimate. Model validation demonstrates that inferred bioclimate outperforms
macroclimate in predicting distributions of separate species not used during inference, confirming its
ecological relevance. Our results show that nearby bioclimates can differ by 5°C in temperature and
twofold in moisture, with equator-facing, east-facing, windward-facing, and locally-elevated sites exhibit-
ing hotter, drier bioclimates on average. But these effects vary greatly across climate zones, revealing
that topographically similar landscapes can differ strongly in their bioclimate variation. These results

have important implications for micrometeorology, biodiversity, and climate resilience.



Introduction

Background: a climate data shortfall

Ecological patterns like species occurrences, population demographic rates, and vegetation gradients arise
from organisms’ experiences of environmental variation at extremely fine spatial scales, integrated over long
temporal scales spanning the lifetimes of individuals and populations in a given location. Understanding
the climate variation that drives these emergent phenomena is essential for basic ecology, and also for
conservation, since climate heterogeneity helps to foster high biodiversity and buffer it from climate change
(Dobrowski, 2011; Scherrer and Kérner, 2011; McLaughlin et al., 2017; Suggitt et al., 2018; De Frenne et al.,
2019). Yet we lack a category of spatial climate data that would be optimal for studying these biogeographic
phenomena: data with high spatial resolution, low temporal resolution, and inherent ecological relevance to

the species being studied.

Macroclimate data are the most readily-available and widely-used form of spatial climate data, and have
a temporal scale ranging from years to decades that is well suited to studying time-integrated ecological
patterns. But with a spatial resolution generally no finer than 1 km, these data capture only the climatic
effects of coarse features like latitude, elevation, and continentality. They neglect microclimate patterns that
arise from fine-scale physiographic features including terrain, vegetation, and soils that generate climate
variation among nearby microsites (Geiger et al., 2009; Zellweger et al., 2020), an omission that has led to
limitations and biases in global change research (Franklin et al., 2013; Potter et al., 2013; Nadeau et al.,
2017).

Microclimate data do account for these fine-scale patterns and are becoming increasingly accessible (Bramer
et al., 2018; Maclean et al., 2019; Lembrechts et al., 2020), but they have limitations. Mechanistic micro-
climate models that directly represent fine-scale meteorological physics have many advantages, but their
accuracy depends on large volumes of high-resolution input data (e.g., leaf angle and leaf area index) that
is often unavailable over large regions. Empirical models that correlate fine-scale variables like terrain and
vegetation with measurements from in situ microclimate sensors offer a good solution (Bramer et al., 2018;
John et al., 2024), but require that researchers either install their own sensors throughout a landscape of in-
terest, or utilize global microclimate databases like SoilTemp (Lembrechts et al., 2020) that have geographic

biases and may not be openly accessible.

Additionally, even with microclimate data in hand, barriers arise in incorporating them into many kinds
of spatial ecological studies. Microclimate models typically produce high temporal frequency estimates of
extremely specific meteorological variables (e.g., hourly time series of temperature 5 cm above the soil surface
in a closed-canopy forest on particular dates (Maclean et al., 2019)), sometimes for numerous vertical strata
across a site. Choosing among and summarizing these variables to match the temporal scale of ecological
studies can be complex in both theory and practice. And while they may provide objective measures
of certain aspects of the environment, a given variable may have limited relevance to the ecology of an
individual species, especially considering the integrated impacts of environment on all aspects of the life

history which determine whether a species is able to persist at a particular site.



Many of these issues can be addressed by using species occurrences themselves as climate indicators. Species
occurrence data are widely available, are often highly localized (particularly for sessile organisms like plants),
and integrate over ecological and physical uncertainties to capture the salient patterns of long-term climate
variation as experienced by a species. There is a long history in ecology of using plants as climate indicators,
including inferring climate from fossils (“paleoclimate proxies” (Lyell, 1837; Mauri et al., 2015)), from the
performance of individuals transplanted into a site (“phytometers” (Clements and Goldsmith, 1924; Strobl et
al., 2018)), and from the observed species composition of the naturally occurring plant community (“indicator
species” (Ellenberg et al., 1992; Diekmann, 2003)). More recently, methods including latent-variable species
distribution models (SDMs) (MclInerny and Purves, 2011; Keil et al., 2013), climate indicator interpolation
models (Karlsen et al., 2005; Scherrer and Korner, 2011), and microclimate heterogeneity estimators (Lenoir
et al., 2013) have continued to expand the statistical tools available for using species occurrences to model
fine-scale climate variation. But we are not aware of an existing approach that can use occurrences to predict
and map high-resolution climate patterns, in native units like degrees Celsius, beyond the plots where species

were recorded.

Novel method: refactoring an SDM to downscale climate variables

In this paper we introduce a new form of species distribution model that leverages species occurrence data, in
combination with data on macroclimate and fine-scale physiography, to predict patterns of high-resolution
climate as experienced by the focal species (fig. 1). We call this biologically inferred fine-scale climate
variation “bioclimate”, and we call the modeling method “bioclimate inference from species’ high-resolution
occurrence patterns” (BISHOP). The approach integrates components from a range of other methods, in-
cluding indicator species models, latent-variable species distribution models, and empirical microclimate

models.

A traditional SDM structure would either ignore micro-physiography or assume that it, along with macrocli-
mate, directly predicts species occurrence probability. A BISHOP model instead assumes that macroclimate
and micro-physiography shape an unmeasured bioclimate variable that then drives occurrence probability.
The climate downscaling sub-model predicts a higher-resolution version of a macroclimate variable, creat-
ing its corresponding bioclimate variable by adding an offset (or A value) that is a function of fine-scale
physiography (e.g. terrain, soils, vegetation). If one had field-based microclimate measurements, then the
coeflicients on these physiographic variables could be inferred as in a typical empirical microclimate model.
Instead, these values are inferred from the occurrence patterns of one or more indicator species as is done in
latent-variable SDMs (McInerny and Purves, 2011). The traditional SDM and BISHOP model both predict
species occurrences from the same input variables, but in BISHOP’s case predicting distributions is only an
incidental side effect. BISHOP’s primary, differentiating features are that it also predicts bioclimate, infers
meaningful parameters quantifying how physiography shapes bioclimate, and infers a physiographically-
controlled version of species climatic niches. It is thus useful as a tool for a range of applications separate
from the traditional SDM.

This approach works by quantifying well-known relationships among macroclimate, fine-scale physiography,
and species occurrences. Consider, for example, the general pattern (shown in the scatter plot in fig. 1)
that across its geographic range, a plant species tends to be restricted to shadier pole-facing hillslopes in

warm landscapes, to occupy a wide range of hillslopes in intermediate-temperature landscapes, and to be



restricted to sunnier equator-facing hillslopes in landscapes near its cold range limit (Boyko, 1947; Ack-
erly et al., 2020). These patterns presumably arise as a result of unmeasured fine-scale climate variation
mediating the relationships between macroclimate, topography, and species occurrences. In this example,
one could quantify the rate at which a species shifts onto increasingly pole-facing slopes as macroclimate
warms (diagonal contours in fig. 1), which provides an estimate of how northness influences temperature
from the perspective of the focal species. An effect size like this can be studied directly for its biological or

meteorological interest, or used to generate downscaled bioclimate maps for other ecological applications.

Bioclimate inferred from species distributions could be a valuable complement to traditional microclimate
estimates, helping fill the gap between existing macroclimate and microclimate data that limits research in
biodiversity and conservation. These bioclimate variables are downscaled versions of the input macroclimate
variables and carry the same units, but they are not directly comparable to traditional microclimate esti-
mates, and the two should not be expected to precisely match. Instead, the bioclimate variables provide
an inference or estimate of how the particular species of interest experiences fine-scale spatial climate varia-
tion integrated over long timeframes. Because not every species experiences microclimate in the same way,

bioclimate variables will not necessarily be transferable among taxa.

While the above examples illustrate the simplest version of a BISHOP model, the model can be further
extended. For example, the empirical analysis in this paper extends this model to a multivariate climate
context, adds an additional model level representing how physiography-bioclimate parameters vary spatially
as a function of other variables, and adds a hierarchical SDM module that allows multiple species to jointly
inform the bioclimatic inferences (fig. S1). Although our analysis uses an unusually large multispecies data
set, this is not a prerequisite for the BISHOP approach, which, like a traditional SDM, can be used on

smaller datasets that are more readily available.

Empirical application: topography and trees

This modeling approach could be applied in a range of systems. Here, we use it to quantify how fine-
scale terrain influences bioclimate from the perspective of tree species distributions across North America.
Fine-scale presence-absence patterns of mature trees serve as an integrated indicator of all the microclimate
conditions that influence a species’ growth and survival, including the effects of underground, near-ground,

and canopy-level microclimates on seedling, sapling, and adult trees.

We focus on three climate variables important to trees: summer daytime maximum temperature, winter
nighttime minimum temperature, and annual precipitation (which for brevity we call “high temperature,”
“low temperature,” and “moisture”, respectively). Our analysis is based on 216 tree species across hundreds
of thousands of plots surveyed for the USDA Forest Service Forest Inventory and Analysis Program (FIA)
(Bechtold and Patterson, 2005) and Canada’s National Forest Inventory (NFI) (Gillis et al., 2005). While the
simultaneous use of many indicator species helps to refine bioclimate estimates and identify macroecological

patterns, we also demonstrate use of the BISHOP approach with data for individual species.

Fine-scale terrain is a primary driver of microclimate variation in many regions (Geiger et al., 2009; Do-
browski, 2011). (Vegetation also plays a key microclimate role (De Frenne et al., 2019), and forest structure

variables could easily be incorporated alongside terrain in this modeling framework, but since our study uses
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Figure 1: Structure of a BISHOP model, a form of SDM factored to infer and project high-resolution bioclimate in addition to
species occurrence probability. The approach works by separating the typical SDM response function into two components: a
bioclimate equation representing how fine-scale physiography (z, e.g. terrain, soil, or vegetation structure) modifies coarse-scale
macroclimate (m, e.g. temperature or precipitation) to determine “bioclimate” (b, fine-scale climate as experienced by the
species), and a niche equation representing how bioclimate predicts species occurrence probability (p). Arrows in the structural
diagram indicate presumed causation. In the bottom row, the righthand plot shows an example relationship among the three
input variables, with presences (red points) following a commonly-observed parallelogram shape in which species are increasingly
restricted to north-facing slopes in macroclimatically warmer parts of their range (Ackerly et al., 2020). From this pattern, the
model can jointly infer the species niche parameters (6, describing the shape of a Gaussian bell curve illustrated at center) and
the physiographic parameters (3, illustrated at left). This example uses a value of 8 = —3, which determines the angle of the
isoclines shown in white on the lower plots. Note that while this figure illustrates a minimal version of the model, components
can be added to accommodate multiple physiographic and climatic variables, multiple indicator species, and/or geographic
variation in physiographic effects.



trees as indicator species we avoid vegetation predictors as they would introduce circularity.) We quantify
how four terrain variables—mnorthness, eastness, windward exposure, and elevational position relative to the
surrounding landscape (fig. 2)—each influence the three climate variables mentioned above, for a total of
12 “topoclimate effects”. These four micro-topographic axes influence a site’s exposure to sun and wind
as well as flows of air and water across the terrain, which in turn govern the temperature and moisture of
its microclimate (fig. 2). The physical mechanisms connecting these terrain variables to microclimate are
complex, involving interactions and feedbacks at multiple scales (Holland and Steyn, 1975; Dai et al., 1999;
Geiger et al., 2009; Moeslund et al., 2013; Davis et al., 2019; Pastore et al., 2024). These direct effects also
influence mediating variables like vegetation and soil that then themselves shape microclimate. (Boerner,
2006; Moeslund et al., 2013; Davis et al., 2019; De Frenne et al., 2019).

Importantly, these topoclimate effects are expected to vary geographically due to factors like sun angle,
cloud cover, moisture availability, and wind regimes (Holland and Steyn, 1975; Dai et al., 1999; Geiger et al.,
2009; Moeslund et al., 2013; Davis et al., 2019), and understanding this variation is a goal in ecology and
micrometeorology. In our analysis we infer how each of the 12 topoclimate effects varies across climate zones
as a function of two “modifier” variables: macroclimate temperature and precipitation. Temperature is an
important predictor because phenomena like snow albedo feedbacks, latent heat flux, blackbody radiation
rates, and sun angle differences (by correlation with latitude) vary across temperature gradients (Campbell
and Norman, 2000; Geiger et al., 2009). Precipitation is expected to influence topoclimate effects because
moisture alters the balance between sensible and latent heat fluxes and the balance among windward ef-
fects, and because associated cloud cover scatters incoming sunlight and reflects outgoing longwave radiation
(Campbell and Norman, 2000; Geiger et al., 2009). Other important effect-modifying variables like latitude
and cloud cover were not included directly because of their high correlations with temperature and pre-
cipitation, but they likely explain some of the inferred temperature and precipitation effects due to these

correlations.

Our analysis has four empirical goals. First, we illustrate basic relationships between a landscape’s macro-
climate and the fine-scale topographic distributions of tree species within the landscape. Second, we use a
BISHOP model to infer how the topographic variables affect each climate variable, and how these effects
vary across climate zones. Third, we evaluate how these inferred bioclimates compare to macroclimate as
predictors of tree species distributions. Lastly, we show how these results can be used to generate downscaled

(10 m) maps of bioclimate as experienced by trees.

Methods

Species occurrences Our analysis is based on forest inventory data from FIA (Bechtold and Patterson,
2005) and NFT (Gillis et al., 2005). Seedling occurrences were not used since they may not reflect conditions
suitable for long-term species persistence. From FIA we used the “tree” dataset; in addition to the main
FIA dataset covering the continental US and coastal Alaska, we used FIA data from parts of interior Alaska.
From NFI we used the ground plot “large trees” dataset. We excluded plots with stocking or harvesting,
reconciled FIA-NFI taxonomy differences, and removed species with fewer than 100 occurrences. FIA plots
each have four subplots, while NFI does not have subplots; we did all analyses at the FIA subplot and

NFT plot level, and for simplicity refer to these as plots hereafter. For plots surveyed multiple times, we
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Figure 2: Processes through which fine-scale terrain shapes microclimate. Looking down on a hypothetical hill, arrows and
contours illustrate the four topographic axes in our analysis, with micrometeorological rates listed at the end of the axes where
they are expected to be higher. The north-south dimension is quantified as “northness,” which measures how steeply a site
faces the north. The east-west axis, “eastness,” measures how steeply a site faces the east. “Windward exposure” indicates
how steeply a site faces into the prevailing wind; the orientation of this axis varies but is pictured here as coming from the
southwest since that is typical in our study area. Elevational position, the valley-hilltop axis sometimes called “topographic
position index,” is indicated by the contour lines and has low values at the bottom of all sides of this hill (the text placement
is arbitrary). All four variables would have values of zero for a site in a uniformly level landscape.

considered a species present if it was recorded in any survey. We used confidential exact FIA and NFI plot

locations.

Topoclimate variables We compiled several variables for each plot, including tree species occurrences,
four topographic variables (northness, eastness, windward exposure, and elevational position (Theobald et
al., 2015; USGS, 2019; Kling and Ackerly, 2020)), three primary macroclimate variables (total annual
precipitation, maximum temperature of the warmest month, and minimum temperature of the coldest month
(Karger et al., 2017)), and two effect modifiers (mean annual temperature and total annual precipitation).
Whereas the “macroclimate variables” get modified by topography to become bioclimate variables and in turn
shape species distributions, the “effect modifiers” are simply predictors that are hypothesized to influence
the strength of those topoclimate effects; the modifiers we chose happen also to be climate variables, for the

reasons described above. See Appendix 1.1-1.2 for details.

Data distillation Prior to modeling, we standardized all topographic and macroclimate variables. For
each species, we generated a distinct occurrence dataset representing presences and absences across climatic
and topographic gradients, and then summarized these continuous data into a set of discrete multivariate
bins to reduce the dataset size for computational reasons. Data for all species were then combined into a

single table. See Appendix 1.3 for details.

Species’ topoclimate distributions To examine the relationships between a landscape’s macroclimate and
the topographic positions species occupy within the landscape, we grouped plots into bivariate macroclimate-
by-topography bins and visualized the relative occurrence frequencies for each species in each bin. While
these summaries are useful for illustrating topoclimate effects, a statistical model is needed to control for

confounders such as spatial covariance or multivariate niche shapes.



Statistical bioclimate model We used the distilled data to fit a multilevel Bayesian model describing
species occurrence probabilities as a function of macroclimate and topography. The model includes a cli-
mate downscaling component that models a latent bioclimate variable as a function of macroclimate and
topography, and a niche component that models species occurrences as a function of bioclimate (figs. 1 &
S1). By jointly inferring both sets of parameters, we can estimate the niche shapes and topoclimate effects

that together best fit observed species occurrence patterns.

The model makes the following basic assumptions: 1) The difference between a site’s macroclimate and
its bioclimate is a function of topography. 2) Each macroclimate variable has a corresponding bioclimate
variable, and these are equal in a flat site. 3) At a given site, each topographic variable has a linear
modifying effect on each macroclimate variable. 4) These effects vary among locations as a spline function of
the modifier variables. 5) The probability of a species occurring on a plot is a multivariate bell-shaped niche
function of the plot’s bioclimate. 6) Any additional variables omitted from the model are not correlated with

the included variables in ways that would bias inference.

While none of these assumptions perfectly reflects the real world, they represent reasonable approximations
that make the model tractable. For example, the second assumption that bioclimate and macroclimate
are equal on a flat site is imperfect—microclimate is not simply fine-scale macroclimate—but adding an
additional intercept term to account for the difference would make the model unidentifiable because the

parameters for the intercept and the species niche optimum would be colinear.

We fit two versions of the model. In the “full” multi-species model that is the primary focus of our empirical
results, data from all 216 species were jointly used to quantify bioclimate effects for North American trees
and to infer how these effects vary as a function of modifier variables. In a second “minimal” version of the
model that is simpler to implement in other studies, data from one species at a time was used to estimate

average topography-microclimate effects across the species’ range.

We evaluated model performance by examining MCMC diagnostics, by using simulated data to test param-
eter estimation, and by evaluating the model’s ability to reproduce the “species topoclimate distributions”
mentioned above. In addition, while BISHOP was conceived to study bioclimate rather than to predict
species distributions, understanding its performance in predicting distributions is still informative. As a way
to test the ecological relevance of BISHOP-inferred bioclimate variables, we compared the performance of
bioclimate versus macroclimate as predictors of species occurrences. And as context for its utility as an
SDM, we compared BISHOP to a standard SDM that was fit with the same macroclimate and topographic
predictors but without the latent bioclimate component. Both these evaluations measured performance using
cross-validation on withheld testing data. See Appendices 1.4-1.5 for details on model structure, fitting, and

evaluation.

Climate downscaling We used the fitted multi-species model to generate downscaled tree-species biocli-
mate data for an example 6-by-13 km landscape in southern Idaho, USA (-112.65°E, 42.56°N). The inputs
were the same macroclimate and wind data used to fit the model, and a 10 m elevation raster (USGS, 2019).
We used bilinear interpolation to create smoothed macroclimate variables at 10 m resolution, and used ele-

vation to calculate the four topographic variables at 10 m resolution. Using the fitted model parameters, we



then calculated bioclimate high temperature, low temperature, and moisture on the 10 m grid. This process

is illustrated in figures 5 and S8.

This process can be easily replicated using an R package that accompanies this paper, available at https:
//github.com/matthewkling/topoclimate.pred, that lets users input elevation data for any landscape
in our study area to generate bioclimate estimates for North American trees based on coefficients from
the multi-species model. To yield consistent results, elevation data should have a resolution similar to our
input data (10-100 m), and cover an area of multiple square kilometers. The model can provide reasonable
estimates only within the continental US and Canada, so the tool does not allow extrapolation beyond this

region.

All analysis was done in R (R Core Team, 2021) and Stan (Carpenter et al., 2017). Code, data, and results
are available on GitHub at https://github.com/matthewkling/topoclimate.

Results

Species’ topoclimate distributions

Forest inventory data show that for individual example species (fig. 3a-c) and the tree flora overall (fig.
3d), as a landscape becomes colder and/or moister, species occupy microsites that are more south-facing,
more windward-facing, and more prominent. Individual species patterns differ from the average for reasons
including differences in niche shapes, regional differences in topoclimate effects, and geographic differences

in which terrain variables exhibit enough variation to have substantive microclimate effects.

Conceptually, topoclimate effects correspond to the horizontal shifts in these curves. For example, the
relationship between northness and high temperature (top-center panel of fig. 3d) implies a difference
of ~2°C between steep north-facing and south-facing slopes, a value similar to published estimates from
microclimate studies (Ashcroft et al., 2008; Bennie et al., 2008; Dobrowski et al., 2013). Note, however,
that these marginal summaries cannot be interpreted directly as topoclimate effects due to confounding

correlations.

Model evaluation

MCMC diagnostics indicated that the model mixed well, converged properly, and achieved good effective
sample sizes (appendix 1.5). Testing on simulated data showed that the model accurately recovered known
parameter values (fig. S12-S13). The model also reproduced the relationships shown in fig. 3, indicating it
successfully captures the key patterns in the data set (Appendix 1.5; fig. S11).

Validation analyses (appendix 1.5) revealed that inferred fine-scale bioclimate variables outperform stan-
dard macroclimate variables in predicting independent species occurrences withheld from model fitting (fig.
S14). This was true even across species boundaries, using bioclimate estimated from one set of species to
predict distributions of separate species. Across all 16 variants of the validations, bioclimate outperformed
macroclimate to a highly statistically significant degree (all Wilcoxon’s p < 1.1e7%; fig. S14). The fraction

of species for which bioclimate outperformed macroclimate varied from 61.1% to 99.5% across metrics; bio-
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Figure 3: Species occurrence probability as a function of topography and macroclimate, summarized from forest inventory data
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climate model performance was generally higher for within-sample tests than out-of-sample tests, and for

the minimal single-species model than the full multi-species model (fig. S14).

We also found that single-species BISHOP models on average outperformed a standard SDM (fit with the
same macroclimate and topographic predictors but lacking the bioclimate interaction term) in predicting
species occurrences during cross-validation. Across species, the difference was significant when measuring
performance with predictive AUC but not with log likelihood (Wilcoxon’s p = 0.003 and 0.396, respectively;
fig. S15).

Topoclimate effects

For most of the 12 topoclimate relationships, we found strong support for ecologically meaningful effect sizes,

as well as major variation in effects across climate zones (fig. 4).

Northness Northness strongly influenced tree bioclimate, with north-facing microsites almost universally
cooler and wetter than their south-facing counterparts (fig. 4). A unit increase in northness (equivalent
to north- versus south-facing 30° slopes; fig. S7) was associated with up to 43% higher moisture, 3.2°C
lower high temperature, and 2.5°C lower low temperature. Northness had its greatest effect on bioclimatic
moisture and high temperature in cool-dry regions, and its weakest effect on low temperature in these same

regions.

Eastness Eastness had generally smaller effects than northness (fig. 4). On average, east-facing microsites
were ecologically drier and warmer, with a unit increase in eastness showing up to 11% lower moisture and
up to 2.3°C higher high temperature, and with both effects once again strongest in cool-dry macroclimates.
Eastness impacts on low temperatures were smaller and more mixed. Combining eastness and northness,
we found that in most contexts the three bioclimate variables are maximized in distinct compass directions
(fig. S4).

Wind Windward exposure also showed strong tree bioclimate signatures (fig. 4). Windward slopes were
ecologically drier and warmer than leeward slopes on average, with a unit increase in windward exposure
associated with up to 15% lower moisture, up to 0.7°C higher high temperature, and up to 1.9°C higher
low temperature. But there was major regional variation, with wind’s strongest warming effect on high
temperature in cold-dry regions, its strongest warming effect on low temperature in warm-wet regions, and
its strongest drying effect in cold-wet regions. In warm-wet regions, windward exposure switched effect

directions and had a strong positive impact on moisture signatures.

Importantly, the observed effects of windward exposure could be confounded with the effects of northness and
eastness, since prevailing wind patterns mean that windward exposure is often highest on the same southwest
slopes that experience maximum afternoon insolation. To explore this issue, we fit a second model omitting
windward exposure; it had very similar but slightly larger northness and eastness parameters (fig. S5),
which we take to mean that wind-sun correlations are a real but relatively minor driver of our results. This
correlation should be kept in mind when interpreting northness and eastness effects as well; it is impossible to

fully separate sun- and wind-based phenomena here, although data from other regions could help disentangle
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macroclimates (red; (D), where a unit increase in northness (which equates to the difference between south- and north-facing
30° slopes as seen on the x-axis of ¢) corresponds to a +35% increase in moisture.
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them. Fortunately, there is virtually no correlation among northness, eastness, and elevational position, so

this issue is limited to windward exposure.

Elevational position FElevational position within a landscape was also associated with highly context-
dependent effects on tree bioclimate (fig. 4). On average, prominences had drier, warmer signatures than
their surroundings, but this varied substantially across climate zones. A site 100 m higher than its neighbor-
hood had ecological moisture levels ranging from 27% wetter to 22% drier, maximum temperatures ranging

from 2°C cooler to 3°C hotter, and minimum temperatures ranging from 2.3°C colder to 1.7°C warmer.

Species niches The final set of model parameters is a three-dimensional bioclimate niche for each species,
and we found substantial variation in the position, size and shape of these niches (fig. S6). We do not

elaborate on these results here, as they are not the focus of this paper.

Single-species models In addition to the full multi-species model, we fit a separate minimal model for
each species. There was substantial variation in topoclimate effects across species, but general agreement
between the median effect and the results of the full model (fig. S2). Each of three example species exhibited
highly credible effects (95% posterior CI's not overlapping zero) for a subset of the 12 topoclimate coefficients
(fig. S2).

Comparing each species’ topoclimate coefficients to the average temperature and precipitation across its
range, we find clear trends across macroclimate gradients for many of the 12 effects (fig. S3). In cases where
these relationships are significant (slopes whose 95% CI’s do not contain zero, fig. S3), they tend to match

the macroclimate trends captured in the full multi-species model (fig. 4d).

Climate downscaling

We demonstrated the downscaling process by producing 10 m resolution bioclimate variables for an example
landscape (figs. 5 and S8). They show much higher levels of fine-scale variation than does a simple inter-
polation of macroclimate, and 83% of bioclimate values are outside the convex hull of macroclimate values

over this landscape (fig. 5d).

Discussion

This work helps to fill a gap in traditional high-resolution climate modeling approaches, demonstrating that
abundantly available species distribution data can be used to infer biologically salient climate patterns at

microclimate scales.

Our empirical results illustrate general biogeographic patterns in tree species topographic distributions,
quantify strong and regionally variable effects of topography on fine-scale bioclimate as experienced by trees,
and enable the creation of high-resolution maps of bioclimate for tree species. Our model validations show
that these bioclimate variables better predict out-of-sample occurrences not just for the species used to
fit a given model but also for entirely separate tree species (fig. S14), indicating they capture aspects of

microclimate variation that are broadly relevant across tree species.
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Our results are directly relevant to the North American tree species we used as indicators. Although our
species-level cross-validation analyses indicate that these bioclimate inferences often transfer well to tree
species not used in model fitting, it should not be assumed that they would extrapolate well to other regions
or taxa. For applications in other study systems, it would be necessary to empirically test the utility of these

tree-derived variables, or to fit a new BISHOP model to derive bioclimate variables tailored to that system.

While bioclimatic inferences built upon tree distributions may not be applicable to other study systems,
the BISHOP methodology we introduce could be applied in a range of other domains including for different
taxa, physiographic variables, indicator data types, and temporal scales. For example, a study focused
on understory plants might use forest structure and soil as physiographic predictors instead of terrain, a
study using animal movement data as a bioclimate indicator might downscale sub-hourly weather instead
of multidecadal climatologies, or a grassland phenology study might relate terrain to remote-sensed spring
green-up dates over an individual season. Even more generally, the notion of a regression model predicting
a latent environmental variable that in turn predicts an ecological outcome could have applications beyond

inferring fine-scale climate patterns.

Species niches and distributions While BISHOP was designed principally for inferring bioclimate pat-
terns, not for the traditional SDM goals of inferring climatic niches and predicting species distributions, it
is also applicable for those purposes. The niches we inferred for each tree species (fig. S6) are explicitly a
function of micro-scale bioclimate rather than macroclimate, and earlier studies have found that similarly
derived niche estimates better reflect species’ true relationships with climate (McInerny and Purves, 2011;
Keil et al., 2013). Our results showed that realized macroclimate niche breadths are narrower when control-
ling for topography than when averaging across it (fig. 3), suggesting the latter approach would overestimate

true niche breadth.

Many prior SDM studies have used terrain variables alongside macroclimate to improve predictive perfor-
mance. BISHOP demonstrated this same improvement during cross-validation on withheld testing data,
performing substantially better on average than SDMs with only macroclimate predictors, and slightly bet-
ter than SDMs with the same macroclimate and terrain predictors but no latent bioclimate variables. This
latter result is not decisive enough to recommend BISHOP over standard methods for studies in which the
goal is predicting species occurrences and bioclimate is not of interest for its own sake, but it does suggest

that the approach fits the occurrence data relatively well and makes useful SDM predictions.

We note that caution should be taken to avoid circularity that could arise if a BISHOP model were used
to predict bioclimate variables, which were then used as predictors in a subsequent SDM. Like suitability
predictions, these bioclimate predictions are an SDM output that is not independent of the occurrence data
points used in fitting the BISHOP model, which could result in misleading validation metrics if the same

occurrence data were used in the subsequent model.

Climate downscaling Using the fitted model and accompanying R package to downscale macroclimate
data, we identified substantial tree bioclimate variation within the example landscape (fig. 5d). Visually,
the downscaled bioclimate data better matches the striking vegetation patterns in this landscape than does

the macroclimate data, indicating its likely utility in spatial modeling. In spite of substantial macroclimate
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variation within this landscape, the large majority of bioclimate values fall outside the observed range of
macroclimate values (fig. 5e), indicating major potential for macroclimate to overlook suitable habitat and

to underestimate species persistence under climate change.

Fine-sale bioclimate variables like these could be used in a range of applications requiring data on spatial
climate variation, including studies on biogeography, demography, and physiology. As noted above, use of
BISHOP-derived bioclimate variables as predictors in subsequent SDMs should be done only with caution,

in order to avoid circularity.

While there is no expectation that bioclimate variables like these should precisely match traditional mi-
croclimate variables, it would still be informative for future studies to compare the two approaches across
different landscapes. Investigating the situations in which bioclimate and microclimate do and to not align
could help to uncover important patterns in species climate sensitivity, to identify the microclimate variables

most relevant to different taxa, and to identify when bioclimate may be useful as a predictor of microclimate.

Topoclimate effects Beyond their use for downscaling, the inferred topoclimate parameters themselves
reveal how different physiographic features shape bioclimate and how these effects vary geographically, topics
that have become a focus for their importance to biodiversity and climate vulnerability (Dobrowski, 2011;
Moeslund et al., 2013).

Our analysis found that north-facing slopes were almost universally ecologically cooler and wetter than
south-facing slopes (fig. 4), consistent with expectations based on increased insolation on equator-facing
slopes. The greatest effects of northness on moisture and high temperature were seen in cool-dry land-
scapes, perhaps due to factors like greater topographic insolation contrast at higher latitudes (Holland and
Steyn, 1975) and greater scattering of direct solar radiation in cloudier regions (Dai et al., 1999). In the
coolest-wettest climates, the effect of northness on bioclimatic high temperature disappeared entirely, per-
haps because persistent moisture in these landscapes leads insolation to drive melting and evaporation rather
than raise temperatures (Dai et al., 1999; Dobrowski, 2011). The effect of northness on low temperature was
weakest in the same cold-dry regions where its high temperature effect was strongest, perhaps due to weaker
physical mechanisms (e.g. to snow albedo mitigating warming) or to lower importance of winter minimum
temperatures for tree physiology (e.g. because they are dormant and/or cold-hardy) (Nobel and Linton,
1997).

Eastness had generally smaller effects than northness, with east-facing slopes warmer and drier than west-
facing slopes on average (fig. 4). Given that micrometeorological studies commonly find the highest tem-
peratures on southwest slopes, which has led to wide use of topographic heat load variables oriented on a
southwest-northeast axis (McCune and Keon, 2002), our finding that southeast slopes had the hottest-driest
signatures may seem surprising. Yet our result is consistent with prior findings that vegetation cover is
lowest on southeast-facing slopes in this region (Smith and Bookhagen, 2021) and that trees often have
slower growth and regeneration on southeast-facing slopes (Kelsey et al., 2018; Redmond and Kelsey, 2018).
Two factors could drive these patterns: east slopes can genuinely be hotter where cloud cover and precipi-
tation occur predominantly in the afternoon (Geiger et al., 2009), and trees can simply be more sensitive to

morning- than afternoon climate because they are more physiologically active in the morning (Johnson et al.,
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2009; Kelsey et al., 2018). Whatever the cause, these findings call into question conventional assumptions

about southwest aspects in ecology.

Our results also highlight that the three bioclimate variables each have distinct relationships with aspect
(fig. S4), meaning that no individual axis is adequate to describe the multidimensional bioclimate variation
found around the circumference of a given hill. This finding is consistent with studies showing that different
measures of tree physiology, which are presumably sensitive to different climate variables, reach their maxima
on distinct aspects (Stage, 1976).

Both windward slopes and locally-elevated sites had warmer and drier bioclimates on average, but there
was major regional variation in both effects. These results likely reflect the many, often countervailing,
mechanisms by which wind and elevational position influence microclimate (fig. 2). While wind likely
drives higher evaporation rates on windward slopes in most situations, it can deliver more precipitation to
either windward or leeward hillslopes, and can cause either convective warming or cooling. Compared to
depressions, prominences can receive more precipitation but can lose it more quickly due to snow drifting
and (sub)surface flow; they are generally windier, which could lead to positive or negative impacts on both
temperature and moisture for the reasons discussed above; and they can be cooler due to the lapse rate or
warmer due to cold air pooling and reduced shading. Our results demonstrate that the balance among these

countervailing phenomena, and/or trees’ relative sensitivity to these phenomena, varies across climate zones.

Implications for biodiversity and climate change Topographically heterogeneous areas are often pri-
oritized in conservation planning because topography generates microclimate heterogeneity (Lawler et al.,
2015), which in turn fosters biodiversity by increasing available niche space and reduces local extinction
under climate change by generating microrefugia and reducing climate velocities (Loarie et al., 2009; Do-
browski, 2011; McLaughlin et al., 2017; Suggitt et al., 2018). Our results help to refine estimates of the

relationships between topography and these features of biodiversity maintenance.

We found that each bioclimate variable has distinct relationships with the four topographic variables (fig. 4).
This means that topography generates multidimensional bioclimate variation within a landscape, which is
important because species adapting to climate change face challenges from the need to simultaneously track
multiple climate variables changing in different ways (Dobrowski et al., 2013; Hamann et al., 2015; Ordonez
et al., 2016).

We also found major variation in topoclimate effects across climate zones (fig. 4). This implies that identical
terrain in different spatial (and perhaps temporal) contexts generates different amounts of biotically relevant
microclimate variation. Spatially, this means for example that landscapes in cold-dry regions, which had
substantially larger topoclimate effects than cold-wet regions, may see lower tree bioclimatic velocities and
more microrefugia as climate changes, per unit of topographic heterogeneity. Temporally, if we apply space-
for-time substitution to, for example, the finding that cooler landscapes have steeper northness-moisture
relationships, it could imply that the expected degree of bioclimatic moisture heterogeneity within individual
landscapes may decline under global warming, reducing their capacity to support tree biodiversity. Further
research should investigate how these trends in topoclimate effects shape observed biodiversity dynamics

over space and time.
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Supporting information

This supplemental document accompanies the paper, “A tree’s view of the terrain: downscaling bioclimate

variables to high resolution using a novel multi-level species distribution model,” currently in review.

In addition to the supporting content included here, all R and Stan code and results are available on GitHub
at [URL REDACTED FOR DOUBLE-BLIND PEER REVIEW|. The accompanying R package, which enables users
to generate bioclimate estimates for any landscape across the study area, is available at [URL REDACTED

FOR DOUBLE-BLIND PEER REVIEW].
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APPENDIX 1: Supplementary methods

1.1 Topographic variables

We generated four topographic variables for every plot: northness, eastness, windward exposure, and ele-
vational position. For a flat, level plot with an elevation that is average for its landscape, all four of these
variables have a value of zero. We used a mix of topographic variables reported directly by FIA and NFI,
and variables extracted from gridded digital elevation models at subplot locations using confidential exact
plot coordinates. Both inventory datasets report slope and aspect recorded in the field for forest plots, which

we used where possible.

In addition to the forest plots surveyed in the field, FIA also reports non-forest plot locations that were
selected using the same gridded sampling scheme as the forest plots but were not visited for surveys because
they were not forested. These locations provide valuable absence information for niche models (though
nonforested plots may not be entirely devoid of trees since FIA’s definition of forested is 10% canopy cover
and no nonforest land use). We generated slope and aspect information for these plots since they do not have
field-measured slope and aspect information. Using the coordinates for plot centers, we generated subplot
coordinates based on the standard FIA plot geometry. For every subplot we then extracted slope, aspect,
and existing vegetation type (EVT) from the LANDFIRE v. 2016 dataset, a 30 m resolution gridded dataset
that is based on extensive field data and satellite imagery. EVT was used to exclude plot locations whose
current land cover was classified as trees (since forests are already included in FIA surveys) or as water,
agriculture, or developed (since species absences from these locations are not due to climatic suitability).
This process added more than 470,000 locations in non-forested natural landscapes, for which we used slope,
aspect, and geographic coordinates to derive additional topographic variables as described below. Non-forest
plots were not added for Canada due to lack of available data, so the absence data for Canada comprise the

set of forest plots where a given species did not occur.

Northness and eastness We converted slope (o) and aspect (0) values into northness and eastness,
where northness = cos(0)sin(o) and eastness = sin(0)sin(c). This refactoring avoids the use of a circular
aspect variable (which would be incompatible with traditional regression analysis) and produces variables
that are approximately linearly related with solar radiation (which on first principles makes them appealing
microclimate regression predictors). Northness values range from -1 to 1 and represent how steeply a site
is inclined toward the north, with larger negative values for steeper south slopes and larger positive values
for steeper north slopes, while eastness does the same for the east-west axis; a plot with a southeast aspect
would have positive eastness and negative northness. See figure S4 for a graphical illustration. Arbitrary
aspect values are reported for plots with slopes less than 5% in FIA or less than 2% in NFI, so we set
northness and eastness for these plots to zero to avoid bias. Plots that have been resurveyed multiple times
occasionally have slight variation among surveys in measured slope and aspect; in such cases we calculated

northness and eastness for each survey and then averaged them across surveys.

Windward exposure Windward exposure (w) represents how a plot’s windiness is expected to deviate from
the average windiness of level sites on the local landscape. We extracted two wind variables describing local
wind regimes—prevailing wind direction (D) and directional variability (V, the circular standard deviation

of wind direction, weighted by wind speed)—from a gridded wind dataset at the locations of every plot.
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Combining these with slope and aspect, we calculated windward exposure as w = (1 — V)sin(o)cos(£0D),
where /0D is the angle between © and D. w approaches zero as wind direction becomes more variable (i.e.
it does not blow in a consistent direction), as a plot becomes level, and/or as prevailing wind blows at a right
angle to the plot aspect. It is increasingly positive as plots face more directly into the prevailing wind, and
increasingly negative as plots face away from the prevailing wind. To make interpretation of w consistent
with northness and eastness, we rescaled w values so that the difference in w between due windward and

leeward 30° slopes is 1 at the average value of V.

Elevational position Our final topographic variable was elevational position. This measures how a site’s
elevation compares to the elevation of the surrounding neighborhood, with positive values for hilltops and
negative values for valley bottoms. While this variable is often called “topographic position index” (TPI),
for clarity we avoid that term since all of our terrain variables represent topographic positions in a general
sense. We calculated elevational position for each plot as the multiscale topographic position index (“mTPI”
sensu); this is referred to as “multiscale” because it averages over a range of neighborhood sizes to incorporate
topographic effects operating at multiple scales. We used neighborhood radii of 100 m, 225 m, and 500 m; the
largest of these was chosen so it would not exceed the 1 km grid cells in the macroclimate data (thus ensuring
that microclimate is informed by fine-scale topographic features not already reflected in the macroclimate
data), while the others were chosen to create an evenly spaced log series. Elevational position calculations
were based on (sub)plot coordinates and 30 m resolution gridded elevation data (LANDFIRE v. 2016 for
the US, CDEM v. 1.1 for Canada).

1.2 Macroclimate variables

Using the coordinates of each plot, we extracted monthly temperature and precipitation data from CHELSA,
representing climatic averages from 1979-2009 at a 1 km spatial resolution. This time period is expected to
reflect climate conditions experienced during the majority of the lifetime of trees included in the analysis.
From these monthly values we derived total annual precipitation, mean annual temperature, maximum tem-
perature of the warmest month, and minimum temperature of the coldest month. These are variously treated
as either “macroclimate variables” or “effect modifiers” (precipitation is used in both ways). For statisti-
cal normality and ecological relevance, we rescaled precipitation values by adding one and log-transforming
them.

1.3 Data distillation

We excluded species occurring on fewer than 100 plots, and standardized all topographic and macroclimate
values by subtracting the mean and dividing by the standard deviation. For each species, we then generated
a distinct occurrence dataset representing presences and absences across climatic and topographic gradients.
After cleaning, the final data set comprised 1,513,722 occurrences of 216 tree species across 504,422 (sub)plots,
plus hundreds of thousands of absence records for each species. For each species we excluded absence records
that were more than 10 degrees latitude or longitude beyond the bounding box encompassing plots where the
species was present, in order to avoid absences arising from inaccessible rather than climatically unsuitable

sites.

For computational reasons, it was necessary to reduce the number of observations in the data set before
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fitting the Bayesian model. For each species we first excluded absences with macroclimate temperature
or precipitation outside an expanded climatic bounding box (the range plus 20%) around the climate of
plots where the species occurs, in order to avoid including absences with low information content about the
species niche shape. Then we discretized the continuous data representing presences and absences across
macroclimatic and topographic axes, converting it into a grid representing counts of presences and absences in
discrete bins. Each of the seven predictors (three macroclimate and four topographic variables) was cut into
four equal-interval bins spanning its range in the filtered data for a given species, and these bins were then
intersected across the seven predictors to define a multidimensional grid, yielding a maximum of 47 = 16, 384
climate bins per species. (A sensitivity analysis (fig. S10) indicated that increasing the resolution to more
than 4 bins per dimension had a negligible impact on inferred parameter values.) For each bin, the number of
presences and absences of the focal species was recorded, reflecting both the proportion of presences and the
total amount of available data. Means of the predictors (macroclimate, topographic, and modifier variables)
were also calculated across plots for each bin, and were used in place of bin midpoints to increase precision
in downstream analysis. Finally, the occurrence datasets for all species were combined into a single table,

with an additional column identifying the species.

1.4 Statistical model

As noted elsewhere, our study uses three different variants of the statistical model described in this section.
The “full multi-species” model jointly infers topoclimate effects from the distributions of all species in the
dataset, and includes a layer that models how those effects vary across macroclimate gradients as a function
of modifier variables; it is the primary subject of our empirical results. The “minimal single-species model”
is a reduced version, which uses data on just one species and does not allow effects to vary with modifier
variables. The “niche model” further simplifies the single-species model by eliminating the topoclimate effects
and latent variable altogether and retaining only the species occurrence function described in equation 2; it

is only used as part of the cross-validation analyses described below.

The bioclimate component of the full model represents how each of the four topographic variables modifies
each of the three macroclimate variables to generate their corresponding latent bioclimate variables, with

these effects varying according to the values of the two effect modifiers. It can be written as

4
Mmiy = Mi;u + Z(E,t X Biﬂ) . 5v,t)
t=1

K= d(9) (1)

§ ~ N(0,0.1)
K ~ exp(10°)

where 7 indexes the n rows in the dataset, v indexes the three climate variables, and t indexes the four
topographic variables. m is a n x 3 matrix of bioclimate, M is a n x 3 matrix of macroclimate, T is an x 4
matrix of topographic variables, and B is a n x b matrix of spline basis functions of effect modifiers. § is

a 3 x 4 x b array of regression coefficients to be estimated, each with a weakly informative Gaussian prior.
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The summation term represents the A anomalies introduced in the main text (figs. 1 & S1).

We used penalized tensor product splines to allow topographic effects to vary smoothly and nonparametrically
across modifier values. The penalties prevent overfitting by limiting differences in the coefficients for adjacent
basis functions; we used second-order differences to constrain the local curvature of the fitted surfaces. To
generate B, we rank-transformed temperature and precipitation, generated a set of cubic spline bases for
each transformed variable with eight evenly spaced knots, and then took all pairwise products between each
of the temperature and precipitation bases, resulting in b = 100 basis products.  is a vector of second-
order differences between § parameters for adjacent bases in each of the two dimensions, represented by the

difference function d, penalized by restrictive priors.
The species niche component of the model represents species occurrence probabilities as a logistic regression

function of the latent bioclimate variables m described above (or m can represent other predictors if the

niche model is used as a standalone SDM), and a set of niche parameters:

Ys.i ~ Binomial(n;,ps.;)

Psi = ase*"s(mi*/is)zs_l(mrus)T
¥, = diag ()L, LT diag(t,)
Hs ~ N(O, 1) (2)

Ts ~ hal f Normal(0, 10)
Ly ~ CholeskyLK J(3)
as ~ Beta(1.5,3)

where y is the number of presences in a topoclimate bin, n is the number of plots in the bin, and p is the
occurrence probability, with s and ¢ indexing species and bins, respectively. Each species’ niche is modeled
as a three-dimensional Gaussian probability surface represented by the multivariate niche optimum p and
variance-covariance matrix X; this bell curve is scaled by the value a representing the species’ occurrence
probability at its niche optimum p. Priors on these niche parameters are specified in the last four lines above.
Plots of realized niche shapes (figs. 3 & S6) indicate that our assumption of bell-shaped niches is reasonable.
Because species that occur on more plots are represented by higher occurrence counts and produce narrower
binomial distributions, widespread species carry greater weight than rare species in influencing the posterior

distributions of topoclimate parameters.

Model fitting jointly infers values of the topoclimate and niche parameters that best fit the observed species
distribution data, given the assumptions of the model. While for simplicity our model assumes that suitability
follows a multivariate Gaussian surface, this is not strictly necessary; the general latent-variable bioclimate
modeling approach we introduce here would work with any SDM algorithm (including popular methods like
random forest, Maxent, or Gaussian process) as long as it could be manually encoded in the multi-level

model.
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Bayesian modeling was done in Stan, via the cmdstanr R library. Using Stan’s Hamiltonian Monte Carlo
(HMC) algorithm, we ran five MCMC chains each with 500 warmup iterations and 1000 sampling iterations;
note that HMC generally requires far fewer sampling iterations than traditional MCMC algorithms. MCMC
behavior was evaluated by visual assessment of tracer plots and by diagnostic statistics including effective

sample sizes, 7 values measuring convergence among chains, and the absence of divergent transitions.

1.5 Model evaluation

Diagnostics The MCMC ran with no divergent transitions. Model diagnostics indicate good mixing (via
effective sample size, ESS) and convergence (via ). For the ¢ parameters representing topoclimate effects,
median 7 was 1.0010 (IQR: 1.0005-1.0017), median bulk ESS was 2722 (1833-4019), and median tail ESS
was 3582 (2910-4030). For the species niche parameters, median 7 was 1.0005 (1.0001-1.0011), median
bulk ESS was 4774 (3936-5396), and median tail ESS was 3798 (3225-4462). ESS was calculated across
samples from all chains; note that ESS can be larger than the number of posterior samples in HMC. Model
outputs including diagnostic summaries and posterior draws for all 9,165 model parameters are included in

the project repository.

Stmulations We used simulated data to test the model’s ability to correctly infer topoclimate parame-
ters. To make the simulated dataset realistic, including non-idealized data features like covariance among
predictors, we began with the empirical dataset used in our main analysis and simply replaced the depen-
dent variable (species presence/absence) with a simulated version of itself. We generated randomly sampled
“true” topoclimate effect parameters (044 ), combined them with the predictor data (macroclimatic, topo-
graphic, and modifier variables) to calculate microclimate, and then combined microclimate with randomly
generated niche parameters to simulate species occurrences. We then fit the model on the simulated dataset
using maximum likelihood estimation to find the posterior mode, and compared the inferred § parameters
to their true values. The statistical model performed well in recovering the known parameters (r? > 0.999;
RMSE/sd(8¢rue) = 0.055); fig. S12-S13). This confirms the ability of our statistical machinery to correctly

infer topoclimate effects given the assumptions of the generative model.

Macroecological predictions Another approach to assessing model fit is to test its ability to reproduce
the emergent biogeographic patterns shown in figure 3. We used the model input data and the fitted model
to predict each plot’s fine-scale bioclimate from its macroclimate and topography, and then to predict species
occurrence probability from bioclimate. We then used the fitted niche model parameters for each species to
center and scale macroclimate values relative to each species’ climate niche, representing a plot’s microclimate
as a location within the species niche, and then summarized across species to produce predictions analogous
to figure 3d. Comparing these predictions to the observed data, we find that the model reproduces these
empirical patterns quite well (with somewhat smaller topographic differentiation than in the observed data,

as expected given conservative priors) (fig. S11).

Comparison to macroclimate in predicting occurrences To be valuable, our inferred bioclimate esti-
mates would need to be more useful than standard macroclimate variables in predicting ecological patterns.
Though the goal of BISOHP bioclimate variables is not primarily for use as predictors in SDMs, their per-
formance relative to macroclimate variables in predicting tree species distributions serves as an accessible

test of their ecological relevance.
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We conducted this comparison for both the full multi-species model across the entire dataset and the minimal
single-species model fit separately on each of the 216 species. In both cases we evaluated model predictions
using both “within-sample performance” (closely related to AAIC) and “out-of-sample performance” (i.e.
cross-validation). For each of the four analyses, we summarized the point-wise performance metrics in four
different ways, for a total of 16 final performance indicators; while it adds some complexity, we report results
for this array of methods rather than just a single method in order to assess sensitivity to arbitrary modeling

choices.

The details varied among these four analyses as outlined below, but each involved fitting a bioclimate model,
using it to estimate bioclimate across a set of FIA plots, and then using log likelihood to compare the
performance of these bioclimate variables versus standard macroclimate variables as predictors of species
occurrences in a niche model. “Niche model” here refers to use of the niche submodel described in equation 2
as a standalone model rather than coupled to the topoclimate model. We performed these validations using
penalized maximum likelihood (ML) fits identifying the posterior mode, rather than full Bayesian posteriors,

because the latter would have been too computationally intensive for use with cross-validation.
The following routines describe our process for computing the four performance metrics for each species:

1. Within-sample performance, full multi-species model:
(a) Fit a BISHOP model on the full data set
(

b) Use the fitted parameter values to calculate inferred bioclimate variables for each data point
(¢) For each species:

i. Fit one niche model as a function of the bioclimate variables, and another as a function of
the macroclimate variables
ii. Use these models to predict the occurrence probability for each record in the data set, and
compute the log likelihood of the observed presence/absence data given these predictions
iii. Calculate delta log likelihood, ALL, for each data point as the difference between the log
likelihoods of the bioclimate- and macroclimate-based models; this value is positive when the
bioclimate variables yield better predictions for a given data point, and negative when the
macroclimate variables perform better
2. Within-sample performance, minimal single-species model:
(a) For each species:
i. Fit a BISHOP model on the data set for that species
ii. Use the fitted parameter values to calculate inferred bioclimate variables for each record for
that species
iii. Proceeded as with steps 1.c.i—iii above.
3. Out-of-sample performance, full multi-species model:
(a) Randomly assign each species to one of ten data partitions
(b) For each partition, fit a BISHOP model using the data for the species in the other partitions, and
use it to predict the bioclimate for data points in the focal partition
(¢) For each species:
i. Randomly assign each data point to one of ten partitions

ii. For each partition:
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A. Using predictor data for the other (“training”) partitions, fit one niche model as a function
of the bioclimate variables, and another as a function of the macroclimate variables
B. Use these models to predict the occurrence probability for each record in the focal “test-
ing” partition
C. Compute ALL as in step 1.c.iii above
4. Out-of-sample performance, minimal single-species model:
(a) For each species:
i. Randomly assign each data point to one of ten partitions
ii. For each partition:
A. Using predictor data for the other (“training”) partitions, fit a BISHOP model using data
from the other partitions, and use it to predict the bioclimate for those same training data

B. Proceed as with steps 3.c.ii.A-C above

These procedures gave within-sample an out-of-sample ALL values for the minimal and full models for each
record in the data set. For each of these four metrics, we next calculated the sum and the mean of the
point-wise ALL values for each species. The sum reflects the total amount of performance evidence across
a data set and is the metric typically used in model selection, while the mean reflects expected performance
independent of data set size. For within-sample predictions, the sum is closely related to AAIC (we did not
compute AAIC itself due to the challenge of computing the number of effective parameters in a hierarchical

model).

To draw conclusions about whether bioclimate outperformed macroclimate in general across species, for each
metric we used a non-parametric Wilcoxon’s signed-rank test on the 216 species-level sums or means. For
each Wilcoxon’s test we computed one version with species weighted equally (reflecting performance for the
typical tree species), and a second version with species weighted by the number of occurrences in the data

set (reflecting performance for the typical tree).
The results of these analyses are reported in figure S14.

Comparison to standard SDM with macroclimate and topographic predictors The above analyses
demonstrated that bioclimate does outperform macroclimate as a predictor of species distributions (fig. S14).
This indicates that the bioclimate variables are useful for ecological studies seeking downscaled climate data
or seeking insight into topography-bioclimate relationships, which are the primary purpose of BISHOP. But
for studies that do not seek insight into fine-scale climate patterns for their own sake but rather aim simply
to predict species distributions, it leaves open the question of whether the unique latent variable structure
of BISHOP is any better than a more standard SDM that includes both topography and macroclimate as

predictors.

To assess this, we compared minimal single-species BISHOP models for every species to a model that included
the same set of topography and macroclimate variables as separate predictors. (The full multi-species model
was not used for this comparison, since without the bioclimate term it is equivalent to separate minimal
models.) Many alternative model formulations would be possible for the comparison model, but we chose

a version that was a similar as possible to BISHOP, with the three macroclimate variables influencing
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occurrence probability as a multivariate bell-shaped surface, and the four topographic variables each having
logit-linear effects on occurrence probability. Ten-fold cross-validation was used as above, with predictive
performance quantified on withheld testing data using point-wise log predictive likelihood and also using
area under the receiver-operator curve (“AUC”). Wilcoxon’s tests were used as above to test the significance

of the distribution of performance differences across species.

The results of these evaluations are reported in figure S15. We found that the models have similar predictive
accuracy, with BISHOP performing either better or equivalently depending on the performance metric. This
suggests that the BISHOP model structure is useful as an SDM, even though its primary purpose is to model
bioclimate, not to model species distributions. However, if simply predicting occurrences is the primary goal
of a study, then a traditional SDM with macroclimatic and topographic variables may be just as good as

the more complex BISHOP approach.
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APPENDIX 2: Supplementary figures
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Supplemental figure S1: Illustration of the multi-level BISHOP model used in our emprical analysis. It is assumed that
the combination of macroclimate and physiographic variables like topography or vegetation jointly shape fine-scale bioclimate
via a set of physiography effects (a), and that bioclimate in turn shapes species distributions via their climatic niches (b),
with these processes together manifesting as observed differences in species occurrences across gradients of macroclimate and
fine-scale physiography (c¢). A site’s bioclimate is treated as an unmeasured latent variable, and modeled as macroclimate plus
a deviation, A, which is a function of physiography and assumed to be zero on level ground; the non-parallel lines in panel a
illustrate that the sizes of physiography effects can themselves vary as a function of “effect modifying” variables. Species niches
are modeled as functions of bioclimate, rather than macroclimate as in a typical SDM. For a given shift in local physiographic
position, the change in the macroclimate that a species occupies while holding its occurrence probability constant (horizontal
shifts in panel ¢) corresponds to the change in bioclimate while holding macroclimate constant (vertical shifts in panel a, e.g.
A1 and Az). As a result, the topoclimate effects illustrated in panel a can be inferred from the biogeographic patterns in panel
¢, by jointly inferring all parameters in the multi-level statistical model. Note that for simplicity, the graphs in panels a—c
depict one species, one climate variable (high temperature), and one physiographic variable (northness) with discrete levels;
our full empirical analysis jointly infers parameters for 216 species, three climate variables, and four continuous topographic
variables.
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Supplemental figure S2: Inferred topoclimate effects from the minimal single-species models. Y-axis values are the stan-
dardized effect slopes of the linear relationship between the topographic variable listed at top and the bioclimate variable listed
at right. Each colored boxplot is the distribution over posterior samples from a single model for one example species, while each
black boxplot is the distribution over posterior modes from 216 separate models for each species. Opaque boxes are the results
for the model with all four topographic variables, while transparent boxes are from the model with only northness, eastness,
and elevational position. (See also figs. 4 and S5, which show analogous results for the full multi-species model.)
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Supplemental figure S4: Aspects of maximum bioclimate differentiation, calculated from northness and eastness effects. The
grid of points represents effects for different points in macroclimate space and corresponds to the grid in figure 4a. The arrows
show the compass direction of the local hillslopes on which a given bioclimate variable is maximized according to the fitted
model (they indicate a direction in geographic space, not a direction on the x-y climate grid). For moisture, negative effects
(“dryness”) are shown so that they better align with temperature effects for comparison. (a) Posterior medians for the model
ezcluding windward exposure, which can be interpreted as the overall aspect of bioclimate differentiation. (b) Posterior medians
for the model including windward exposure, which could be interpreted as the aspect of sun-based bioclimate differentiation
since wind is controlled for separately from the northness and eastness effects shown here. (c) Samples from the posterior
distribution for the model excluding windward exposure, representing uncertainty around the medians shown in a; 100 random
samples are shown.
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comparison.
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Supplemental figure S6: Inferred bioclimatic niches for three example species (a-c) and for all 216 species in the analysis
(d). For each species, this illustration shows one probability contour of the full three-dimensional niche surface, at 50% of the
species’ maximum occurrence probability; because the niches are multivariate Gaussian surfaces, the 50% contours are ellipses
in two dimensions (d) and ellipsoids in three dimensions (a-c), with probability gradients (not pictured) decreasing outside the
contour and increasing to 100% of the species maximum at the center of the contour. The x- and y-axes show high temperature
and moisture, while the third niche dimension, low temperature, is represented in color. In a-c, all levels of low temperature
that contain the 50% contour are shown, illustrating the full three-dimensional ellipsoid; in d, only the largest contour, at the
level that slices through the center of the ellipsoid and contains the climate optimum, is shown. All illustrations here show the
posterior mode.
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Supplemental figure S7: Geometric relationship between the polar slope-aspect coordinate system and the Cartesian
eastness-northness coordinate system, where northness = cos(aspect)sin(slope) and eastness = sin(aspect)sin(slope), with
slope and aspect measured in radians. For example, a northwest-facing 45-degree slope, a north-facing 30-degree slope, and a
northeast-facing 45-degree slope all have northness values of 0.5, while they have eastness values of -0.5, 0, and 0.5, respectively.
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Supplemental figure S8: Data inputs and intermediate steps for the climate downscaling process shown in figure 5. The
procedure begins with 10 m elevation data and wind data (not pictured), which are converted into the four topographic variables
shown in the leftmost column. 1 km macroclimate data (top row) are interpolated to 10 m (second row). For each combination of
climate variable and topographic variable, topoclimate deltas (central panels) are calculated based on topography, interpolated
macroclimate, and the topoclimate model parameters inferred from tree species distributions; these deltas represent the local
deviations from macroclimate resulting from a given topographic variable. Lastly, bluebioclimate (bottom row) is calculated by
summing macroclimate and the four deltas. For visualization purposes this figure shows standardized values for all variables.
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Supplemental figure S9: An evaluation of the assumption that species niche shapes are Gaussian. This figure shows realized
niche data for three macroclimate variables for 50 random FIA species. For each variable, the x-axis spans the range of climates
where the species is found, with points at each decile of species occurrence. The y-axis shows the fraction of plots in a given decile
bin where the species occurred, considering only plots within the rectangular latitude-longitude bounding box encompassing
presences for that species. Most of these species exhibit the general features of a bell curve—a unimodal occurrence pattern
that declines asymptotically at similar rates on both sides of the peak—suggesting that the Gaussian niche form we use in this
study is a reasonable choice. Note that the peak of the bell curve need not be contained within the observed data range for a
Gaussian function to fit the data well (e.g. the species in the lower right corner exhibits monotonic relationships with all three
climate variables across the range of observed climates, but these relationships can still be fit well with a Gaussian curve).
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Supplemental figure S10: Sensitivity analysis of the effect of bin resolution on inferred species niche parameters. Due to
computational time, this analysis was done with ten random species, denoted by the integers 1-10. Niches are parameterized
as multivariate Gaussian surfaces defined by (a) means, (b) variances, and (c) covariances. Points and whiskers represent
posterior means and 95% credibility intervals. Panel ¢ has a subplot for each species for each pair of climate variables. Overall,
parameter estimates using 4 bins per dimension were very similar to estimates using a larger number of higher-resolution bins,
indicating that increasing the grid resolution does not substantially affect model results. Four bins per dimension were used in
the main analysis due to the exponential relationship between bin number and computational burden.
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Supplemental figure S11: Observed versus predicted topographic species occurrence patterns for the average tree species,
comparing the empirical patterns shown in figure 3 to predictions from the fitted model. (a) Observed and predicted species
occurrence curves for each of the 12 topography-climate relationships; the observed data are repeated exactly from figure 3d of
the main text (see that figure’s caption for details), with the corresponding model predictions shown in the panel immediately
below each observed pattern. (b) Observed versus predicted probabilities for each relationship, with a point for each of the
points in panel a. The purple lines show linear fits across the full set of points for each relationship. The green lines show
linear fits across the five points that share a given x-axis value in panel a; these are closely related to topoclimate effects, are
positively sloped when the model correctly identifies the direction of the topoclimate effect, and have slopes of 1 when the
model perfectly matches the observed data (which is not necessarily a goal as it could indicate over-fitting).
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Supplemental figure S12: Model performance on simulated data. Each point corresponds to a § parameter, with one § for
each topographic variable, for each climate variable, for each basis function of the modifier variables. The x-axis shows the
known coefficient (sampled from a normal distribution) used to simulate the data, while the y-axis shows a penalized maximum
likelihood estimate (posterior mode) of the coefficient. The dashed black line is the 1:1 line while the solid red line is a linear
fit across points. R-squared = 0.999. See figure S13 for additional detail.
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Supplemental figure S13: Model performance on simulated data, further illustrating the parameters shown in figure S12. In
this figure, those parameter values were used to generate splines representing how topoclimate effects (y-axis) vary as a function
of modifier variables (x-axis and line transparency). The black curves show the “true” randomly generated topoclimate effects
used to simulate the test data, while the red curves show the fitted values estimated from the simulated data.
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Supplemental figure S14: Results of model validation analyses comparing predictive performance of inferred bioclimate
variables versus macroclimate variables. The histograms show distributions across species of delta log likelihood values, with
positive (blue) values indicating that bioclimate variables outperform macroclimate variables in predicting species distributions,
and negative (red) values indicating the opposite. The text annotations indicate the proportion of species or plots for which
bioclimate variables outperformed macroclimate variables, and the statistical significance of the bioclimate-macroclimate dif-
ference according to a paired Wilcoxon signed-rank test. Each facet of the figure shows results from a different variant of the
validation analysis, as indicated by the labels at the top and right edges. Differences between the “full” versus “minimal” model,
and between the “within-sample” versus “out-of-sample” predictions, are described in appendix 1.5. The other variations refer
to how the likelihoods were summarized across the dataset: “species sum” versus “species mean” indicates whether likelihoods
were summed per species (as typical in AIC, e.g.) or averaged (an indicator that is more independent of dataset size), while “#
species” versus “# presences” indicates whether the histograms and annotations reflect one point per species or are weighted
by species abundance in the data set (arguably more relevant in understanding forests generally).
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Supplemental figure S15: Evaluation of accuracy in predicting out-of-sample occurrences during cross validation, comparing
BISHOP to a standard SDM fit with the same seven topographic and macroclimatic predictors but without the bioclimate
interaction term. The histograms show distributions across species of performance differences in either area under the receiver-
operator curve (“AUC”) or point-wise log likelihood (“loglike”), with positive (blue) values indicating that BISHOP performed
better in predicting species distributions, and negative (red) values indicating the opposite. The text annotations indicate the
mean difference, proportion of species or plots for which BISHOP performed better, and statistical significance of the difference
according to a paired Wilcoxon signed-rank test.
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