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Deformation of all materials necessitates the collective propagation of various micro-
scopic defects. On Earth, fracturing gives way to crystal-plastic deformation with increas-
ing depth resulting in a “brittle-to-ductile” transition (BDT) region that is key for 
estimating the integrated strength of tectonic plates, constraining the earthquake cycle, 
and utilizing deep geothermal resources. Here, we show that the crossing of a BDT in 
marble during deformation experiments in the laboratory is accompanied by systematic 
increase in the frequency of acoustic emissions suggesting a profound change in the 
mean size and propagation velocity of the active defects. We further identify dominant 
classes of emitted waveforms using unsupervised learning methods and show that their 
relative activity systematically changes as the rocks cross the brittle–ductile transition. As 
pressure increases, long-period signals are suppressed and short-period signals become 
dominant. At higher pressures, signals frequently come in avalanche-like patterns. We 
propose that these classes of waveforms correlate with individual dominant defect types. 
Complex mixed-mode events indicate that interactions between the defects are common 
over the whole pressure range, in agreement with postmortem microstructural observa-
tions. Our measurements provide unique, real-time data of microscale dynamics over 
a broad range of pressures (10 to 200 MPa) and can inform micromechanical models 
for semi-brittle deformation.

rock deformation | brittle–ductile transitions | defect dynamics | ultrasound probes

The strength of the lithosphere is limited by pressure-dependent, “brittle” deformation 
of the upper crust and temperature- and strain-rate-dependent “ductile” deformation in 
the lower crust and upper mantle (1, 2). From a simplified mechanistic point of view, 
intersection of these two strength envelopes can be used to estimate the depth of a region 
known as the brittle-to-ductile transition (BDT) where rocks deform by semi-brittle flow 
(3, 4). This region is associated with changes in 1) dominant deformation mechanisms, 
2) strain localization, and 3) fault stability (5–7); however, the transitions in all three 
attributes are influenced by many parameters, including lithology, grain size, porosity, the 
presence and migration of pore fluids, the loading conditions, metamorphic reactions, 
and the geometric complexities of geologic formations and faults. Thus, the transitions 
in deformation mechanisms, failure mode, and stability do not typically occur simulta-
neously, resulting in complex behavior that is poorly understood. Developing appropriate 
rheological laws for the brittle to ductile transition is critical for understanding solid-earth 
processes ranging from plate boundary deformation, slow slip (8), continental and oceanic 
rifting (9), and vertical magmatic transport and eruptibility (10).

The fundamental agents of deformation that control rock strength are microscale defects 
such as point defects, dislocations, twins, grain boundaries, and cracks (11, 12). Their 
collective motion under stress leads to the emergence of larger-scale features that ultimately 
determine whether rocks fracture or flow during tectonic processes (1, 2). Laboratory 
studies under well-controlled conditions provide the best opportunity for constraining 
the activity and interactions of defect populations that lead to the emergence of brittle or 
ductile deformation on the macroscale (3, 12–15). In addition, a laboratory-based con-
stitutive law is the first step to a more sophisticated understanding of natural processes 
(16). One important technique is to examine the microstructural fingerprints of defects 
frozen into the structure after deformation has ceased (17). But such postmortem structures 
give only a time-integrated perspective of microscale dynamics and are not sufficient to 
constrain the defect dynamics occurring at a given time as stress–strain conditions evolve 
especially in conditions with complex multidefect interactions.

Deformation of calcite marbles exhibits a BDT in laboratory experiments at room 
temperature with increasing pressure (7, 18–20) because calcite requires only low resolved 
shear stresses to nucleate crystal-plastic deformation (21, 22). Postmortem microstructural 
studies document the co-occurrence of twinning, fracturing, and dislocation glide in the 
semi-brittle flow regime (3, 18). However, real-time, in situ signatures of the microscale 
defects involved in a BDT of a rock sample have been, until now, experimentally 
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inaccessible. We show here that spontaneously emitted ultrasonic 
waves, i.e., acoustic emissions (AEs), exhibit profound changes 
that can be related to the dynamics of nucleation and propagation 
of defects in marbles as they cross a BDT. Observing the collective 
behavior of microscale defects during the experiments provides a 
pathway for understanding the deformation process and formu-
lating accurate rheological models relevant for semi-brittle rheology. 
The length- and time- scales involved in a deformation process are 
critical input parameters for models of both brittle (23, 24) as well 
as ductile (25) creep and failure (See SI Appendix, Supplementary 
Text for more discussion).

Results

For this study, we deformed cylindrical samples of dry Carrara 
marble at room temperature in a gas medium deformation appa-
ratus under conventional triaxial loading. We applied confining 
pressures ranging from 10 MPa to 200 MPa which is sufficient to 
cross the BDT (typically 60 to 80 MPa at room temperature). In 
all our experiments, we used two custom-made, miniature piezo-
sensors on top and bottom of the sample, covering accumulatively 
a broad range of frequencies from 70 kHz to 65 MHz. We used 
these sensors in both “passive”, listening mode as well as “active”, 
pulse transmission mode (Materials and Methods). The number of 
AEs, observation of the waveforms, and the evolution of longitu-
dinal wave velocity (vp) give us insight about microstructural 
changes occurring during deformation. In this study and in pre-
vious work (19, 26), vp decays rapidly during deformation, sug-
gesting that the elastic moduli of the rocks decrease as damage is 
accumulated; this decay is much less pronounced at higher pres-
sures (for example, see Fig. 1).

To study the complex interaction of microscale defects during 
rock deformation, we analyze the AE datasets in a hierarchical 
manner. We start with local clustering of waveforms into Classes, 
investigating each individual experiment separately. This analysis 
provides insight about how dominant microstructural defect pro-
cesses evolve with changing stress–strain conditions at one con-
fining pressure. Next, we perform a global clustering of the data 

into Clusters using AEs from all experiments together. This type 
of analysis elucidates the changes in defect dynamics across the 
brittle–ductile transition as the rocks are deformed at progressively 
higher and higher confining pressures. Finally, we aggregate the 
global clusters into a few dominant Types, based on waveform 
characteristics, as a potential first-order proxy for different cate-
gories of microstructural defects (e.g., cracks, twins, dislocations). 
More details of the hierarchical analyses are given in the Materials 
and Methods section.

As examples of the local clustering results, we first look closely 
at the extremes of confining pressure: 10 and 200 MPa. At 10 
MPa confining pressure the sample reaches a peak strength of ~80 
MPa and then weakens to ~30 MPa as a macroscopic fault devel-
ops (Fig. 1 and SI Appendix, Fig. S1). The waveforms emitted 
during each experiment are quantified using Dynamic Time 
Warping (DTW) and hierarchical clustering algorithms (aligned 
directly with our conceptual analysis methodology) aimed at 
revealing distinguishing characteristics (Materials and Methods). 
Two main representative AE classes are observed at 10 MPa con-
fining pressure: long-duration events reminiscent of cracking in 
traditional rock mechanics experiments (27, 28) (Fig. 1C, class 
A) and short, impulsive events (Fig. 1C, classes B and C). Note 
that examples of both classes occur throughout the experiment. 
At 200 MPa confining pressure the sample is much stronger and 
reaches a peak strength of ~330 MPa followed by minor weaken-
ing. The sample barreled, but no macroscopic fault developed 
(SI Appendix, Fig. S1). All AEs have approximately an order of 
magnitude shorter duration than at low pressures (Fig. 1) and 
exhibit a stronger clustering with strain (i.e., E class events with 
relatively lower frequency predominantly occur at low and high 
strains while D and F class events, with the highest frequencies, 
occur at intermediate strains). AEs also frequently include multiple 
subevents within one triggered time window, particularly at high 
pressures (Fig. 1D, class F). These subevents are likely a direct 
signature of defect interactions (e.g., clusters of dislocations being 
triggered in an avalanche-type manner).

A correlation between AE types and different deformation 
mechanisms is supported by our microstructural analysis. The 

A B

C
D

Fig. 1. Mechanical and acoustic data. (A and B) Cumulative AE hits coplotted with stress–strain curves and vp evolution for samples deformed under confining 
pressures of 10 and 200 MPa. Size of the circles indicates the maximum local amplitude of the AEs. The color of individual circles as well as the color bar by AE 
count visualizes the occurrence of AE classes with respect to the mechanical data. Only classes with >1% of AEs are shown. (C and D) Clustering of data reveals 
characteristic waveforms. Note the decrease in duration and increase in frequency of the AEs as pressure increases (triggered time window x axis shrinks from 
70 µs to 5 µs).D
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density of crystal-plastic defects, as indicated by twins and 
slip-lines (i.e., lattice planes along which many dislocations prop-
agated), increases significantly at higher pressures (SI Appendix, 
Fig. S2 and Materials and Methods). For example, at low pressures, 
the regions of intense damage, including crystal-plastic defects 
and crack damage, are localized around the macroscopic fault. 
Whereas at elevated pressures—where no macroscopic fault devel-
oped—these damaged areas are more homogenously distributed 
throughout the section. Thus, the total defect density increases 
significantly with increasing confining pressure (SI Appendix, 
Fig. S2); notice that increases in confining pressure also corre-
spond to increased differential stresses (Fig. 1) and, hence, 
increased input of strain energy into the sample.

We further quantify the patterns of ~1,250 recorded AEs from 
all experiments and perform global clustering which necessitates 
further waveform conditioning to account for large frequency 
shifts observed during the experiments, see Materials and Methods. 

In particular, we are interested in analyzing changes in waveform 
shapes, independent of the AE frequency and amplitude shifts 
across the different experiments. In Fig. 2, we plot typical wave-
forms for main types of events together with the distance matrix 
for all events.

Type I events are contained in cluster 1 which includes events 
that occur dominantly at low differential stresses, low strain, and 
low vp (note that initial vp increases with increasing confining 
pressure; see SI Appendix, Supplementary Text). Some waveforms 
in this cluster were observed over the whole studied confining 
pressure range (Fig. 2B and SI Appendix, Fig. S3). These events 
are typically in the range of 400 kHz to 7 MHz and have durations 
that often exceed 5 μs.

Type II events are formed by clusters 2, 3, and 4 that have 
shorter durations, an abrupt impulsive onset, and higher frequen-
cies compared to type I events (Fig. 2A). Because the waveforms 
are, in a smoothed form, characterized by the same types of shape 
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Fig. 2. Hierarchical clustering of acoustic data. (A) Representative waveforms for 5 global clusters further grouped into 3 types. (B) Occurrence of individual 
clusters at different confining pressures. The red dashed line indicates the location of the BDT in our experiments (C) Distance matrix and cluster dendrogram 
of all waveforms. The 1:1 diagonal is a correlation of a wave with itself. Several clusters of waveforms that occur under common conditions emerge as squares 
in the diagram. Red numbers in circles show characteristic clusters in the dendrogram; red squares highlight these clusters in the distance matrix. Each cluster 
can be further refined by higher-order differences between individual waveforms that are visualized as smaller squares within a larger cluster square and 
progressively finer branching in the dendrogram. Δσ–differential stress, Pc–confining pressure, ε–strain, Vp–longitudinal wave velocity.D
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and thus potentially similar class of microscale defects, we choose 
to group them together. Cluster 2 occurs exclusively at 10 MPa 
confining pressure, low stress, and low strain, whereas cluster 3 
occurs predominantly at pressures ranging from 25 MPa to 100 
MPa, intermediate stresses and intermediate strains, and cluster 
4 occurs predominantly at 75 MPa confining pressure (Fig. 2 B 
and C). The number of events in cluster 3 decreases with increasing 
confining pressure. Both the duration as well as frequency of all 
type II events evolve with increasing pressure; at low pressures (10 
and 25 MPa), the duration of type II events is ~2 to 5 µs, and the 
dominant frequency is ~2 MHz. At higher pressures (50, 75, 100, 
and 150 MPa), these events become shorter (from 1.2 to 0.4 µs), 
and their frequency increases to ~3, 7, 15 and 20 MHz respectively 
as presented in SI Appendix, Fig. S4.

Careful inspection of Type II signals shows additional, weak, 
high-frequency oscillations. These AE’s, called Type III events 
(global Cluster 5), have additional peaks in the frequency domain 
and are usually superimposed on main type II signals. The type 
III events are particularly visible in cluster 4, less well developed 
in cluster 3 and absent in cluster 2 (Fig. 2 and SI Appendix, 
Fig. S5). The dominant frequency of these ultra-high-frequency 
acoustic emissions evolves with increasing pressure, from ~10 
MHz to 20 MHz between Pc = 25 MPa and 50 MPa, eventually 
reaching 40 to 52 MHz at 200 MPa confining pressure 
(SI Appendix, Fig. S6).

The way that type II and type III signals combine follows a 
pattern that is closely correlated with the confining pressure. At 
10 and 25 MPa, many type II events are “pure” or in combination 
with type I events, whereas at 50 MPa, a clear type III is linked 
to the tail of a dominant type II ripple. At yet higher pressures, 
approaching a more ductile regime, the higher-frequency type III 
signals are more interwoven within type II structure (SI Appendix, 
Figs. S4 and S5). Above 100 MPa confining pressure, type III 
signals occur independently of, simultaneously with, or ahead of 
type II wavelets, and hence, also form their own Cluster 5 
(Fig. 2A). This cluster is typical for high confining pressures, high 
differential stresses, and high vp (Fig. 1C and SI Appendix, Fig. S6).

Type III “wiggles” become common signal forms at 200 MPa 
confining pressure and appear more frequently during work hard-
ening with avalanche-like patterns (Fig. 1D and SI Appendix, 
Fig. S6) Eventually, at higher mean stresses, these signals form 
semicontinuous emissions (SI Appendix, Fig. S6), a behavior typ-
ically observed during propagation of dislocation avalanches in 
metals (29–31). These AE bursts indicate successive motions with 
duration of each wavelet as short as ~200 ns. A considerable shift 
in frequency from ~45 MHz to ~52 MHz in type III signals 
during strain hardening is observed (SI Appendix, Fig. S7). A sum-
mary of the observed frequency ranges for each global cluster is 
displayed in SI Appendix, Fig. S8.

Discussion

The changes in waveform characteristics (characterized by the dif-
ferent AE Types) as well as the observed large frequency shifts as 
pressure increases and the rocks cross their BDT are probably 
linked to changes in the defect dynamics that cause the emissions. 
To estimate the importance of the path effect, we plot measured 
AE frequency against the nearest measured p-wave velocity in 
SI Appendix, Fig. S9 and observe no strong correlation suggesting 
that the source effect is indeed dominant in our data. To constrain 
this source effect, we use kinematic seismic source models to esti-
mate the variations in front propagation velocity, vf , and source 
size as an effective vibrating length, ds from the measured 

frequency, ω. Here, we use the Savage model [(32); see Materials 
and Methods for a discussion of other models]:

to link the carrier frequency shifts of signals to the nature of the 
sources. To visualize the observed frequency shifts (Fig. 3), we plot 
the cumulative probability distribution functions of recorded AE 
frequencies at all confining pressures (Fig. 3A) and the mean stress 
( (�1+�2+�3)∕3   ) vs. spectral power in the frequency domain 
(Fig. 3C). The shift in mean frequencies of sensor vibrations with 
increasing pressure and mean stress indicates that carrier frequen-
cies of the events also generally increase (SI Appendix, Figs. S10 
and S11). After estimating carrier frequencies of typical events 
from each deformation stage, we discuss the possible physics of 
the sources revealed by our analysis. In Fig. 3B, we plot the pos-
sible source dimension—propagation velocity isolines for frequen-
cies measured at individual confining pressures together with 
physical bounds imposed by the sample size and elastic wave 
propagation velocities. Clearly, we find the characteristic source 
size decreases and/or propagation velocity increases with increasing 
confining pressure as the rocks reach a more ductile regime.

To further constrain the effective source size and mean velocity 
of defect propagation, we use information in recorded event ampli-
tudes, A, at the sensor location considering attenuation effects 
( �(�, lss)   ), sensor parameters ({Λ}) and uncertainties in source 
locations (lss)—see Materials and Methods for details and calibra-
tion of the model: Amodel(�, ds , vf , lss, �, {Λ} )   . In Fig. 3D, we 
show the flow of cluster amplitudes in A(ds,vf ) space in which we 
inferred values of ds and vf using measured amplitudes and fre-
quencies of high signal-to-noise ratio (SNR) events (SNR > 3 to 
4; see Materials and Methods and SI Appendix, Fig. S12). As con-
fining pressure increases, cluster I signals (0.4 < ω < 7 MHz) 
broadly become less energetic, where low frequency, but energetic 
type I classes are more dominant at lower pressures. Therefore, we 
conclude that the effective nucleation size of type I sources 
decreases when the marble is deformed at higher pressures.

As confining pressure increases, type II signals (which includes 
clusters 2 to 4 in the frequency range 0.6 < ω < 30 MHz) typically 
show gains in velocity and reductions in effective source dimen-
sion. This source-size reduction begins to level off at higher pres-
sures as marble transitions to a more ductile regime. With the 
increasing dominance of type III events at higher pressures, mean 
velocities and effective source dimensions both increase. In fact, 
moving towards type III events, the overall rate of energy radiation 
must increase as high-frequency events attenuate faster. Thus, type 
III events need to have a higher energy emission rate to be detect-
able. The lower envelope of observed events in the A(d,vf ) space 
is likely a consequence of our detection sensitivity since it lies 
along a minimum amplitude contour in our model. However, we 
observe increasing event clustering, i.e., more localized clusters, 
in the d- vf  space with higher pressure (i.e., ductile regime). 
Conceptually, this observation suggests that the sources of dissi-
pations are more uniform in the ductile regime compared to those 
in the low-pressure, brittle regime. Typically, we observe that Type 
III events occur in distinct, semicontinuous, emissions. Thus, we 
posit that the type III events might result from dislocation ava-
lanches. The density of moving dislocations is proportional to 1/l2, 
where l is a length-scale characterizing the spatial distribution of 
dislocations as the distance between parallel slip lines (therefore 
effective dsource ~l ) (31, 33). Source sizes as small as 1 to 5 µm might 
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indicate dislocation densities of ~2 × 108 cm−2—an order of mag-
nitude comparable to the densities reported for deformed samples 
(18). Based on the above analyses, we hypothesize that the three 
main types of AEs correspond to three defect populations: cracks 
(type I), twins (type II), and dislocation avalanches (type III) as 
summarized in Fig. 4. All of these defects are commonly observed 
in postmortem observations of marbles deformed over this pressure 
range (3, 18, 19) and are known to produce AEs in various metals 
and ice (29–31). But, to date, this correlation of AE’s and defect 
dynamics has not been reported for rocks. Further work is needed 
to firmly establish the connection between emitted waveforms and 
individual defect types in experiments where visual observation of 
defect activity is possible (SI Appendix, Supplementary Text) and then 
use this understanding to analyze finer scale waveform patterns (e.g., 
differences between local clusters).

In conclusion, our experimental results coupled with the AE 
clustering and frequency analysis strongly indicate that we can a) 
detect real-time signatures of the microscale defects during rock 
deformation and b) detect significant changes in AE signatures 
associated with the BDT of Carrara marble. We suggest that ultra-
sonic emissions carry information regarding the complexity of 
sources and that their interactions can be used to characterize 
crystal-plastic deformation as well as brittle processes. A critical, 
first-order observation from our experimental results is that accu-
mulated AE count and AE energy follows a distinctly different 
pattern with strain (Fig. 1 and SI Appendix, Fig. S3) than the 
stress–strain curve. Considering the AEs as indicative of energy 
dissipation due to microscale defects, the AE datasets provide a 
real-time measure of dissipation instead of snapshots characteristic 

of the beginning and end of deformation, as is typically available 
from postmortem microstructural data. This opens up the exciting 
possibility of testing/calibrating scale-free visco-elasto-plastic rhe-
ological models using experimental energy dissipation measures 
and separating the microstructural contribution of elastic vs. var-
ious visco-plastic deformation processes using AE clusters. With 
further instrumental improvements, for example, increasing the 
SNR, increasing the frequency range, using a larger number of 
sensors for source location and moment tensor inversion, and 
improving harvesting of events in the noise level, etc., we envision 
that our approach can be employed to improve our understanding 
of defect dynamics and to aid the development of a new generation 
of microstructural process-guided rheological models for rocks. 
With development of high-temperature piezo-sensors, we expect 
that dynamic signatures of defects can be detected also in silicate 
rocks, which are more abundant on Earth than carbonates.

Materials and Methods

We deformed cylindrical samples (10 mm in diameter and 20 mm in length) 
of dry Carrara marble in a Paterson gas-medium, deformation apparatus under 
conventional triaxial loading (34) (SI Appendix, Fig. S13 and Table S1). We applied 
confining pressures ranging from 10 MPa to 200 MPa, which is sufficient to cross 
the BDT at room temperature (3, 7) (SI Appendix, Figs. S1 and S14). In all our 
experiments, we used two custom-made, miniature piezo-sensors on top and 
bottom of the sample, covering a broad range of frequencies (from 70 kHz to 
65 MHz). Sensor response is shown in SI Appendix, Figs.  S15–S17. We used 
these sensors to measure the evolution of longitudinal wave velocities (vp) in 
active mode (SI Appendix, Figs. S18 and S19) and to record acoustic emissions in 

A B

C D

Fig. 3. Frequency Evolution of AEs and inferred defect size–propagation velocity relationships. (A) Cumulative distribution of frequencies indicates a progressive 
increase in mean frequency of acoustic waves with increasing pressure. The black dashed line shows the typical upper sensitivity limit of AE recordings in 
conventional rock mechanics experiments. (B) Observed frequency and inferred defect size–front propagation velocity relationship based on the Savage source 
model. Propagation velocity increases, and/or the mean source size decreases, with increasing confining pressure. Vs – transverse wave velocity. (C) Mean stress, 
(�

1
+�

2
+�

3
)∕3 vs. spectral power at frequency. Note the progressive shift to higher frequencies with increasing mean stress. The red dashed line shows the 

location of the BDT in our experiments. (D) Flow of clusters in amplitude, A, propagation velocity, v
f
 and effective source dimension, d

source
 parameter space. 

The measured amplitudes and frequencies are used to infer effective source size and mean front velocity. The observed inflection point hints at the transition 
to a regime where the spread of clusters (in this space) becomes smaller, i.e., the characteristics of energy dissipation sources become more homogenous.
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passive mode during the experiment. We source located some of the AEs along 
the sample height using measured sound velocities and signal arrival times 
(SI Appendix, Fig. S20).

Microstructure Analysis. To document the main defect types operating in the 
brittle as well as ductile regime, we performed two experiments using split cyl-
inders deposited with a regular microscale grid with a spacing of 10 µm using 
the “microscale strain measuring technique” (MSSM) (35). MSSM allows us to 
analyze the same areas before and after deformation and document changes 
that occurred during the experiment. To quantify the density and orientation of 
individual defects, we manually trace the features on optical high-magnification 
(700×) images. We analyze the shape preferred orientation (SPO) of both cracks 
and crystal-plastic deformation features (twins and slip lines) using the “paror” 
and “surfor” methods that rely on the projection of the digitized features to extract 
both the preferred orientation(s) as well as the strength of the SPO (36). An iso-
tropic shape would give a constant projection function of b/a = 1 and round 
characteristic shape, a line will have sharp minima of b/a = 0 at a given angle, 
θ, which corresponds to the SPO. Microstructural observations document abun-
dant microcracks that are dominantly oriented parallel to the loading direction 
suggesting mode I cracking irrespective whether a macroscopic fault developed. 
As shown in SI Appendix, Fig. S2, the SPO is stronger and the area affected by 
cracks is larger at lower pressures than at higher pressures (aspect ratio, b/a, of 
the fabric is 0.64 vs. 0.72 and the crack density is 89.3 ± 7.7 mm2/mm3 vs. 35.2 
± 2.6 mm2/mm3 at Pc = 25 MPa and 75 MPa respectively). Crystal-plastic defects 
form a strong SPO inclined oblique to the loading axis close to the orientation of 
maximum resolved shear stress and exhibit a monoclinic characteristic shape. The 
density of these defects significantly increases from 17.1 ± 5.8 #/mm to 98.9 ± 
22.4 #/mm at Pc = 25 and 75 MPa, respectively (SI Appendix, Fig. S2 B and E).

Attenuation Considerations. Marble’s attenuation coefficient, α, quanti-
fies the energy loss with wave propagation distance. As a first-order approxi-
mation, attenuation is linearly related to frequency as � ∼ ��   . We define 
dB = 20 × log (V∕Vref)   where V is the measured voltage amplitude, Vref is a 

reference voltage, and the coefficient β is ~1.125. We hence assume that marble 
does have an approximately linear frequency spectrum with low attenuation as 
observed in previous work (37, 38). As a first approximation, we assume vp = 6 
km/s and consider the variation of velocity to be trivial (for high confining pressure 
>100 MPa tests this variation is less than 10%).

We now estimate how detectability of signals is affected due to the attenuation 
of high-frequency waves: � =

dB

cm
=

dB

vpt
= �� ; then dB

t
= vp�� = 0.81� 

(attenuation per micro-second). Assume that the maximum radiation amplitude 
field in vicinity of the source is Asource

max
 (in mV) and that the distance of the source to the 

sensor is lss; the amplitude of the first arrival in the sensor location then reads as fol-

lows: Asensor
(

t = tp−arrival
)

[in dB] = 20log

(

Asource
max

A
ref

)

− 0.81� × lss × v−1
p

 ; 

assuming A
ref
≡ 1 we get 

Asensor
(

t = tp−arrival
)

[in dB] = 20log
(

Asource
max

)

−

0.81� × lss(cm) ⇒ Asensor−mv = 10log(A
source
max )−0.066×�×lss (cm)

(the later equation is in linear scale and not in dB units).
Now let us assume a background noise level (nl) with amplitude of Anl(ω). To be able 

to record the first peak above the noise level (without considering amplification of sig-
nals), one should satisfy a minimum condition irrespective of the intensity of the source: 
Asensor(t = tp−arrival) > Anl(𝜔) , which leads to Asensor

(

t = tp−arrival
)

> A
nl
(𝜔) ⇒

10log(A
source
max )−0.066×𝜔×lss (cm)

> A
nl
(𝜔) ⇒ Asource

max
> Anl(𝜔) × 100.066×𝜔×lss (cm).

This inequality relation gives a minimum condition of signal detectability 
without considering amplification of signals. Further, we assume the noise 
level is ~100 μV (at 1 MHz) and reaches to ~220 μV (at 60 MHz). Approaching 
longer distance and higher frequency, the minimum power of radiation in the 
source point should increase to satisfy crossing the noise level. Applying 50-dB 
amplification and above to the receiver sensor, the signals up to ~50 MHz and 
distances as far as 10 mm will be detectable. Considering the variation of elec-
trical noise level and potential nonlinearity of α dependent to higher-orders of 
frequency in poly-crystalline materials due to scattering loss (37, 38), we expect 

Fig. 4. Summary of observations. (A–C) The final appearance of the sample after deformation at a fixed pressure. At higher pressures, the deformation is 
dispersed through the sample and no faults formed. (D–F). Characteristic microstructures. Note how defect density increases and crystal plastic defects become 
more abundant with increasing mean stress. Gray–grain boundaries, red–crystal plastic defects (slip lines and twins), black–brittle defects (microcracks and 
pores). (G) Schematic of microstructural processes occurring during deformation and their postulated ultrasound signatures (H–J).
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that probability of recording emissions in full length of the sample decreases 
rapidly with increasing emissions frequency. In conclusion, we expect that atten-
uation will make it more challenging to detect (ultra) high-frequency AEs. More 
accurately, according to a theoretical model for longitudinal wave scattering in 
poly-crystalline materials, three scattering regimes are recognized based on wave-
length of signals ( �l ): 1) 𝜆l ≫ 2𝜋D as Rayleigh scattering regime, 2) �l ∼ 2�D 
as stochastic scattering regime, and 3) 𝜆l ≪ 2𝜋D diffused scattering regime in 
which D is the average size of grains. Considering D ≈ 100 μm, �l = vp�

−1 

and vp = 6 km/s, the Rayleigh scattering regime falls in 𝜔 ≪ 60 MHz. As an 
approximation, when the wavelength is larger than three times the grain size 
( 𝜆 ≫ 300 μm → 𝜔 ≪ 20MHz ), the attenuation as a function of frequency 
evolves in the form of ω2 (38). For higher frequencies, the attenuation due to 
scattering loss becomes independent of frequencies. We have ignored such non-
linearity in the above calculations and approximated a linear attenuation rate.

Data Processing: DTW and Hierarchical Clustering. We use the DTW (39–41) 
distance measure to compare the similarity of different waveforms across the 
experiments. The DTW algorithm finds the temporal alignment between two 
waveforms (by allowing nonlinear stretching) that minimizes Euclidean dis-
tance between them when aligned, as illustrated in Supplementary SI Appendix, 
Fig. S21. The waveforms are “warped” nonlinearly in the time dimension to deter-
mine a measure of their similarity independent of certain nonlinear variations 
(stretching, shifting) in the time dimension. The final DTW distance measure is 
the Euclidean distance between the target and the warped waveforms.

We use DTW as the distance measure for our analysis since its properties allow us 
to address two key challenges in our dataset: a) different length of the AE waveforms 
for different datasets due to changing event durations, and b) strongly changing fre-
quency content of the AE waveforms as a function of pressure. These characteristics 
make the DTW distance different from the more standard cross-correlation-based 
methods that are commonly used in seismic data analysis. Thus, using DTW distance 
can allow us to statistically compare the waveform shapes in the experimental data-
sets from 10 MPa to 200 MPa confining pressure by calculating nonlinear stretching 
to compare waveforms with very different dominant frequencies. This enables us, 
as shown in Figs. 1 and 2, to find characteristic AE waveform shapes on the local 
(i.e., within each individual experiment) as well as global (i.e., on all emissions 
form all experiments) level. For our final analysis, we compute the DTW distance 
for each waveform pair and then normalize by the length of the longest waveform 
(in the pair) to get a normalized DTW distance that is insensitive to the length of the 
original waveforms (to prevent trivial grouping of data from individual experiments 
together). We have tested the accuracy of this approach using synthetic waveform 
datasets with waveforms of different lengths. Recent studies have shown that in 
many cases, DTW, which has a higher computational cost, is a superior distance 
metric for time series clustering when compared to cross-correlation or direct dis-
tance measures between unstretched waveforms (42).

With the full-normalized DTW distance matrix (shown in Fig. 2), we use the 
hierarchical clustering algorithm to group the waveforms into representative 
clusters in an unsupervised manner (43). We use the agglomerative hierarchi-
cal clustering (AHC) algorithm since it organizes the waveform datasets with a 
bottom–up approach: It first combines the two closest waveforms into a cluster 
and progressively repeats this grouping until the whole dataset is clustered into 
increasingly larger groups as shown by the different levels of the dendrogram 
in Fig. 2. Thus, the AHC allows us to naturally see the waveforms relationship 
across different levels of similarity. The merging of waveforms into clusters in the 
algorithm is determined by the linkage criterion. For the analysis in our study, 
we use the Ward linkage method (44).

Ward’s method seeks to choose members of clusters in a way that minimize 
the increase in the sum of squared differences within each cluster. This variance-
minimizing approach is conceptually similar to the k-means clustering method. 
Although there are a number of other potential linkage function choices (e.g., 
single, complete, median), Ward linkage is observed to typically produce the most 
meaningful and balanced clusters for numerical data (45). We systematically 
compared the results of the clustering analysis using the other linkage choices 
and find that AHC with Ward linkage provides the most meaningful waveform 
clusters. The other key parameter for the final clustering is choosing the number 
of clusters. Classically, the AHC analysis uses a cut of the dendrogram at a chosen 
DTW distance to determine the cluster assignment. However, this approach has 

the challenge that it weights the clustering to separate out the more outlier events 
first in the first few clusters, and a large number of clusters (typically > 6) are 
needed to discern the more subtle waveform differences we are interested in. 
Thus, after careful analysis of clustering results with number of clusters ranging 
from 3 to 10, we chose a nonsingular distance cut of the dendrogram to deter-
mine the cluster assignment. Although we acknowledge that this approach is 
subjective, we find that this improves the clustering interpretability significantly. 
Additionally, this conceptual approach has been explored in some of the newer, 
density-based clustering algorithms (46). This is an area of active research for 
improving the accuracy of hierarchal clustering algorithms and making them 
less sensitive to a few noisy events.

Note that we do not use the spectrogram or other frequency-based methods 
for waveform classification since the experiments at different pressures have 
very different frequencies. The spectrograms are shown in SI Appendix, Fig. S22 
and illustrate the spatiotemporal differences in the frequency content of each 
representative waveform.

Estimation of Source Size and Propagation Velocity From Frequency of 
Emissions. To relate frequency of emitted waves to various source models, one 
must consider the full sensor response where the amplitude-time of recorded 
waveforms are mixed responses of sensor assembly, rock itself, and source. We 
have therefore calibrated the low-frequency sensor employed in our tests using 
a laser Doppler vibrometer. Calibration results indicate that the rise portion of 
the signal (defined as the p-wave arrival to maximum amplitude of the first 
motion) scales roughly with particle velocity dominated by out-of-plane com-
ponent [(47) and SI Appendix, Fig. S17]. We assume the same calibration holds 
for high-frequency sensors. To elaborate on the rise time of sensors, we used ball 
drop tests with different release heights and confirm that the rise time correlates 
with the colliding velocity (and then contact time) of the balls. Slower collision 
velocity results in longer rise time, whereas faster collision at the interface yields 
shorter rise time. In our analysis, we assumed the signal’s corner frequency is the 
same as corner frequency employed in the tested theoretical model. We note that 
transition in dominant frequency of signals is not sensor dependent; keeping the 
same sensor set-up (both top and bottom sensors) and changing the confining 
pressures results in clear shifts to higher-frequency emissions.

The Savage model assumes a rectangular source with a width of W which prop-
agates (W × l: size of source). The front travels half-width in t-time with velocity, vf; 
t is assumed to be rise time in longitudinal signal. The corner (angular) frequency 

in a given direction from source is given by: � =
(2vp∕ds )(v

2
p∕v

2
f
+cos2 �)0.5

v2p∕v
2
f
−cos2 �

   , in which 

vp is the P-wave velocity and vf is the front velocity; ds is the size of the source. In 
Fig. 3B, we plotted the frequency-source size at θ = π/4 (source propagates at 
an angle to sensor) based on Marble parameters up to frequencies of 60 MHz.

Several source models exist; another established model [Sato-Hirasawa (48)] 
uses a circular source and gives the following relation: � =

f (vf ∕c)c

l
 , where func-

tion f is a coefficient dependent on front velocity. This model estimates slightly 
higher-frequency emissions for a given source size-front velocity pair than 
the Savage model. Furthermore, Madariaga’s numerical model (49) estimates 
frequency of emissions from a circular propagating source (with radius of l) as 
� =

kvf
l

 where k is a constant. Madariaga’s solution gives intermediate values for 
� (vf , l) with k ~ 2 for the front velocity of 0.9vp. In summary, while different source 
models yield slightly different source size–front propagation velocity isolines for 
a given frequency, all share the general characteristic that higher frequencies 
imply faster propagation and/or smaller source size.

Estimate of Source Parameters from Event Amplitude. Now, we consider 
amplitude of events recorded in the sensor location assuming an ideal 1D model 
of marble, while we use both attenuation as well as source kinematics information. 
The amplitude (in Volt) at distance, lss, from the source of the size dsource is given 
roughly by relationship (38): A ≈ �Λdsourcevf tsensor   , where Λ is related to the 
piezoelectric voltage constant (Volt/m; Λ−1 ~ 127 pm/V), t is inverse of resonance 
frequency of the piezo-ceramic (~0.02 µs for high-frequency sensor), and Χ is 
the coefficient related to ratios of acoustic impedances of the sensor and rock (we 

consider imperfect mismatch Χ ≈ 0.5). Combining this relationship with � =
kvf
l

   

and the estimated attenuation correction, we approximate the recorded amplitude D
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as AdB ≈ 20log
Λt�d2source

2
−� lss�   , where we implemented the effect of attenua-

tion as � lss�   . An extra amplification term must be added to the above relationship 
for comparison with the recorded events from marble deformation. Then, if the 
distance from source to sensor (lss) and recorded amplitude is known for a given 
sensor, observed frequency changes will yield source size and therefore, average 
velocity of fronts. Two further steps are considered to faithfully use this model on 
our marble data set: 1) to validate the estimates from this model, we used recorded 
signals and fast-camera videos (recorded at 6,400 frames per second) on evolving 
features observed during deformation of a calcite single crystal at room pressure 
(SI Appendix, Figs. S23 and S24). In SI Appendix, Fig. S24, we show the validation of 
the amplitude estimate measuring mean velocity of two fronts and corresponding 
emitted waves: a) a slow front with average velocity of ~0.3 m/s with emitted wave 
of frequency ~200 kHz (Movie S1) and b) a faster defect front where each branch 
evolves as fast as vf = 10 to 50 m/s with a frequency of ~1.2 MHz (Movie S2). 2) 
Errors due to uncertainties in source–sensor distance as well as sensor response and 
coupling effects. We use realizations of 20 randomly located events and plot aver-
age of Amodel(�, ds , vf , lss, �,{Λ} )   . Note, that the parameter, Amodel, ideally reflects 
the particle velocity in the sensor location. However, due to nonuniform response 
of any piezo-sensor, exact transformation of measured amplitudes to true ampli-
tudes requires more sensor response evaluation at frequencies as high as 60 MHz. 
However, we still expect that the overall A(d,vf) pattern to remain as more accurate 

sensor calibrations are obtained, but the effective source dimension could be larger 
(within a factor of 5 to 10). We use a SNR threshold of 4 (and SNR threshold of 3 for 
100 MPa events to allow few more events) for our primary analysis and choose all 
the spectral power peaks within 3 to 4 dB of the peak value. Our primary results are 
not sensitive to these specific parameter choices and have been chosen to maximize 
unbiased inclusion of high-quality events in our analysis. To estimate the peak 
spectral amplitude and frequency, we use the empirical mode decomposition and 
Hilbert–Huang spectral analysis method (50).

Data, Materials, and Software Availability. All study data are contained 
in the article and/or supporting information. These data can also be found in 
digital form in ref. (51).
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