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ABSTRACT
A type of meeting that has been understudied in the software engi-

neering literature to date is what we term the software maintenance

meeting: a regularly scheduled team meeting in which emergent

issues are addressed that are usually out of scope of the daily stand-

up but not necessarily challenging enough to warrant an entirely

separate meeting. These meetings tend to discuss a wide variety

of topics and are crucial in keeping software development projects

going, but little is known about these meetings and how they pro-

ceed. In this paper, we report on a single exploratory case study

in which we analyzed ten consecutive maintenance meetings from

a major healthcare software provider. We analyzed what kind of

information is brought into the discussions held in these meetings

and how, what outcomes arose from the discussions, and what infor-

mation was captured for downstream use. Our findings are varied,

giving rise to both practical considerations for those conducting

these kinds of meetings and new research directions toward further

understanding and supporting them.

CCS CONCEPTS
• Software and its engineering → Maintaining software; Soft-
ware maintenance tools; Documentation.
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1 INTRODUCTION
Software systems spend a significant proportion of their lifetime

undergoing maintenance [63]. For large deployed systems with a

wide customer base, software teams need to keep track of how well

the software is functioning at the various client sites, respond to any

problems that arise, and plan, develop, and deploy enhancements

[73]. Meetings play an essential role in performing this work. It is

well-known that the weekly agenda of a typical developer may be

dominated by meetings [31]. These meetings range in kind from

daily stand-ups [81] and sprint planning [33], to dedicated design

[61] and release planning [66], to impromptu [87] and retrospectives

[34]. Together, the meetings in which a team engages represent an

intricate network of activities and dependencies among them [79].

To date, meetings have been an understudied subject in the soft-

ware engineering literature, which is a surprise given how frequent

they are and given howmuch team-oriented intellectual work takes

place in them that shapes the eventual product. Exceptions exist,

with certain types of meetings that have been studied extensively,

such Agile stand-ups (e.g., [80, 82, 83]) or whiteboard software de-

sign meetings (e.g., [20, 53, 75]). Specific aspects of meetings in

general have also been examined in detail, such as meeting dynam-

ics (e.g., [5, 51, 84]), inclusivity (e.g., [18, 45]), and the impact of

hybrid and remote settings (e.g., [65, 67]).

This paper complements the existing literature on meetings in

software engineering by focusing on software maintenance meet-

ings [4]. To date, this kind of meeting has not been studied in the

literature, but from the grey literature (e.g., [1, 30, 50, 52, 56, 70]),

it is clear that it is a common type of meeting. The actual name

for the meeting varies from maintenance meeting, to technical

meeting, to weekly developer meeting, to weekly tech meeting, to

engineering meeting, and more, but we favor the term maintenance

meeting because a common trait is that the meetings take place

in the context of an evolving existing system. What characterizes

these meetings is that they: (1) serve an important role ‘in between’

the daily stand-ups many organizations employ and the dedicated,

less frequent meetings in which a specific type of work gets done,
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such as sprint planning or a whiteboard design meeting, (2) have a

core set of participants consisting of the technical and project leads,

with other team members attending as needed depending on the

topic(s) to be discussed, (3) are regularly scheduled—usually weekly,

sometimes more frequently—so that people can count on a forum

for emergent issues that require forethought and discussion, and

(4) address a broad range of issues. Maintenance meetings serve

an important role in keeping software projects going, as numerous

decisions are made regarding functionality of the software, complex

issues with deployed systems are diagnosed, and team members

can get help concerning non-trivial issues they face.

In preliminary work [4], we categorized the kinds of discussions

that take place in maintenance meetings. Across ten meetings con-

ducted by a single team from a major healthcare software provider,

we found that the team engaged in forty-five discussions (termed

topics in this paper) of fourteen different kinds, including assessing

a problem, clarifying a misunderstanding, devising a solution, gath-

ering knowledge, automating activities, performing a post-mortem,

planning a future meeting agenda, reviewing a design proposal,

and refining a ticket. This variety in the kinds of discussions held

aligns with research into weekly meetings across industries, which

found that weekly meetings tend to “discuss ongoing projects” and

“routinely discuss the state of the business” [3].

Expanding upon our preliminarywork, this paper seeks to deepen

our understanding of maintenance meetings by examining how

information creates a context for the discussions and outcomes

in these kinds of meetings. How discussions in these meetings

proceed depends on the availability of information, together with

what information needs to be produced [9, 36, 42]. In other words,

discussions in maintenance meetings on the one hand rely on in-

formation that is generated or available elsewhere and on the other

hand produce information that shapes next steps on the project.

We specifically address the following four research questions:

(1) What kinds of information do developers rely on during main-
tenance meetings?

(2) How is this information brought into the meetings?
(3) What are the outcomes of maintenance meetings?
(4) Are these outcomes captured for future reference and, if so, how?

The remainder of this paper is organized as follows. We detail

the meetings upon which we perform our analysis in Section 2 and

then introduce our methodology in Section 3. We present findings

in Section 4 and discuss implications for research and practice in

Section 5. We conclude with threats to validity in Section 6, related

work in Section 7, and our plans for future work in Section 8.

2 DATA SET
As part of our prior work [4], we obtained copies of the WebEx

recordings of ten maintenance meetings held at a major healthcare

software development company. These maintenance meetings took

place in the context of a variety of other meetings, including daily

stand-ups, backlog refinement meetings twice a week, sprint plan-

ning every other week, retrospectives (infrequent), and a dedicated

but temporary set of meetings related to a new UI initiative. The

maintenance meetings are held by the architecture committee, a
standing team that is responsible for maintaining and expanding a

software system that is in use by hundreds of hospitals. The soft-

ware stores terabytes of patient health data in the cloud and it is

considered a critical system in the overall portfolio of the company.

Meetings are always through WebEx, with some participants join-

ing from the U.S.A. and the rest joining from India. Meetings are

scheduled for one hour each, with some being slightly shorter and

others going over a bit. The team addresses what it can in the hour

and moves unaddressed items to the agenda for the week thereafter.

The meetings took place from March to July 2020. There were

twelve different participants over that time period: a product owner

and shadow product owner (O1, O2), two software architects (A1,

A2), the lead quality assurance engineer (Q1), two managers (M1,

M2), four developers (D1-D4), and an infrastructure engineer (I1).

The main product owner, the two software architects, the QA en-

gineer, and one of the managers were located in the U.S.A.; the

rest of the participants were in India. A small core (O1, A1, A2,

and Q1) attends nearly every meeting; others are only involved in

the meetings either when a topic is discussed that they themselves

placed on the agenda or when a topic requires their expertise. The

median number of attended meetings by these other participants is

4.5. Table 1 documents precisely which participants attended which

meetings.

Anecdotally and not necessarily by any metric being tracked, the

architecture committee is considered a high-performing team by

management, with management using this team and its practices

as a model for organizing other development teams.

When we requested access to the WebEx meetings, we had sev-

eral requirements. First, we wanted the meetings to be maintenance

meetings and not of the other meeting types discussed. Second, we

wanted the meetings to be consecutive over a period of time, to be

able to identify potential issues around topics recurring (which we

did not, but it was an objective in requesting consecutive meetings).

Third, we requested ten meetings total, because it balances depth,

in it being feasible to manually analyze ten hours of meetings in

great detail, with breadth, in having several months of maintenance

discussions available to examine and make sense of.

In our prior work, we found that the ten meetings covered forty-

five distinct topics [4]. While each topic was unique, underneath

were several shared objectives, ranging from assessing a problem,

gathering knowledge, or devising a solution, to reviewing a design

proposal, planning a future meeting agenda, or performing a post-

mortem, to clarifying a misunderstanding, automating activities,

or refining a ticket. Consider the following excerpt:

A2: Do you see that?
O1: Oh, wow.
A2: So, what’s on there? Zero instance. I just picked on that
because it’s 11 – Oh. That’s – that’s the reader. So, look at that.
The CPU is higher on the read replica right now. Then if we look
on their writer – Let’s look at that over the last week.

This excerpt is from a topic discussing the potential consequences

of one of the clients onboarding additional users. In this case, as

part of gathering knowledge to understand the ramifications of the

client’s plans, the team uses one of the tools in the AWS toolkit to

study the CPU load live. In observing that it is higher on the read

replica than on the write replica, they launch into a discussion as to

why this may be (with the team looking up additional information
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Table 1: Meeting participants.
Participant Preferred pronoun Role Location M1 M2 M3 M4 M5 M6 M7 M8 M9 M10

O1 she, her, hers Product owner U.S.A. X X X X X X X X

A1 he, him, his Software architect U.S.A. X X X X X X X X X X

A2 he, him, his Software architect U.S.A. X X X X X X X X X X

Q1 he, him, his QA engineer U.S.A. X X X X X X X X

O2 she, her, hers Product owner India X X X X X

M1 he, him, his Manager U.S.A. X X X X X X

D1 he, him, his Developer India X X X X X X X

D2 he, him, his Developer India X X X X X

D3 he, him, his Developer India X X X X

D4 he, him, his Developer India X X

M2 he, him, his Manager India X

I1 he, him, his Infrastructure engineer India X X

in the process) and whether the sizeable number of additional users

that are planned to be added would cause the load to go higher yet

or would not impact this part of the system.

As other examples, the team spent time discussing an architec-

tural issue in which unusually high traffic from one client could

render other clients unable to use the system, reviewing a new

feature being proposed by one of the developers, considering how

to reduce the number of idle testing environments that were still

incurring cost for the company, reflecting on the cause of an up-

grade failure, and refining a ticket that had been a placeholder for

the team needing to develop a permanent solution for a CPU uti-

lization issue. This variety is indicative of the unique role that the

weekly maintenance meetings serve: the issues are clearly distinct

from what one may find in a typical stand up or sprint planning

meeting, represent important issues in the day-to-day operations

of the project, require deliberate and thoughtful conversation, yet

are often not large enough to warrant a meeting of their own.

3 METHODOLOGY
Our study is a single exploratory case study [28] that follows a

constructivist approach. Instead of verifying previously established

theory, our study centers on exploring and understanding a partic-

ular phenomenon in its natural setting [28]. All ten WebEx videos

were transcribed by a professional transcription service and we

used the transcriptions and the videos as the sole sources for our

analyses. Our Institutional Review Board approved the study.

To answer our first research question, we performed an inductive

thematic analysis [29, 39] following the guidelines stated by Cruzes

and Dyba [23]. We examined the transcripts for when meeting

participants verbally introduced some information into the discus-

sion, following the Merriam-Webster definition of information: (1)

knowledge obtained from investigation, study, or instruction; (2)

intelligence, news; (3) facts, data. Two researchers independently

performed open coding on the first meeting, after which they com-

pared and discussed their findings to develop a first coding scheme

organizing the categories of information shared. A third researcher

reviewed and gave feedback on the coding scheme and the assigned

codes, which led to further refinements. This process was repeated

meeting-by-meeting, leading to incremental refinements to the cod-

ing scheme. Any changes to the coding scheme led to re-coding of

prior meetings to reflect the changes that were made. Throughout,

the two researchers used a process of negotiated agreement [37] for

their independent coding. When they could not reach an agreement,

the third researcher was consulted.

Once all ten meetings were fully coded, two researchers worked

together to perform axial coding, examining the internal consis-

tency of each category of information as well as potential overlaps

among categories. A few categories were merged and several as-

signed codes were changed to be consistent with one another.

To answer the second research question, we analyzed the dis-

cussion before a piece of information was mentioned to identify

whether the team member shared it voluntarily or in response to a

request from another participant. We also identified whether the

information being shared was visible on the shared screen inWebEx

and thus presumably referenced, or was brought into the meeting

by other means. Finally, we analyzed the discussion immediately

after some information was shared, because on a few occasions the

original answer was corrected by another participant. Because little

ambiguity exists in making these determinations, one researcher

performed this analysis with another verifying the results.

To answer the third research question, we followed a process

similar to the first research question, involving all three researchers

in a similarly iterative process of incremental inductive thematic

coding and review. This time, we sought to determine the various

ways in which the team concluded the discussion of each topic

(e.g., it completed the discussion with nothing further needed; after

discussing, it delegated work to someone not attending the meeting

or to someone who did attend and volunteered to take care of the

task; after discussing for a while, it deferred the topic).

Finally, to answer the fourth research question, we analyzed the

content of the WebEx videos leading up to and immediately after

each discussion concluded to assess whether the team documented

aspects of its deliberations and decisions. We examined the content

of the screen being shared to identify what kinds of notes and/or

tool actions the participant sharing the screen took publicly.

Altogether, the participants engaged in more than 3750 conver-

sational turns (switches in speaker) to which our analyses assigned

over 6500 codes. All coding was performed in MAXQDA [44]. For

confidentiality reasons, the healthcare company that provided the

data does not allow us to share the videos or transcripts that we an-

alyzed. We do, however, have permission to share the anonymized

extracts from the transcripts and anonymized screenshots of the
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videos included in this paper. Note that some aspects of the screen-

shots are blurry to obfuscate sensitive information. The resulting

coding schemes and expanded versions of the anonymized extracts

are available as auxiliary materials along with the paper, at the fol-

lowing URL: https://doi.org/10.5061/dryad.9w0vt4bn8. To perform

member checking, a near-final version of the paper was shared with

one of the architects and the CTO who instituted the architecture

committee. Each was asked to read the paper carefully and to focus

on whether our description of the meetings and discussions was

accurate.

4 RESULTS
In this section, we present the results of our analyses. The section

is organized along the four research questions stated in Section 1.

4.1 What Kinds of Information?
Table 2 presents the 36 categories of information that we identified

as being relied upon by participants in the meetings. Teammembers

verbally introduced 694 distinct pieces of information across the

meetings, meaning that on average at least once a minute some

information was shared by someone. The types of information rep-

resent a wide range. Types include information pertaining to system

execution (e.g., Deployment fact, Run-time fact), the state of

development (e.g., Feature reqest, Development progress), the

code itself (e.g., Architecture fact, Code fact), the development

process (e.g., Team process, Testing management), clients (e.g.,

Customer cost, Customer context), and more (e.g., Product

metadata, Internal costs).

A detailed description of each kind of information is provided in

the auxiliary materials associated with this paper. Here, we high-

light two particularly subtle differences. First, whereas facts concern

information that is objectively “true” and thus can be verified by

looking something up, assessments concern information that is

more subjective, but nonetheless verifiable by investigating oneself

and drawing one’s own conclusion based on the investigation. An

example Deployment fact is the following (we use underlining to

indicate what we coded as information):

A1: Um, well their costs won’t change because, um, we haven’t
changed the size of their database.

whereas an example Deployment qality assessment highlights

the more subjective nature of assessments:

A1: Our, um, Postgres tuning is already pretty bad.

In this case, one can go examine the facts of what kind of tuning

is in place, but then still needs to interpret what they see as to

whether it is indeed pretty bad.

The second subtle difference is between facts and management.

Compared to facts, which concern the state of something, e.g., the

code, a test case, or the deployed software, management concerns

information regarding prior actions that were taken or that should

be taken given certain situations. An example of Deployment

management, then, is the following:

M1: Hey, A2. I’m just curious how did the Redis get reset?
A2: Well, do you want to explain the – the – the background?
D2: So, actually whenever we do any access or additional ID
setup, we have to, um, clear the cache, Redis cache.

In response to a question, the developer explains that clearing the

REDIS cache is a necessary step after they do any kind of work that

relates to access and user IDs, because otherwise the cache holds

old data.

The kinds of information shared most often reflect the software

being in use (Run-time fact, Deployment management, Deploy-

ment fact, Issue detail) and under active development (Devel-

opment progress, Code fact). The team performs its work by

accounting for what is happening at their customers, considering

what kind of effect decisions might have on the customers’ use, and

addressing emerging issues in the field. The product’s owner, for

instance, brought up a key point as the team was debating whether

and how to scale some cloud service (Customer context):

O1: [client name] reached out to me today, and in the next few
months they were thinking of onboarding a few more, um, of
their clients, which would potentially double the number of calls.

A bit later this led to one of the architects reminding the team

that the current load on one of the servers involved was near its

maximum already (Run-time fact):

A1: What if they – what if they increase the size of their data-
base? We’re already heading 90% during...

In this context, too, we often observed the team sharing facts about

the current state of the code when they deliberated how to tackle

certain problems. The following Code fact illustrates:

D1: So, essentially, that means that I’m going back to the API,
[component name] API, and it is responding back to me with a
list of applications. So, that is one response time.

In this case, the developer walks through how the current code

works to discuss where they may be able to make changes.

Some types of information have been advocated by the design

rationale literature as important to capture for later (e.g., decisions

[8, 38], alternatives [10, 88], rationale [16, 57]). Besides 17 instances

ofArgument, which represents an underlying reason for some past

action, we did not witness these kinds of information being brought

back. Instead of referring to the actual decision or constraint that

was made, the participants refer to the current state of the code

that embeds that decision or constraint. That is, the team relies on

what in many ways are the manifestations of past deliberations.

The following Architectural fact, for instance, is clearly the

result of an important decision made in the past:

A1: So, because both, um, you know, tenants or clients, whatever,
share the same compute layer, um, it is possible for one client to,
uh, negatively affect – affect the other...

The original decision, which concerned a choice of architectural

style and associated cloud-based infrastructure, shows through, but

it itself is not being recounted here.

Some topics relied on a large amount of information, with the

top five topics involving 52, 51, 48, 48, and 48 times, respectively,

that some information was brought up by a team member. Topics

that involved devising a solution to a problem, performing a post-

mortem, and discussions about automating certain activities in the

development and deployment process involved on average the most

information being shared in the discussion. Topics that involved

planning how to triage tickets, defining a future meeting agenda,

and sharing information about future projects involved the least

https://doi.org/10.5061/dryad.9w0vt4bn8
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Table 2: Frequency of Different Kinds of Information Verbally Introduced (694 Total).

Category # % Category # % Category # %
Run-time fact 66 9.5% Issue 21 3.0% Misinformation 8 1.2%

Development progress 53 7.6% Argument 17 2.4% Analogous solution 7 1.0%

Code fact 48 6.9% Testing progress 17 2.4% Documentation progress 6 0.9%

Deployment management 47 6.8% Change difficulty 16 2.3% Customer cost 5 0.7%

Deployment fact 43 6.2% Prior issue 13 1.9% Functionality reqest 5 0.7%

Issue detail 43 6.2% Deployment qlty assessment 12 1.7% Code qality assessment 4 0.6%

Customer context 39 5.6% Testing management 12 1.7% Documentation qlty assmnt. 4 0.6%

Infrastructure funct. 36 5.2% General programming knwl. 11 1.6% Architectural qlty assmnt. 3 0.4%

Team housekeeping 35 5.0% Internal cost 11 1.6% Product metadata 2 0.3%

Testing fact 27 3.9% People expertise 11 1.6% External dev. progress 1 0.1%

Architectural fact 25 3.6% Best practice 10 1.4% Infrastructure progress 1 0.1%

Team process 24 3.5% Testing qality assessment 10 1.4% Non-functional reqmnt. 1 0.1%

amount of sharing. The fact that sharing information about future

projects involved among the least amount of information sharing

might seem counter intuitive, but can be explained because these

topics involved quick heads-ups rather than elaborate discussions.

A small but interesting category isMisinformation, which rep-

resents when someone shared some information that subsequently

was corrected. This happened only eight times, but reflected pivotal

moments in the discussions. Consider the following extract:

A1: I will say that, um, [component name] did not have a UI for
the lab or the mappings, so. It would be something new, I guess.
O1: So, would the –
O2: [component name] – [component name] has it. I don’t know
if we are talking the same, but, um, I don’t know if you’re talking
about these mappings. Are you talking about this?
A1: Yeah, I can show my screen really quick.
O2: Yeah, and even – even this mapping is there.

While devising a solution, one of the architects asserts that some

part of the system does not have a user interface. O2 corrects the

architect, points out that it does, and the architect then corrects

themselves and shares their screen to show that, indeed, that part

of the system does have a user interface, with O2 subsequently

pointing out an important aspect of the interface (the mapping).

Had O2 (the shadow product owner) not brought up that the user

interface exists, the team might have gone down a design path that

would be superfluous.

4.2 How Is It Brought Into the Meetings?
Not all information is shared in the sameway.We identifiedwhether

information was brought up voluntarily or by reqest, examined

if each request for information was answered or left the discussion

with missing information, whether any information that was

shared was subsequently corrected and thus was misinformation,

and if the information was shared via some tool on screen or was

shared otherwise (e.g., frommemory or from a tool whose content

was not shared at that time).

Many times information was casually included as part of a

broader point being made. Consider the following excerpt referring

to an Analogous solution:

A1: We – we could do some sort of round robin. And then, if we
do have an endpoint that is misbehaving, start applying back

pressure, or – or exponential back-off where we – kind of like
we do with the Elasticsearch. If – if you take longer than five
seconds, then we’re only gonna send you one message every five
seconds then. Right? Something like that.

Note how the information—in this case a reference to a similar kind

of solution used elsewhere in the code—is brought up. It acts as

an invitation to follow up on the reference if needed (e.g., “What

did we do again?”, “Explain that to me”), but in the absence of such

requests it is assumed that the reference is understood and helps

clarify the solution that the team member is proposing here.

Other times, information is shared to set the stage for the fol-

lowing discussion. Consider this example, which involves three

pieces of information being shared (Issue, Run-time fact, and

Functionality reqest):

I1: Um, so, the thing is this morning some of the environments
were down. The machine processing was at scale and then could
not could not serve the request in time. The [other internal team
name] wanted to have a dashboard or something to detect these
kind of problems.

The infrastructure engineer brings up a problem for the team to

consider, shares a fact about the state of the run-time environment,

and explains that an internal team wants to be able to monitor

and detect if this problem arises again. A discussion follows dur-

ing which they realize they might be able to leverage a newly

implemented run-time data collection tool, briefly touch upon the

information that should go on the dashboard, discuss details of a

possible implementation, and decide when they will work on it.

For all excerpts that we have shown thus far, the information

was voluntarily contributed, that is, the team member shared it out

of their own volition without any prompt by another team member.

They simply included the information in the course of making a

contribution to the discussion. Such voluntary information sharing

was dominant (595 out of 694 total shared pieces of information

were shared voluntarily). The remainder was shared by request:

before someone shared the information with the team, someone

in the meeting asked for it. On most occasions, the request was an

explicit question, but on several occasions it was more implicit, as

in this request for a Deployment fact:

A2: If you try to do 250 con – concurrent requests, you’re gonna
get 429-ed because we’ve got every endpoint limits any site from
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making, was it, 100 concurrent requests, right, 100 or 150 is the
default. A hundred or 150 –
Q1: I think it’s a – I think it’s 100. That’s ss – good.
A2: – 100 concurrent requests for any site on any end-point.

The architect never explicitly asked the team, instead they just men-

tioned two potential values as part of their narrative. The quality

engineer felt compelled to interject and answered with the actual

value. The architect did not skip a beat, continuing their train of

thought with the clarified limit.

In total, 146 requests for information were made out of which 99

were answered. The remaining 47 requests, however, went unan-

swered (coded as Missing information to indicate that the infor-

mation requested never was provided), with the discussion simply

continuing. An example is the following:

A1: Is there an NFR for how long it should take? Because I think
right now, it’d probably take uh, at least a maybe like a day to
process all the results and set the new type. Or should we consider
doing something with the – at query time for Elasticsearch?
O2: Mm-hmm.
A1: Um, is – is there NFR for this, or is it okay for it take – maybe
that will help make the decision. Um, ’cause currently, we do set
the value in Elasticsearch and Postgres. But we could probably
change that to do something at query time depending on what
the NFR is.

The request was for a Non-functional reqirement and went

unanswered. Indeed, the architect asked twice in the above frag-

ment (which we coded only once, since we did not code repetitions)

and later asked again. The team extensively deliberated what a po-

tentially good limit might be based on a few analogous situations,

but never resolved whether an NFR existed.

Missing information did not follow any particular patterns. Out

of the 36 kinds of information (Table 2), for 22 of them instances ex-

ist where that kind of information was requested and not provided

during the meeting. The maximum number of times some kind

of information went unanswered was seven (Code fact) and the

minimum one (various, including architectural fact, Internal

cost, and Argument).

On a few occasions (19 out of 694) the information being shared

by one participant actually is an explicit recounting of what some-

one else had said in another meeting or forum. As one example, one

of the topics concerned clarifying a misunderstanding between two

developers who were discussing an aspect of the code on Slack (a

case of Misinformation, corrected by an Architectural fact):

A2: I mean, the only – the only thing I’d – the only thing that
gives me hesitation is [person 1] wrote in bold [component name]
will not connect to public internet. What [person 2] said is, it will
be secure over SSL which is connected to the public internet.
In all five examples in this section thus far, the information was

shared from memory or from a source not shared on screen (in the

Slack example, the architect recounted what they had seen prior in

the day). This was the dominant case: out of all 694 pieces of infor-

mation that were brought into the meetings, only 75 were explicitly

visible in the content of the tool that was at that time shared on

the WebEx screen. Of those 75, sometimes a team member would

explicitly reference the content that was visible or even actively use

the tool to navigate to the desired information, as in the example in

Section 2 involving AWS. Other times, the information was visible

on the screen but conversation proceeded without evidence that

the team used or referenced the tool and its content.

Team members used a variety of tools, including Jira (which was

used to share 17 pieces of information), Confluence (17), E-mail/chat

(15), AWS tools (11), deployment/monitoring tools (11), their office

suite (1), and proprietary tools they had developed themselves (3).

A typical use of the tools was to set the stage for a topic discussion.

The excerpt below provides an example (Issue):

A1: So, I think that’s worth talking about. Um, basically, like 12
days ago, um, [person name] was trying to send, uh, automated
workflows, uh, out of the [client name 1] system, but the entire
system was being, uh, clogged by [client name 2] or, you know,
another phrase for it is like a noisy neighbor.

In this case, a team member shares the background of a reported

issue to kick off a root cause analysis by summarizing the content

from a Confluence page where one developer raised the issue and

others had already contributed notes documenting the issue and

its undesirable behavior.

While Jira, as an issue tracking platform, is ideally suited for this

kind of use, it is interesting to observe that the team had set up a

set of pages in Confluence that it calls "Ask an Architect" (shown

in Figure 1). These pages were designed as an explicit channel for

anyone in the team or even beyond the team to directly bring issues

to the architecture committee, whether it concerns something one

is not sure about, asking for design help, or verifying assumptions

one might have about the code. This avoids issues becoming lost in

the much larger set of issues that Jira tracks and also provides an

informal way to reach out to the team. The architects check these

pages regularly and anybody can add notes. In the case of Figure 1,

the issue was newly reported on March 12, 2020, with a description

in the fourth column. Notes have already been added in the fifth

column, giving the team some starting points for the discussion.

Sometimes, the team used tools other than Jira of Confluence

to introduce a topic to be discussed. On one occasion, for instance,

the meeting participants brought up Slack and showed an ongoing

discussion in a Slack channel that was indicative of an emerging

issue in the field that was not yet recorded in Jira or Confluence.

Another use of tools was to provide illustrations that helped the

team understand the behavior of the deployed system. They used

either standard AWS tooling to gain insight into the resource use of

their cloud application or would bring up amonitoring tool they had

connected to their own logging infrastructure for detailed insight

into code-level behavior. As an example, they studied test results

to remind themselves of what the various parts of the test suite

covered (four Testing facts: the first is shared spontaneously, the

second a request, the third an answer, the fourth expanded detail):

A1: So, here are the two test runs, [A2], and it looks like DB or
sorry, Merge runs everything for UI.
A2: Oh, okay. We got live site there?
A1: Yeah.
A2: Live site, local code, local test. Okay. It’s just – it’s just
everything except all the, uh, mm, perfect.

On seven occasions, the team brought up a deployment or monitor-

ing tool specifically in response to a request being made, with the

team subsequently using the tool to find the answer to the request.



ICSE ’24, April 14–20, 2024, Lisbon, Portugal Meza Soria, et al.

Figure 1: Recreation of a Video Capture of a Snippet from Ask an Architect in Confluence.

4.3 What Discussion Outcomes?
Not all topic discussions conclude in the same manner. To anchor

the analysis of our final research question—what is captured in

maintenance meetings—we therefore first studied the various out-

comes at which the team eventually arrives for each of the topics.

We identified four different outcomes: topics that were resolved,

where either what needs to be done next is fully understood and

written down in a new ticket or updated in an existing ticket for

downstream work by a programmer, or the question that was posed

to the team is fully answered online (e.g., in Ask an Architect) or in

person; delegated, where the outcome as to what to do next has

become clear, the team could keep working together to fully resolve

the topic, but someone volunteers or is assigned to do the work of

creating tickets, writing up an answer, etc. outside of the meeting;

deferred, where the team does not have sufficient information

to determine a satisfactory path forward and tasks someone with

gathering additional information to determinewhether the issue is a

non-issue or needs to be further discussed by the team; and update

complete, when someone finished giving an update to the team,

possibly answering some questions in the process. In a few cases we

were unable to determine the outcome unknown. Table 3 shows

the number of each resolution type per all fourteen discussion types

identified in our prior work [4]. We discuss examples of each in the

below, except for unknown for obvious reasons.

Table 3: Outcome per Type of Discussion.
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Assess problem 1 3 1 5

Automate activities 2 2

Clarify misunderstanding 1 1 2

Define internal practices 1 1 1 1 4

Devise solution 1 1 2

Gather knowledge 1 1 2

Manage accounts 3 3

Manage computatnl. resources 1 1

Perform post-mortem 2 1 3

Plan future meeting agenda 1 1

Plan how to triage tickets 1 1

Refine ticket 11 2 13

Review design proposal 2 1 1 4

Share info. about future projects 2 2

Totals per type 22 9 4 4 6 45

Approximately half the topics that the team handled over the ten

meetings were resolved, meaning that it considered the discussion

finished, with an answer provided or a clear action item to be

worked on downstream decided upon. Resolved issues sometimes

involved someone typing an answer to a question (e.g., in Ask an

Architect) and changing the status of the question from “new” to

“done”. At other times, the team added a new ticket to Jira or updated

an existing ticket. These tickets were not necessarily assigned to

someone during the meeting, but the team felt that the issue was

now sufficiently documented in the ticket so that, during a next

round of sprint planning, the ticket can be properly considered and

scheduled for implementation.

Sometimes someone on the team would resolve the issue during

themeeting. As one example, the team observed they should remove

running instances of their testing environment that they no longer

needed, but were still using up resources and thus incurring cost

to the company because their testing environments (and deployed

environments) run in an external cloud service. In this case, a team

member who was not sharing their screen stated that they had

performed the removal on the spot:

A2: Right. [software name] is gone, it is terminated.
A1: Thank you.
Note that half the resolved cases concerned refinement of tickets.

The ninth meeting was completely dedicated to considering a suite

of tickets in Jira that had come in, were incomplete or not fully

understood yet, and needed to be discussed by the team in order to

figure out what was going on and what to do with each ticket. In

a few cases, the discussion revealed that the new but incomplete

ticket described an issue that the team currently was working on

or had already completed under another ticket; these tickets were

closed. In other cases, the tickets led the team to perform investiga-

tive work or discuss amongst themselves what the ticket might be

about, followed by the team making updates to the tickets. Various

other types of discussions were resolved as well, including a design

proposal review that completed, two post-mortems, and a change

to an internal practice upon which they agreed in the meeting.

Delegated issues involved situations where the discussion in

the meeting did not fully complete, but was completed sufficiently

so that the team as a whole did not need to continue deliberating

at length. In other words, the team would reach a point where a

broad consensus was reached about the way forward, but not all

aspects were considered yet or some details needed to be looked

at before the outcome could be finalized. In such cases, the team

asked someone—or someone volunteered—to take it forward on

their own. In the following example, the product owner volunteered

to create a ticket based on the discussion the team had just had,

recognizing that they need to get a little bit of additional feedback

from elsewhere before doing so:

O1: Okay. Um, I think this is good. [person name 1] is meeting
with [person name 2] to go over it tomorrow. Um, we’ll get some
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feedback from here, and I guess we’ll just go from there. But, um,
in the meantime, I’ll create this ticket to bring to hmm, actually
yeah, I’ll just create this ticket.
On a few occasions, delegation also involved the team deciding

that a certain issue was not theirs to fix, but belonged to another

team. Overall, delegation occurred in nine out of 45 cases, meaning

that together with the number of resolved cases, the team success-

fully addressed two-thirds of the topics that came its way.

As compared to delegation, when the team’s discussion leads to

it identifying the way forward, deferred issues are where the dis-

cussion is inconclusive; this happened on four occasions. Typically,

the team felt that it needed additional information that would help

it decide what they were facing. Consider the following example:

A1: So, yeah, I think the more load is fine, probably.
A2: Oh, yeah. Again – Yeah, if they double it – I don’t – I don’t
think we’ll – We’ll just have to monitor and make sure it’s okay.

The topic concerns a client planning to add a significant number

of new users, with the team concerned that it may cause some of

their servers to be unable to handle the additional load that the

new users would incur. The underlying issue is that, if the load

becomes too high, it would require a re-architecting of some of their

software. The discussion, though extensive, cannot predict what the

future server load will likely be, though they feel it should probably

be okay. As a result, they defer the issue, deciding to monitor the

server instead, and only planning to return to the discussion if the

load indeed becomes problematic.

We examined whether missing information (verbal requests for

information that were not answered in the meeting, see Section 4.2)

might have played a role in some topics being deferred. Across the

four deferred topics, only four requests for information went unan-

swered, which is right at the average of one unanswered request

per topic, indicating that it is unlikely that it causes deferral. Indeed,

upon close inspection, the four deferrals all concerned situations

where the necessary information was not available at the time and

needed to be collected in future, as in the example above.

Updates took place four times and represented short briefings

where someone updates the team on an issue they had beenworking

on or a future plan. The following excerpt presents an example of

how an update on the state of application security was started by

one of the architects.

A1: Um, cool. Um, AppSec update, I just got this today. [person
name] is always very bad at planning ahead, I guess. I have a
meeting tomorrow at 10:00 to go over next steps. Um, it looks like
be doing planning, essentially.

4.4 Captured for Future Reference?
A large variety of information was captured for future reference in

support of the outcomes upon which the team decided. In total, the

team captured 186 pieces of information of 17 different kinds (Ta-

ble 4). The most frequent was Idea/alternative, with an example

provided in Figure 2. In this case, the team was discussing the issue

shown in Figure 1 and captured aspects of the discussion by editing

the fifth column in Ask an Architect for this issue. Two ideas were

raised in the discussion. The first was to attempt auto retry (about

two-thirds down in the notes), the second to use one queue per

tenant (near the bottom). Both ideas were captured along with a

variety of other things, such as a Code state capturing how the

code currently works (“Currently one queue handles both evalua-

tion and action”) and a Problem background/status of which the

architects reminded the team (“Actions should be queued”), each

listed at the top of Figure 2. One of the architects took these notes

throughout the discussion, with the notes visible on the screen be-

ing shared over WebEx so all team members could see. Eventually,

the team preferred the first idea and the second was crossed out.

Eventually, too, the team felt the issue was satisfactory resolved and

changed the status of the item from “NEW” (column 2 in Figure 1) to

“DONE” (Metadata). The team also linked (Metadata) the item in

Ask an Architect to a Jira ticket it created in the meeting to capture

the decision to create a proof-of-concept splitting the evaluator and

action services (Issue/ticket high-level description).

Ask an Architect was not the only way in which the team used

Confluence to document important information for future refer-

ence. The team also used what it calls playbook entries to record

system documentation, notes pages to hold meeting notes, and topic
pages to document specialized knowledge concerning important

subjects. Interestingly, despite the goal of capturing notes for every

meeting and despite the template for notes pages, they kept formal

notes in only two meetings; all other times, no notes pages were

created, although information was captured in other ways as the

above example of using Ask an Architect illustrates. One of the two

cases where they did create a notes page concerned a post-mortem,

which had the explicit goal of documenting ways in which the team

could improve aspects of the process it uses to address situations in

which someone breaks the master build. The debrief resulted in a

new process (Plan of action) that they detailed, including which

leaders should be notified if the problem recurs (Best practice).

Figure 2: Recreation of a Video Capture of Code Fact and Two
Ideas/alternatives Being Documented in Ask an Architect.
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Table 4: Frequency of Different Kinds of Information Captured (186 Total).

Category # % Category # %
Idea/alternative 36 19.4% Action item 7 3.8%

Team process 23 12.4% Issue/ticket high-level description 5 2.7%

Metadata 19 10.2% Implementation goal/scope 4 2.2%

Discussion item 19 10.2% Scheduling estimate 3 1.6%

Design feedback 18 9.7% Reqirement 3 1.6%

Code state 14 7.5% Impact estimate 2 1.1%

Implementation roadmap 11 5.9% Administrative decision 2 1.1%

Rationale 9 4.8% Best practice 2 1.1%

Situation’s background/status 9 4.8%

Compared to Confluence, which was used to capture 141 pieces

of information, Jira was used 44 times. Given its role as a repository

of issues to be addressed in the code base, this is not too surprising,

because not everything the team discusses directly results in specific

code tasks. Still, the kind of information captured in Jira was broader

than just Issue/high-level description, with Idea/alternative,

Design feedback, Rationale, and Implementation goal/scope

also happening six, six, six, and three times, respectively.

Figure 3 provides a final example of how the team works and

documents its outcomes. As part of a discussion to improve the test

suite of the system, the team created a topic page in Confluence and

took notes as they settled on the overall Implementation roadmap

(only a small part shown) and Scheduling estimate. They included

Rationale as to why they should do a proof-of-concept now, not

later, and left as an Action item that someone should take the

roadmap and turn it into specific Jira tickets.

While a great deal of information is captured, it is not done for

every topic. Capture took place for 26 out of 45 topics. A few inter-

esting patterns exist in when the team does and does not document.

When work was delegated, for instance, discussion information was

only captured a third of the time and never captured to whom the

topic was delegated; it was assumed that someone would remember

and inform the person. For deferred topics, no information was

recorded at all; the same was true for topics that were updates to

the team.

The type of discussion held also seemed to influence whether

information was captured. Surprisingly, none of the topics focusing

on assessing a problem (five) or gathering knowledge (two) involved

information capture. Both of these types of discussions are focused

on obtaining information that the team does not have, which should

make it prudent for the team to document what it learns in the

process so it can be used at a later time. It seems that in these cases,

however, the team is content with discussing the topic and letting

whomever led them take the information forward.

5 DISCUSSION
Our study is novel in focusing on software maintenance meetings, a

type of meeting that to date has not been studied in depth. Similar to

Ko et al. [42], who catalogued the types of information developers

seek, we chose to focus on the role of information. Ko et al. found

21 types of information sought, with about one third focused on

code. Our study reveals an even broader set of information relevant

to software maintenance meetings, but with much less focus on

code and more of a focus on run-time and deployment information

as well as architecture and process-related information. This is not

surprising, given the higher-level tasks in which the architecture

committee engaged and given that the teamworks on a cloud-based

system. Our study further differs from Ko et al. in also documenting

the resolution of the topic discussions as well as the information

capture practices in which the team engaged.

Recurring meetings [60] are a regular in software organizations

with, for instance, Agile stand-ups [80, 81], bug triage meetings [78],

and weekly status meetings [47] all having been studied before. The

software maintenance meetings we examined sometimes involved

activities somewhat similar to what takes place in these other kinds

of meetings (e.g., a progress update for a fix for a client, some early

pre-triaging). On the whole, however, the meetings exhibited a

strong focus on planning and problem-solving topics surrounding

the deployment, operation, and evolution of the system, instead of

updates from individuals as to how their tasks are coming along.

Our study, then, uniquely documents the effect of this different

focus on the nature and breadth of information being shared.

The software maintenance meetings we studied take place in

the context of a variety of other meetings at the organization (see

Section 2). This is in line with Lavalee and Robillard [47], who

observed a rich interconnected set of meetings taking place in their

study and argued that it is important to build an understanding of

the information flow among these meetings. Our result offer a basis

for creating this understanding by documenting precisely what

information flows in and out of software maintenance meetings,

which serve an essential role in the overall ecosystem of meetings.

In the remainder of this section, we first recap the main findings

and then discuss the implications of our study.

Takeaway 1: The deliberations taking place in maintenance meet-
ings rely on a large amount of highly varied information. On average,

some piece of information was brought up approximately once a

minute, with the diversity of the topics being addressed shining

through in the diversity of the kinds of information shared. The

fact that the system is already deployed leads to much informa-

tion being ‘fleeting’ in nature, representing the current state of

deployment or code base. Topics that involved devising a solution

to a problem, performing a post-mortem, and automating certain

activities in the development and deployment process involved on

average the most information being shared in the discussion.

Takeaway 2: A significant amount of information is captured to
document the outcomes of topic discussions in maintenance meetings.
On average once every four minutes some kind of information is
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Figure 3: Information Captured during the Discussion Centered on the Design of Major Improvements to the Test Suite.

recorded. As with information sharing, the kinds of information

being captured by the team vary strongly and especially vary with

the type of discussion held. A significant portion pertains to design

and code level guidance and decisions, but some portion also covers

the team itself and how it operates and addresses emergent issues.

Takeaway 3: Yet, only 60% of the topics that were discussed in-
volved information capture for later reference. Even though there

was a process and standard format for taking notes, the prescribed

Confluence notes pages were only used in two meetings. Only for

one-third of the topics involving delegation was anything captured

and nothing was captured for the topics that were deferred.

Takeaway 4: People are crucial to managing the meetings’ infor-
mation.With only about 10% of information being shared visible in

a tool on the shared screen, individual participants play a key role

in sharing information either from memory or from another tool

or source they have locally open on their computer. Most requests

for information were similarly answered by a participant without

referencing the shared screen. And, with 40% of the topics not lead-

ing to any notes being taken, much of the responsibility in taking

discussion outcomes forward falls on the individual team members.

Takeaway 5: Tools nonetheless play an important role. Conflu-
ence and Jira were the dominant tools for capturing information,

documenting outcomes and important aspects of the discussions.

Confluence and Jira also served an important role in agenda setting

for the topics being discussed, though other tools were also used

to locate and bring relevant information into the meetings, with

AWS and several home-grown tools essential to understanding the

actual behavior of the deployed system and associated code base.

5.1 Implications for Practice
As stated earlier, the teamwe studied is considered high-performing

by its leadership. We see this echoed in the outcomes: two-thirds of

the topics are fully resolved or delegated for final resolution, and the

deferred topics are not borne out of problems in the discussion but

represent the genuine case of needing to acquire future information

by monitoring the system. The few remaining topics were either

updates (no resolution necessary) or we could not deduce the reso-

lution from the data. In this context, we discuss what our findings

might mean for other teams involved in maintenance meetings.

Practice 1: Ensure the right team members are present. It is essen-
tial that maintenance meetings involve knowledgeable personnel.

In the case of the team we studied, the two architects shared a ma-

jority of the information (75%), partly because how long they had

been with the team. Other team members, however, were explicitly

invited to the meeting for their specialized knowledge.

Practice 2: Use tools such as Confluence and Jira, but surround
them with meaningful structure. Both in terms of kicking off topic

discussions and in capturing important outflow from these discus-

sions, the team established practices through which not just the

team but others who may need to invoke the team can easily ap-

proach it. Ask an Architect is the most powerful example, but the

team also explicitly spent time on how to best triage, re-considering

established practices in testing and handling emergencies at clients,

and documenting team processes and best practices. Such reflective

practices characterize high-performing teams [86].

Practice 3: Allow the instant look-up of information if necessary
to the discussion. Rather than postponing a topic, the team was

effective in using its tools to dynamically bring up information

about the deployed system. This was essential to a number of the

discussions. Being able to do so quickly and visible to everyone was

a key enabler in getting several topics resolved successfully. Such

‘artifact seeding’ is an important part of good practice [32].

Practice 4: Be consistent in capturing discussion outflow. Some

teams are too reliant on individuals’ memory to share important

outcomes and considerations from meetings. Being more principled

about taking notes, perhaps through collaborative notetaking as it

has shown auxiliary benefits [21, 68, 74], would be a good general

practice, particularly in light of the next suggestion.

Practice 5: Pay attention to unanswered information requests.
While the impact of the unanswered requests for information was

not a focus of our analysis, it is still possible that the team could

have done better had these been answered. A side benefit of con-

scientiously answering all requests for information is that it can

forge strong team cohesion. Ignoring others, especially when they

are remote, can have negative and long-lasting effects [76].

5.2 Implications for Research
Our findings give rise to a number of different research directions

that we believe are worthwhile pursuing.

Future Research 1: Other teams.We strongly feel that our study

should be replicated on other teams with other characteristics,

including, among others, a lower-performing team, a team working

in a different domain, and a team working with different tools. By
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juxtaposing results from such studies, more can be learned about

effective and less effective practices in maintenance meetings.

Future Research 2: Conversational analysis. A logical next step

is to perform a detailed analysis of the conversations that take

place, to examine in detail the impact of the information shared

on the discussions taking place. Answering questions such as if

the information is relevant and how it impacts the discussions and

outcomes is important to identify best practices (e.g., [5, 54]).

Future Research 3: Tools. Design rationale tools have long been

explored to capture meeting outcomes in software development

(e.g., [15, 22, 48, 85]). Given that our findings show that not all topics

in maintenance meetings concern design, more general meeting

capture tools as explored in the CSCW and HCI literature might

be more applicable (e.g., [68, 71, 91]). With new AI-driven meeting

capture tools offering automated transcription and summarization

(e.g., [2, 41, 89]), opportunities exist for exploring new maintenance

meeting tools that offload much of the notetaking responsibility.

Future Research 4:Meeting ecosystem. No meeting stands alone

[3] and so it is with maintenance design: as already stated, the

meetings we studied are part of a rich ecosystem of many different

meetings for the team and its members. As others already noted

[47], it is important to study how these meetings interconnect,

particularly in terms of the information flow amongst them.

6 THREATS TO VALIDITY
Our findings are subject to a variety of threats to validity. First is

the issue of representativeness. The 36 categories of information

that we witnessed being shared may not be representative of all

categories shared across all meetings held by the team. Similarly,

the set of 10 meetings may not be representative of all meetings

by the team. By choosing a window of nearly three months we

hope to have reduced this potential issue. Other issues related to

representativeness (e.g., single team, high-performing team, single

company, healthcare domain, cloud-based system) are an artifact

of the research methodology of a single exploratory case study.

Additional studies of other teams in other situations are necessary.

Second is the threat of incompleteness: because only a single

screen was shared at the time, it is possible that team members

engaged in invisible work that could influence our findings, for

instance by sharing quick notes with each other or privately captur-

ing discussion notes for later use. Additional study is necessary to

understand the prevalence and potential impact of such practices.

Third are potential concerns with the study execution in terms

of the consistency and stability of the analysis process, together

with the confirmability of the results. To counter this threat, we

followed established practices in inductive thematic analysis, with

two researchers performing coding independently before compar-

ing and resolving notes and a third researcher providing indepen-

dent feedback at each step. Additionally, as described in Section 3,

we performed member checking. Both the architect and the CTO

felt that our description of the meetings was accurate, our coding

seemed appropriate, and results, though including some surprises

(e.g., frequency of information sharing, limited capture of informa-

tion), aligned with their perceptions.

7 RELATED WORK
Software maintenance has been studied from a broad range of per-

spectives, including but not limited to empirical studies of develop-

ers making code changes (e.g., [13, 14]), novel tools to understand

and modify code (e.g., [26, 64]), characterizing different mainte-

nance activities (e.g., [19, 49], visualizing code (e.g., [46, 90]), and

re-engineering and refactoring (e.g., [27, 35, 58, 59]). A particularly

relevant thread of work has examined the information needs of soft-

ware developers in their day-to-day programming (e.g., [24, 42, 72])

and created new tools for helping them deal with these information

needs (e.g., [24, 43]). Our work follows this thread and contributes

a first look at both information needs and information capture in

maintenance meetings.

Closely related to our work are studies of Agile meetings (e.g.,

[80, 81]), studies of designmeetings (e.g., [25, 55, 57, 61]), and studies

of hybrid and remotemeetings (e.g., [6, 62, 67]). Ourwork is inspired

by these studies documenting in detail a range of phenomena that

take place in different kinds of software development meetings and

follows a similar methodological approach. It is unique, however,

in our focus on maintenance meetings specifically and the role that

information has in setting a context for the work that takes place

in these meetings.

To the best of our knowledge, no studies have been performed to

date detailing the role of Confluence or Jira in software development

meetings, though issue tracking has been studied extensively (e.g.,

[7, 12]) and the use of wikis in software development has also been

a subject of study (e.g., [17]). Our findings are unique in detailing

the use of these tools in software maintenance meetings.

An extensive strand of research has sought to develop tools that

help capture aspects of meetings, whether specifically for software

development discussions through design rationale tools (e.g., [16,

22, 40, 85]) or more broadly through generic meeting capture tools

(e.g., [11, 17, 69, 77]). Our work at this time does not seek to develop

a tool, but has implications for the design of such tools.

8 CONCLUSIONS
Maintenance meetings are the heartbeat of a software project: they

are necessary to ensure a project keeps on track, emergent issues are

addressed, and new ideas are fostered and have a place to be vetted.

This paper contributes a first look at the kind of information that

flows into software maintenance meetings, how it flows into those

meetings, what kinds of outcomes result from the discussions in

them, and what information is captured in the meetings to support

downstream activities. Among others, our findings include that: (1)

developers rely on a wide variety of information in the discussions

in these meetings, (2) they use a range of tools to share additional

information, (3) they successfully address most topics brought up

in the meetings, and (4) only 60% of the topics involve information

being captured for later use.
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