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Making sense of Al systems development

Mateusz Dolata and Kevin Crowston

Abstract — We identify and describe episodes of sensemaking around challenges in modern Artificial-Intelligence (Al)-based
systems development that emerged in projects carried out by IBM and client companies. All projects used IBM Watson as the
development platform for building tailored Al-based solutions to support workers or customers of the client companies. Yet, many
of the projects turned out to be significantly more challenging than IBM and its clients had expected. The analysis reveals that
project members struggled to establish reliable meanings about the technology, the project, context, and data to act upon. The
project members report multiple aspects of the projects that they were not expecting to need to make sense of yet were
problematic. Many issues bear upon the current-generation Al’s inherent characteristics, such as dependency on large data sets
and continuous improvement as more data becomes available. Those characteristics increase the complexity of the projects and

call for balanced mindfulness to avoid unexpected problems.

Index Terms— Atrtificial Intelligence, Empirical study, Industry, Social issues, Software engineering, Systems development
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INTRODUCTION

HE potential of Artificial Intelligence (AI) technology
Thas led to its increased use by companies and individ-
uals [1], [2], [3]. This increase has spurred the develop-
ment of tailored solutions using Al tools and data sets pro-
vided by the user companies, currently further propelled
by the rise of large language models (LLMs). However, the
distinctive properties of modern Al technologies pose nu-
merous challenges to system development [4], [5].
According to US National Science and Technology
Council, “Al enables computers and other automated sys-
tems to perform tasks that have historically required hu-
man cognition and human decision-making abilities” [6].
The term encompasses diverse technologies including nat-
ural language processing, machine learning, robotic pro-
cess automation, chatbots, information retrieval, hypothe-
sis generation, and image processing and others [7].
Minsky [8] distinguished between top-down and bot-
tom-up approaches to simulating human cognition. Top-
down approaches use logic and/or symbolic rules to rep-
resent human reasoning, while bottom-up approaches cap-
ture reasoning in complex structures derived from data,

TABLE 1
COMPARISON BETWEEN CONVENTIONAL SOFTWARE DEVELOPMENT AND Al-
BASED DEVELOPMENT USING PROBABILISTIC REASONING

State-of-the-Art Al

Conventional / Legacy Software

Logical Analogical
9_03 Symbolic Connectionist
3
§ Neat Scruffy

Deterministic and Rule-based Probabilistic and Statistics-based

Divide, Conquer, and Merge -» Solution

Accumulate, Train, and Test - Learning

Decision performance grows with the in-
vested effort

Decision performance is a function of
data, data processing, and algorithm fit

Functionality is a sum of functionalities

Functionality emerges from the interac-

Implications

of the components tion between components

Upgrade = new functionality Upgrade = higher accuracy
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e.g., neural networks. Minsky described top-down systems
as logical, symbolic, and neat, and bottom-up systems as
analogical, connectionist, and scruffy. Top-down systems
are deterministic and rule-based, while bottom-up ones are
probabilistic and statistics-based [4]. Historically, SE has
focused on deterministic systems prevalent in practice [7],
but advances in processing power and data availability
have led to the recent focus on probabilistic systems for AL

The inherent differences between these approaches
have implications for development practice [4], [9], [10].
We highlight four aspects. First, top-down systems can be
developed using a divide-and-conquer strategy that
breaks down logical reasoning chains into individual rules
or functions. However, probabilistic models are essentially
huge collections of seemingly random rules, blocking in-
sight into the model’s workings and obstructing separation
of capabilities. As a result, bottom-up development com-
prises cycles of data accumulation, training, and repeated
accuracy testing of the model as a whole. We suggest the
term “accumulate-train-and-test” for this strategy.

Second, performance of conventional top-down sys-
tems is expected to improve with invested effort, as work
focuses on enhancing functions and reducing developers’
errors in specifying rules. However, the quality of proba-
bilistic systems, built bottom-up and rooted in data, relies
on the data and algorithms used. Extra optimization ef-
forts, such as sourcing more data or refining pre-pro-
cessing, might improve but possibly instead worsen the
output. In other words, it’s uncertain if and how additional
effort will impact system performance.

Third, conventional top-down systems, with hierarchi-
cally organized subsystems, are complicated but under-
standable. Probabilistic systems, however, depend on the
non-deterministic interaction between data and models,
making them complex systems [11], [12]. Complicated and
complex systems differ: “A complicated system is one that
can be described in terms of its individual constituents,
whereas a complex system is one that can be described
only in terms of the interactions among the constituents”
[13, p. 67]. One cannot assess, fully describe, or understand
a complex system by examining its constituents in isola-
tion. It is subject to nonlinear relationships, spontaneous
(re)orderings, adaptations, and highly dynamic
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interactions. Neither its internal configuration (i.e., the in-
teractions between its components) nor the relationship
with the environment can be considered stable [11].

The final implication concerns system upgrades. Con-
ventional top-down systems are upgraded through addi-
tion of new features, corrected rules, and extended sym-
bols, while probabilistic systems add enhancing accuracy
to benefit existing and potentially new use cases. Table 1
summarizes these features and implications we deduced
from them. Because of these differences, current Al-based
system development is fundamentally different from de-
terministic systems, challenging conventional software de-
velopment knowledge, leading to possible unexpected and
problematic outcomes during development.

A further complication to Al-based development in the
current environment is that, due to AI’s technological de-
mands and reliance on processing large data sets, many
companies lack the computing infrastructure to build their
own Al systems. As well, training and maintaining an Al
ecosystem and ML models is costly and risky for many or-
ganizations, as they may fall behind larger Al providers in
this dynamic market. Generative language models trained
a year or two ago may underperform compared to recent
LLMs like GPT or PaLM. To address these concerns, many
IT providers offer Al resources via software development
platforms (DPs), providing modules, digital infrastructure,
standards, and services for new applications [14], [15],
forming what we call Al-based development platforms
(AIDPs). AIDPs provide modules such as text and image
processing, speech recognition, data extraction, and natu-
ral language understanding to be integrated with client
data and applications. Modules can be updated as the tech-
nology improves. AIDP providers also supply the neces-
sary hardware, software, and runtime environments for
deploying or training new ML models. AIDPs have
evolved into ecosystems incorporating elements from
other providers, such as data hosting services [16]. They
are thus “foundations upon which other firms can build
complementary products, services or technologies” [17, p.
54]. Several AIDPs, including IBM Watson, Google Cloud
Al, Microsoft Azure ML Studio, and Keras.io, are availa-
ble. The current LLM trend shows that AIDPs continue to
be relevant. In the remainder of this paper, we focus on
systems built on these platforms.

In addition to technical gaps, companies often also lack
specialized personnel to keep up with rapid Al advance-
ments, leading them to seek external support [18]. Smaller
companies may outsource to freelancers or agencies for
short-term collaborations [16], while larger organizations
often form long-term partnerships with bigger providers
for continuity and security. Similar trends were observed
in the ERP software market [19], [20]. Platform providers
in particular offer support to developers and companies.
For instance, IBM provides industry-specific consulting for
Watson, while Microsoft collaborates with partner firms
for Azure Machine Learning consultation. Numerous or-
ganizations are partnering with AIDP providers to lever-
age Al technologies [21]. As of late 2022, around 30,000 or-
ganizations, including Fortune 500° companies, were esti-
mated to use AIDPs. With the recent surge in LLMs, this
number is likely higher. We use the term AIDP-based devel-
opment to highlight the reliance on external resources,
toolkits, hardware, documentation, release processes, and

1 enlyft.com/tech/machine-learning; retrieved on November 9, 2022.
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platform-specific skills from partners. Understanding how
this AI delivery method affects developers and develop-
ment processes is crucial to making it reliably successful.

An emerging research stream on Software Engineering
for Artificial Intelligence (SE4AI) has delved into issues re-
lated to Al development [9], [22]. SE4AI differs from tradi-
tional SE, posing technical and organizational challenges
[4], [23], [24]. These differences will likely change the socio-
cognitive SE processes. In this paper we focus in particular
on challenges to individual and collective sensemaking
[25], [26], [27], applying a sensemaking perspective to
identify the response to issues during AIDP projects.

Following this approach, we identify frames that shape
stakeholders’ expectations, cues that cause breakdowns of
those frames, and new meanings that emerge through col-
lective action. By frame, we mean a set of initial assump-
tions and interpretations about an event or phenomenon
that guide action. Breakdowns happen if insights from the
context are seen to invalidate those assumptions and
meanings. For instance, in the context of AIDP projects, a
frame might be the expected division of labor between a
vendor and the client company. However, during the pro-
ject new tasks might emerge (a cue) for which responsibil-
ity is unclear (a breakdown in the frame) that require re-
thinking and negotiating who is responsible for which
tasks (new meaning). Past research assumes that sense-
making is an ongoing process which mostly happens im-
plicitly, but suggests that paying attention to sensemaking
processes is beneficial as it raises sensitivity to the possibil-
ity of problems and the need to respond [25].

We find that AIDPs amplify project complexity, result-
ing in more challenging emergent behavior. The complex-
ity stems from features like probabilistic processing,
opaqueness, and reliance on new or pretrained models,
making progress hard to assess. AIDP projects also intro-
duce tasks beyond conventional SE, including data collec-
tion and selection, ML model training, and accuracy eval-
uation. These tasks create new roles and responsibilities
that, as our data indicates, shift unpredictably due to tech-
nology, data, or context demands. AIDP projects are thus
more complex for both providers and clients, making par-
ticipants’ assumptions and heuristics less reliable. Clients
and vendors engage in additional rounds of sensemaking
of the technology and development efforts, leading to new
project perceptions. The new meanings accommodate the
element of unexpected discoveries and fluctuations. Our
study outlines these projects’ complexities, highlighting
the importance of inadequate expectations. It identifies
four sensemaking areas for AIDP projects: data, technol-
ogy / platform, project, and context. The multi-target sense-
making is crucial for progress in AIDP projects.

This research contributes to the ongoing SE4AI dis-
course in several ways. First, it complements existing anal-
yses of sensemaking in Al system development [16], [18],
[28], covering all potential areas instead of focusing only
on project context [18] or ML models [28]. Second, it ad-
vances the conversation about Al's impact on SE processes
[4], [23], [24] by focusing on collaborative, inter-organiza-
tional projects and the socio-cognitive aspects of software
development. Lastly, it attends to a specific yet popular
mode of Al delivery, AIDPs. While this may limit general-
izability, it offers deep insight into a coherent set of pro-
jects, reducing abstraction risks. Overall, the paper studies

2 www.appsruntheworld.com/ customers-database / products/ view / mi-
crosoft-azure-ai-platform or ~/ibm-watson; retrieved on Nov 9, 2022.
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how AI's and AIDPs’ features impact the collaborative en-
gineering process between providers and clients.

RELATED WORK

SE4Al is a growing research area that emphasizes the
unique nature of Al-based development compared to tra-
ditional software projects and suggests potential solutions
to these challenges. Key sources of uncertainty, such as
data and the probabilistic nature of Machine Learning, cre-
ate numerous challenges for developers, as highlighted in
various studies [4], [9], [16], [18], [23], [24], [29], [30]. Recent
reviews categorize these challenges [9], [10], [22], [31]. For
instance, Martinez-Ferndndez et al. [9] and Giray [22] pro-
vide comprehensive overviews, identifying more than 94
unique challenges classified based on the SWEBOK
Knowledge Areas [32]. However, they stress that SWEBOK
needs extension to consider increased data and training
dependency of ML-based approaches, and the fact that
their runtime behavior might change over time due to in-
cremental training or drift of input data patterns. Other
meta-studies note that Al poses additional specific, previ-
ously unknown challenges. For instance, the lack of ex-
plainability of most ML approaches negatively impacts SE
professional practice, e.g., not understanding why a ML
model produces the output it does can be hard to explain
to customers [33], [34]. In the following we discuss the
challenges following the organization proposed by Mar-
tinez-Fernandez et al. [9].

The largest cluster of challenges pertains to Software
Testing and Quality [9]. The absence of test data or test
cases hampers the systematic evaluation of Al-based sys-
tems [35]. Finding appropriate measures to assess system
output is a challenge too [36]. Many statistical metrics do
not translate easily into business requirements. Further,
many Al systems produce outputs that cannot be easily
classified as right or wrong. Instead, output quality de-
pends on user assessment, which may consider factors like
usefulness or correctness. This assessment might be costly,
limiting access to adequate test data. Proposed solutions
involve using Al for testing [36]. However, this approach
shifts responsibility from users or clients to developers,
conflicting with domain knowledge distribution.

The second cluster relates to Software Requirements En-
gineering [9]. The process of eliciting and specifying re-
quirements is a key topic in SE literature, as it involves
translating a vague organizational context into a system-
atic technical description [37], [38], [39], [40]. This transla-
tion creates challenges in professional communication
among stakeholders to deal with uncertainty and ambigu-
ities. Al can exacerbate these issues, as stakeholders often
expect 100% accuracy and clarity, or may fear systematic
biases or Al in general [9]. The unpredictability of results
also obscures validation of requirements fulfillment [40].
While there is a recognized need for Al requirements engi-
neering approaches, their development is slow [41], [42].

The third cluster, about SE Models®, Methods, and Pro-
cesses, finds that these elements currently lack sufficient
support for practitioners. They fail to account for costs and
activities associated with data pre-processing, labelling,
management, and the experimental nature of ML model
development [43], [44], [45]. The recent adoption of the

3 Martinez-Ferndndez et al. [9] subsume some challenges related to sta-
tistical, ML modeling under SE Models and Methods Knowledge Area. For
instance, they mention ML model overfit as a challenge. For us, such

Machine Learning Operations (MLOps) paradigm pro-
vides a structured approach to building and maintaining
Al-based software and a meta-level view of temporal order
and logical dependencies between activities [46], [47], [48],
[49]. Research on ML pipeline architectures also offers an
abstract model of Al-based applications [50], [51]. How-
ever, applications of these models can themselves create
further challenges, especially in an interorganizational
context due to differing SE practices, organizational his-
tory, software perspectives, and data privacy issues [52].

The fourth cluster relates to software creation, including
Design, Construction, and Maintenance [9]. The CACE
(“changing anything changes everything”) principle, ap-
plicable to Al due to its complex (not just complicated) na-
ture, poses a significant difficulty. The functionality of Al
systems stems from component interactions, making di-
vide and conquer strategies unsuitable [18]. This issue is
amplified by parallel processing for large model training,
reliance on external Al frameworks, and difficulties in re-
producing errors and unwanted ML component responses
[44], [45], [53]. These challenges are due to Al's complexity
and inherent characteristics like opaqueness, probabilistic
processing, and data dependency. However, the effects of
these challenges on development team’s socio-cognitive
processes, particularly in inter-organizational collabora-
tion, remain unclear.

Further SWEBOK Knowledge Areas are only minimally
covered in the primary studies reviewed. Out of the 248
studies considered by Martinez-Ferndndez et al. [9], only
two focus on Software Engineering Management [16], [54],
one on Software Configuration Management [55], and one
on SE Professional Practice [56]. The lack of studies in these
areas is unfortunate, since the technical and practical chal-
lenges of Al are likely to affect socio-cognitive processes
among developers and stakeholders, creating manage-
ment issues. Understanding these implications can guide
management and increase the success and value of Al-
based software projects. In particular, Wolf and Paine [16]
suggest that sensemaking is crucial in Al-based projects,
particularly in business context, AI/ ML environments and
AI/ML model ecosystems. However, their study abstracts
from project configuration, technical stack, and the process
of sensemaking itself (initial beliefs, breakdown sources,
revised beliefs [25]). By focusing on AIDP-based projects
involving clients and providers, we analyze sensemaking
processes and their relation to the discussed challenges.

Overall, while much literature addresses Al software
project challenges, there is little on management and pro-
fessional practice. The unique characteristics of Al and its
technical challenges can have varying implications de-
pending on the context, yet studies adopt a developer’s
perspective, overlooking project configurations such as
single-company, or collaborative settings [9]. This lacuna
is surprising as there are significant differences between
contexts like outsourcing and insourcing [57], [58]. Current
literature offers limited guidance, and proposed para-
digms like MLOps are still in their early stages, lacking em-
pirical validation [48], [59]. We propose to examine how
Al-typical challenges affect socio-cognitive processes in
AIDP-based software development and how stakeholders
address these issues to provide better guidance for project
setup and management.

aspects are related to Software Design and Construction as they generate
the desired functionality and impact software structure and architecture.
We refer to those challenges in the subsequent paragraph.



THEORY

The study started with IBM’s noticing challenges in Wat-
son-related projects. Specifically, IBM’s Swiss sales depart-
ment had noticed that Watson projects suffered from in-
creased costs and project duration, and fewer than ex-
pected follow-up projects with the client companies com-
pared to non-Watson projects. We sought to understand
why an experienced development company like IBM
working with the experienced IT departments of large cli-
ent companies ran into problems. While our study offers
many potential lessons, we were initially struck by the
struggles clients and providers had to make sense of the
novel character of the technology and the appropriate cli-
ent-vendor relationship to manage the project. They de-
scribed frequent and significant shifts of their perceptions
concerning the technology, the project, and the partners.
Their concerns called our attention to the issue of sense-
making as a core aspect of system development [16], [60],
[61]. Accordingly, our research objective is to identify and
describe problems in making sense of AIDP-based projects due to
the distinctive nature of the platform.

Sensemaking emerged originally as a theoretical lens to
study socio-cognitive processes and human action in com-
plex situations [25], [26], [62], [63], [64]. Complexity refers
to “the lack of a tight linear structure and the high proba-
bility of unexpected synergistic (possibly negative) inter-
actions among component parts” [65, p. 276] or a “combi-
nation of lack of control and inability to comprehend what
is happening” [66, p. 33]. As noted above, modern Al sys-
tems are characterized by complexity, as their constituents
enter unpredictable interactions with each other. In the
face of such complexity, human actors must conduct con-
tinuous sensemaking to remain engaged in the action.

Sensemaking was originally proposed as a lens to study
events with an unexpected, negative outcome. The original
case described by Weick is the Mann Gulch disaster in
which 13 firefighters died [27]. In this case, he shows that
ignoring contradictory cues, belated sensemaking, and dif-
ferences in meanings members of the brigade attached to
the situation resulted in the tragedy. Current research
broadens attention from negative outcomes to identifying
problems in cognitive and social processes involved in any
project or complex situation [62]. The perspective is appro-
priate for studying SE, which involves a variety of cogni-
tive and communicative processes. applying this perspec-
tive, SE can benefit from a better understanding of how as-
sumptions made by stakeholders shape the development
processes, and how they are reflected in solutions devel-
oped in those processes. We can develop guidance on how
developers should deal with unexpected events in their
projects and how they can early spot upcoming difficulties.

In SE, a need for sensemaking can be driven by break-
downs due to vague or incomplete requirements, poor risk
management, and buffer time erosion, leading to crisis and
fire-fighting behaviors [67]. In inter-organizational pro-
jects, the social nature of collaboration, opaqueness regard-
ing internal processes and goals of the participating organ-
izations, and insufficient communication patterns (e.g., in
offshore projects) generate further sources for tentative
frames, incompatible meanings, and breakdowns [61]. In a
complex situation, “a number of parties handling a prob-
lem are unable to obtain precisely the same information
about the problem so that many interpretations of the

4 www.ibm.com/watson; retrieved on November 9, 2022.
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problem exist” [68, p. 50]. As a result, observing the multi-
party character in AIDP-based projects is central to pro-
vide a holistic sensemaking perspective.

The temporality of sensemaking. Originally, sensemaking
was defined as a backward-oriented process, i.e., the past
and currently emerging cues were used to establish tenta-
tive meaning and act upon it [27], [69]. Later research has
brought up the notion of prospective sensemaking, which
considers potential consequences of the actions one is plan-
ning to undertake [13], [70]. In prospective sensemaking,
people rely on sufficiency and plausibility rather than com-
prehensiveness and accuracy, which make meanings even
more tentative and less reliable than in retrospective sense-
making [25]. Prospective and retrospective sensemaking
are intermingled and influence each other.

The process of sensemaking. Through explorations of
sensemaking, research has documented the sequence of
steps involved [13], [71]. Engagement with the environ-
ment starts with expectations based on past experiences
[70], inspirations, frames [63], inputs [25], or preconcep-
tions [69]. Combined with cues from the environment, the
expectations form initial meanings about what is likely to
happen [25], [64]. As the engagement continues, new cues
are incorporated into those meanings for the subject to act
upon. However, under time pressure or stress, subjects
will act selectively and prioritize cues confirming their ini-
tial meanings and discount those that do not align [13].

Eventually though, when the volume of opposing cues
grows, causing the environment to become ambiguous,
subjects experience a breakdown: they face a loss of sense,
or the sense becomes increasingly elusive [64]. These expe-
riences trigger efforts at sensemaking through which the
subject tries to resume the interrupted activity and stay in
action. People draw on surrogate frames, e.g., those offered
by the organizational context (e.g., plans, constraints, jus-
tifications) or society (e.g., generic frames and structures)
to resume and sustain the actions [64]. Alternatively, peo-
ple might recover by identifying new meanings which sug-
gest an alternative course of action [64]. In either case, once
an adequate frame for action is reestablished, the subject
will enact the new meanings until another breakdown
emerges. We use this sequential view on sensemaking to
analyze how it unfolds in AIDP projects.

METHODS

Study setting. Our study is set in the context of IBM Watson
project development in Switzerland. Watson is an AIDP in-
cluding business-ready tools and solutions designed to im-
prove the adoption of AI techniques in work environ-
ments*. It emerged by modularization, re-training, and ex-
tension of a question-answering engine known for its suc-
cessful participation in a TV quiz show in 2011 [7]. Shortly
thereafter, IBM started projects with other client compa-
nies to leverage the abilities in work-related contexts [72],
[73]. In 2013, IBM opened the DP for use by independent
developers® and since then has continuously extended its
functionalities, added new APIs, tools, and models, all un-
der the banner of “cognitive computing”.

In parallel, IBM engaged in commercial collaborations
with organizations from around the world to identify and
develop use cases for use of Watson. Those projects ad-
dress specific needs of clients and rely on the use of the

5 www.forbes.com/sites/bruceupbin/2013/11/14/ibm-opens-up-wat-
son-as-a-web-service/; retrieved on November 9, 2022.
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client’s data sets. They include consulting and develop-
ment services. The client pays for the services offered by
IBM though hour rates and other agreements are not pub-
lic. Official statistics about Watson projects are also not
public, but IBM refers to over 100 million users benefitting
from Watson applications®. In these projects, IBM takes the
role of a vendor. Accordingly, it provides knowledge and
resources to support the client in developing an applica-
tion. As we started collecting data in March 2017, IBM al-
ready had much experience with Watson projects around
the world. According to internal information, at the time of
our study, IBM Switzerland had about 3 years of experi-
ence in running Watson projects and over 50 projects run-
ning or recently completed.

Study design. This paper follows a qualitative research
methodology. The primary mode of insight is retrospective
analysis of sensemaking episodes depicted by project
members. We adhere to the ideal of exploratory research
[74] combined with analysis inspired by critical incidents
techniques [75], [76]. We strive to understand patterns re-
lated to problems faced in AIDP-based projects and the na-
ture of sensemaking to address these and therefore study
multiple cases [77]. The researchers are independent of
both IBM and its clients. We rely on data, observer, and
theory triangulation to enhance precision and accommo-
date for a broader picture of the studied phenomenon [78].

Data elicitation. Data for the study comes from inter-
views with informants from IBM and its clients. To select
interviewees, two senior IBM managers scanned all IBM
Watson projects in Switzerland, resulting in 21 selected
projects involving 17 companies located in Switzerland.
The projects between IBM and clients combined three
goals: yielding an AIDP-based application for use by the
client, investigating potentials of long-term business coop-
eration, and giving the client hands-on experience with Al
and Watson. Consequently, many were referred to as ex-
ploratory projects. For instance, a major Swiss insurance
company envisioned an application that would help its in-
ternal underwriting department collect and summarize
their own and publicly available information about small
businesses to assess their risk levels and provide a more
adequate insurance offering. The supplemental material
lists all projects and their specific purpose.

Between March and May 2017, our team carried out 36
semi-structured interviews. The interviewees were IBM-
side project managers, client-side project managers, and
lead IBM consultants or industry solution architects. One
person was a client-side developer who represented a pro-
ject manager. The focus is on high-level professionals as
opposed to the perspective of developers covered exten-
sively in previous literature [9]. As the goal was to report
on the overall perception of the projects, we aimed for peo-
ple who could provide that overview rather than trying to
represent different project roles.

For 17 projects, we conducted interviews with repre-
sentatives of the client and IBM. Two companies were in-
volved in two different parallel Watson projects and an-
other company in three: interviewees from those compa-
nies reported on all projects in their interviews. Client rep-
resentatives were not available in the remaining cases, so
we only interviewed the IBM side. Three client-side inter-
viewees were women; eleven were men. Five IBM-side in-
terviewees were women, 17 were men. Employees from all
organizations reported that they had previous experiences

6 www.ibm.com/watson; retrieved on November 9, 2022.

in client-vendor collaborations. All interviewees had at
least two years of experience working either for IBM or the
client companies, so they knew the context of their work.

To guide the interviews, four main areas of interest and
multiple open questions were prepared but dynamically
re-arranged depending on the conversation [78]. The four
areas of interest were application domain (e.g., How did you
come up with specific use cases or application areas?), project
management (e.g., How did you run the project day-to-day?
How does the project experience relate to previous experiences?),
requirements for IBM Watson (e.g., Which preconditions did
you have to fulfil to be able implement IBM Watson for this spe-
cific project?), and impact on individual/human-computer
interaction (e.g., How do you ensure that IBM Watson or your
application would be successfully adopted by business users?).

All interviews lasted at least one hour, with persons in-
volved in more than one project, proportionally longer.
Seven interviews were conducted in English and 29 in Ger-
man. All interviews were audio-recorded, transcribed (in-
telligent verbatim—the transcription represents recorded
speech but without distracting fillers and repetitions), and
offered to the subjects for review. To improve observer tri-
angulation, we had two interviewers/coders supervised
by three experienced researchers and two higher manage-
ment persons from IBM. Observations were discussed in
meetings throughout the data collection and analysis to
support triangulation among the research team.

Data analysis. Data were coded in two rounds. The initial
round was conducted bottom-up within four predefined
areas of interest (application domain, project management, re-
quirements for IBM Watson, and impact on individual/human-
computer interaction) and yielded approximately 3000 rele-
vant segments. There were two student assistants involved
in data analysis; they employed iterative coding. This pa-
per’s authors controlled, corrected, and extended the cod-
ing during the process such that there is a common, coher-
ent basis for the analysis. As all coders were bilingual, they
coded the transcripts in the original language. The results
of the initial round were summarized and discussed in two
workshops involving the researchers and the representa-
tives of IBM management in 2017 and 2018, as well as two
workshops among researchers in 2018. The analysis of the
initially coded segments, especially concerning project
management, revealed that the interviewees engaged in
frequent and intense sensemaking episodes. We identified
arecurring theme of participants attempting to understand
their experiences and emerging events. They frequently
mentioned having learned new things that questioned
their earlier assumptions and concepts. We note that the
participants did not explicitly describe these processes as
“sensemaking”. Sensemaking emerged as our interpreta-
tion of the participants’ statements concerning assump-
tions, questioning them, and establishing new meanings.
Findings show what assumptions were made, what cues
contradicted them, and what new meanings emerged.

The authors observed similar processes in their own Al-
based project work with external partners. We noticed that
the Al projects experienced significant tensions between
expectations and reality, which required significant effort
to resolve [79]. Our industry partners also lacked ap-
proaches to run Al-based development projects and ex-
change between industry players to develop insights for
managing such projects. Inspired by those experiences, we



revisited the previously collected data in a second round
of coding to identify a reason for the tensions.

The second coding was conducted in 2019. It considered
whole interviews again but followed a top-down process
done entirely by the authors. First, we identified incidents
of sensemaking in the interviews by attending to expres-
sions signaling informants’ establishing of new meanings.
To identify relevant passages, we used references to in-
sights, learnings, expertise collection, experiences, unexpected
events, breakdowns, or surprises. We collated information
about single incidents of sensemaking and treated them as
the unit of analysis rather than attending to projects as a
whole. The focus on sensemaking incidents fits the chosen
theoretical lens. We found no significant differences be-
tween the projects, industry sectors, or Al use cases.

In the second step, we coded the information about each
incident of sensemaking. The coding relied on the sequen-
tial view on sensemaking focusing on initial meanings,
breakdowns or triggers for sensemaking, and recovery ep-
isodes. We also coded the sensemaking targets. The sec-
ond-round coding yielded 350 coded segments used in this
article. Exemplary coded segments are presented in Find-
ings. After a gap due to the COVID-19 pandemics, the au-
thors resumed work in 2022 compiling a first draft. The
supplemental materials attached to this paper provide a
list of codes used in the first round of coding, a timeline of
the research endeavor and a list of strategies the authors
used to assure the validity and reliability of the study.

FINDINGS

Our findings are structured around the targets of sense-
making, a concept derived from our analysis. Interviewees
discussed how their understanding of various targets
evolved during the project. These targets were categorized
into four topics: project, technology, data, and context.
However, this division is for analytical ease; we will revisit
how these targets are interconnected in Discussion.

Interestingly, we noticed no difference in the sensemak-
ing needs of vendor and clients, although their initial un-
derstandings varied. For instance, both clients and IBM re-
spondents reported significant evolution in their under-
standing of the technology, despite our assumption that
vendors would have a better grasp. Similarly, while we an-
ticipated clients’” data would pose a greater challenge for
vendors, many clients revealed that they began to under-
stand their data through the projects.

We used the sequential and cyclic view of sensemaking
to structure our narration of each sensemaking target and
represent our coding scheme. Interviewees often described
their evolving perceptions in a temporal order but some-
times the pieces belonging to a single sensemaking thread
are scattered across an interview. We have organized their
reflections according to sensemaking steps. We highlight
the initial expectations, the conflicting cues that caused
breakdowns in meaning, and the provisional meanings that
emerged from the sensemaking cycle, which laid the foun-
dation for recovery.

Sensemaking of the project

The interviews revealed that despite the projects being
considered as exploratory and learning opportunities, cli-
ents had to adjust their initial expectations throughout. We

7 In natural language processing for a chatbot, ‘intent’ refers to an intention
expressed by the speaker as recognized by the ML engine.
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found two dominating expectations and several break-
down points. Ultimately, participants saw the projects as a
chance for collaborative learning, involving intense, agile
collaboration and potential failure (see Table 2).

Clients initially expected projects to resemble past col-
laborations, such as ERP system implementations. They
anticipated a clear division of expertise, responsibilities, and
roles: IBM would provide technological knowledge and de-
velopers, while the clients would provide context and sub-
ject-matter experts. Clear interfaces between partners were
assumed. These expectations were based on IBM’s reputa-
tion, knowledge of software processes, and past experiences with
external providers. A project leader from a major Swiss bank
shared her expectations:

I would say that IBM’s market presence promises a great deal in

terms of what they can do. (...) We need someone who knows the so-

lution, i.e., the product itself, then we need someone who can guide

us in the subject, then we need someone who knows references and
knows best practice. (2C1)

However, she came to realize that such expectations
were inaccurate in the project. One problem was that IBM
was lacking trained personnel because the technology was so
novel. This lack caused the breakdown of her understand-
ing about IBM and IBM workers’ expertise, upending the
client’s notion of expertise:

We had a bit of a discussion about staffing, there were a few changes,

and I could imagine that this is an indication that there are still un-

certainties. Then, I had the impression that it is also difficult to get to
the experts from Watson. A lot of them were based in America. And

to get to them (...) was or is probably still quite difficult. (...) I don’t

want to accuse people of not knowing Watson, but I had the impres-

sion that they still had to do a lot of development in the background.
(2C1)

IBM's lack of skilled consultants was not the only issue.
Clients found themselves with an unexpected division of
labour, taking over tasks which they expected to be done by de-
velopers or vendors, like preparing data for machine learning
tasks. For instance, a public transportation company rep-
resentative was surprised to have to formulate questions
for a chatbot solution. The shift in responsibilities was be-
cause the data needed to train a chatbot, question-answer
pairs, are different from what other systems require and
need domain expertise to generate. However, she found
that this role positively influenced the project’s scope defi-
nition. In this case, the lack of data and sensemaking
thereof initiated sensemaking of the project and its scope.

[In the first test round] we only had 70 questions. (...) We simply had

to generate a lot of additional questions with our internal resources.

(...) At the beginning we had the hope that there would be something

more coming from IBM, but—as it turned out—it was actually our

work to generate those questions. Accordingly, the scope of the project
sharpened a bit: we started reflecting “can we ask this question at
all?”, (...) the developer was just there, and he said to us “ahhh, this

is more difficult now”, “too expensive”, “is not worth implement-

ing”, “too much effort for very little intent’”, and so we automatically

came up with the scope. (5C1)

Yet, IBM representatives also admitted facing chal-
lenges due to the project’s unique environment. They cited
the project’s nature (e.g., innovation vs. outsourcing vs. in-
ternal development project), fluctuating cost structure (e.g.,
increased time and effort needed to iteratively retrain
models if goals were not met initially), and internal expert
shortage as issues. An IBM project manager, working with
the mentioned public transportation company, concluded
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that a dynamic and collaborative approach is essential to
manage inherent uncertainties.

A very agile cooperation is needed, really, an extremely flexible coop-
eration, if you want to get the whole thing through. (...) Because there
is just so much learning and training involved. And if you charged
the client the whole project management and all time spent, then the
costs would simply increase massively. (...) So we could not even cal-
culate everything because the project budget would simply explode.
(...) And there was yet another challenge I did not expect: to have the
right skills and right people on board from IBM at your disposal. Be-
cause those specialists are apparently in high demand as they are still
a bit rare on the market or in our company. (...) So it’s about learning
and flexibility. (5V1)

The projects were considered more dynamic than peo-
ple were expecting or had experienced. An IBM profes-
sional with four years of experience depicts it as follows:

There were always changes to the planned. People had to react really
quickly. Every Friday after the meeting in the morning, we said in
the afternoon: ‘OK, we’ll do this differently, we’ll do this, we’ll do
that, we’ll leave that, what else is needed?” That was agile, there were
changes every day. (...) That was the most intensive project I have
ever done. (14V1)

The previously mentioned project leader from the Swiss
bank puts it all together. She indicated that she originally
expected that the project will be about getting a product
that can be put to work. However, based on the experience
that goals and ways to achieve them are unclear, she arrived at
a new perspective, that the project was about learning, and
failures are acceptable if they produce useful learnings:

In a normal IT project, if you want to upgrade the version, it is clear,
we go from version 1 to 2, the target is clear. (...) Here [in Watson
projects] a great deal of effort is required to find things out, which
means you don’t just buy the product from the supplier, but rather a
whole bouquet of services with a great deal of uncertainty. (...) We
first thought that the solution would be more established. (...) But
then we had to realize that many questions are still unclear, even for
the IBM people. Because it’s the first time that they do something in
exactly that way. And that’s why it was a learning process. We really
had to realize that we are here in an environment where everything is
shaky. (...) It's good too, that was an important experience, but that
was new. (...) [I learned that] it’s good to push the story to the end,
even if you realize along the way that it won’t be as successful as you
thought. So it was still worth the effort, even if, as I said, not much
came out of it product-wise, but there were still learnings. So, ‘plod
through!’, I'd say. (2C1)

Some participants suggested a strategic approach for re-
source allocation and scope due to the project’s uncertain
nature. They recommended using trial-and-error in ac-
ceptable failure zones to identify optimal solutions
quickly, improving project risk management. A client-side
project leader from a major B2B insurance provider shared
learnings from a service desk support project:

TABLE 2
DEVELOPMENT OF MEANING CONCERNING AIDP-BASED PROJECTS.

Initial meanings Sources of breakdown | New provisional meanings

- Perception of IBM’s
workers as experts
based on IBM’s repu-
tation.

- Ideas about distribu-
tion of expertise, re-
sponsibilities, and
roles between vendor
and client in outsourc-
ing projects based on
experience of client-
vendor projects (e.g.,
ERP implementation)
or knowledge of sys-
tems development.

- IBM’s lacking acces-
sible trained person-
nel.

- Necessity to take
over tasks associated
with a different role in
outsourcing or collab-
oration in IT projects.

- Changes in project
goals, project struc-
ture, or project time-
line.

- Missing clarity about
the goals and ways to
achieve them.

- The projects are primarily about
learning and not only about de-
livering a product. All members
in the project are learning.

- The projects need to be highly
dynamic and collaborative to ac-
commodate for uncertainties.

- Project scope needs to grow in
small steps.

- Taking over some tasks pro-
vides possibility for collective
specification of the scope.

- Failing is acceptable as long as
there are learning effects.

From a project management point of view, it’s a nightmare to invest
money in things that are then discarded. I think one of the lessons
learned is that we bit off a little too much. Smaller bites would be
better from a project management point of view, also from a risk point
of view. (...) We have already tried this [dividing in ‘smaller bites’]
and I think you can do it even better if you pay more attention to the
risk, so under the motto ‘fail fast’. (...) Reaching the point even faster
with even less effort where you say, ‘this won't work, I'll throw it
away’. That can be done even better. We waited too long for 1-2 things
and spent too much time to say, ‘“This is useless.” (17C1)

Sensemaking of the technology

Clients were expected to be engaging in sensemaking
around the technology. Initially, they anticipated the tech-
nology to be an upgrade to systems they knew or like what was
presented in IBM's sales events and media coverage. However,
upon starting the project, they found that Watson's capa-
bilities did not match their expectations as Watson could not
handle the desired use cases. An insurance company repre-
sentative initially saw Watson as a superior alternative to
their existing IT, replacing all of its functionality. However,
she soon realized that conventional tools were still needed,
e.g., for handling data, with Watson providing only incre-
mental functionality.

The expectation really was that you can take the next step with these
cognitive approaches and really make it more efficient, generate better
insights, and simply manage the sheer volume of data. (...) Watson
turns out not to be an application or a process or the like, but it really
is a portfolio of different products. I think what Watson does for peo-
ple, is basically stupid work, really reading through documents and
maybe finding the relevant passages or having an view of everything.
(...) That means we had to build some support around it, for example,
to make a connection with our document management system. It was
actually one of the selling propositions of the tool that it would be able
to deal with the documents out-of-the-box. But that never worked
properly. That means we basically built a little something to make it
work. I have to say, it was a bit disappointing to us. One could have
expected better. (8C1)

Asked about whether there were essential differences
concerning the expectations compared to legacy projects,
she offered the following explanation indicating what IBM
could do to help clients like her:

The customer’s expectations are perhaps higher [than in other pro-
jects]. IBM has to be much more active in managing expectations,
because the client says, ‘yes, I've seen Jeopardy on TV, but you're
taking forever here’. That means IBM really has to explain to the cli-
ent what cognitive computing is and that it doesn’t just work like
that, but that you also have to do a lot of this training step and feed
the system with knowledge. (8C1)

Overall, this case indicates that clients frequently
started with expectations based on marketing established
around Watson's capabilities and expected that those ca-
pabilities can be transferred to their work context with lit-
tle additional effort. However, even working solutions that
IBM developed in earlier projects could often not be easily
transferred between companies, e.g., due to data and do-
main dependency. When Watson was not able to handle
specific use cases from client’s specific business context,
they had to accept that integrating Watson in their own
technical or data context is necessary for it to work at all.

Another source of breakdowns in sense were frequent
changes of the platform and its components. This aspect was
equally surprising to the clients and to some IBM employ-
ees. An IBM-side project manager stated:

That [in Watson projects] is where the relationship of trust is essen-

tial. And this was also burdened by the fact that the entire field was

very dynamic (...) Very often different statements were made by our
side about which products were suitable. (...) The product sets them-

selves were very dynamic and continue to be highly dynamic. (...)
There were always different statements about the availability of the



languages, for example. That of course did not improve the relation-
ship of trust, because we, as representatives of our brand, were a bit
insecure and could not do so much. (...) One must compensate for it
through particularly stringent and clear communication, and one
must manage this communication. (2V1)

The structure and dynamic of the platform were indeed
causing confusion on the clients’ side:

For us Watson was originally simply a product, but then we had to
learn there are different components, Explorer, Advisor, there are
ticketing tools somewhere and so on and everything together would
then give a product. And then we lost the overview a bit on the prod-
uct side. (2C1)

Despite their initial expectation of Watson to be a ready-
made product, clients and IBM employees had to realize
that it is a very dynamic development platform with uncertain
structure and scope. IBM representatives openly acknowl-
edged that this created issues and the need for extra clari-
fication, amplifying the uncertainty stemming from the
probabilistic and complex nature of ML-based reasoning,.

A unique feature of current Al tools, as in Watson, is
their data-driven, probabilistic approach, which can result
in errors and uncertainties. Despite being aware of this, cli-
ents were still overwhelmed by the uncertainty level:

Normally [a product] means for me a standard solution with known
technology and a known environment. Here, the starting position was
actually quite different, because you didn’t know what you were ac-
tually talking about. (...) But if you really want to integrate it, there
are completely different challenges, in contrast to a standardized tool,
where you can really show the input mask, ‘these are the metrics,
these are the fields, this is the report’, you can show everything, and
with such a new technology and with a cognitive story, what comes
out at the front must be determined at the back, and therefore the un-
certainties are actually much greater, the unknowns were greater
than I expected. (2C1)

Respondents found that some errors in the output from
Watson tools could not be rectified by code alterations but
instead needed costly data processing and retraining, with
no guarantee of success. They found that extra effort doesn’t
always enhance performance. The head of a product unit at a
prominent Swiss telecom company, who was the client-
side project lead, elaborated on this difference. The pro-
ject’s aim was to enhance customer-support-center pro-
cesses by automating incoming email triage and aiding re-
sponse efforts. When asked what surprised him most, con-
sidering his past experiences, he responded:

I think the main difference is with regular IT projects, basically, you
have a process and I think it's more a question of time and money
whether this is going to be implemented the way you specified it. With
Al and cognitive project, the biggest difference is whether the pro-
gram or the model will find patterns to allow you to, basically, cluster
the data you had in meaningful data sets. Do these patterns exist, so
that you can really classify your data in a way which is useable after-
ward? And that you don’t know until you make this exercise. So, I
think that’s the real difference. You can start the project, but you are
not sure that the results will be something useable at the end. (1C1)

TABLE 3
DEVELOPMENT OF MEANING CONCERNING WATSON AS TECHNOLOGY.

Initial meanings Sources of breakdown | New provisional meanings

- Perception of ex-
traordinary Wat-

- Limited knowledge
of IBM’s personnel
son’s abilities based | about Watson, its

on sales events or roadmap, and its abili-
media coverage. ties.

- Knowledge of AI | - Frequent updates to

- Watson is a flexible, emerging
AIDP with uncertain structure and
scope.

- More communication is needed to
accommodate for the dynamic na-
ture of the platform.

and ML techniques. | the Watson AIDP - Additional effort does not directly
- Watson as an up- (new modules, names, | relate to the system’s performance.
structures).

grade or end-to-end
product, similar to
other software sys-
tems.

- Integrating Watson in the tech-
nical or data context is necessary
for it to work at all.

- Watson'’s inability to
handle particular use
cases.
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Overall, the client and IBM employees both engaged in
the sensemaking of the technology. Whereas the clients’
representatives seemed to expect something novel, they
are frequently overwhelmed by the differences between
what marketing and media coverage of Watson led them
to believe was possible and what was indeed possible with
a given tool in the chosen use case. Both sides responded
by intensifying communication and collaboration to com-
pensate for the uncertainty created by the “continuously
becoming” technology, as summarized in Table 3.

Sensemaking of the data

Third, the analysis showed a strong need to understand the
data to make sense of Watson’s behavior. Training models
is crucial in Watson projects, making data a key project as-
set. Dependency on the availability and quality of data was
the key characteristics of projects as identified by partici-
pants. IBM representatives were prepared for potential
surprises regarding the data, highlighting the need to com-
prehend the data to understand the client’s needs and ca-
pabilities. An IBM interviewee summarized it as follows:

Normally we have an opinion and say: “Let’s do the little things first
to get a feel for the data” (17V1).

Clients confessed to only focusing on their data after the
project commenced. While they were aware that data was
necessary and believed it was available, they often overes-
timated its value and size for machine learning components. The
mentioned employee of a Swiss telecom company explains
that the amount of available data needed to be increased:

So, we had a large data set (...) I think we had something like 10 thou-
sand and 50 thousand emails we were providing (...) At the start, |
think, it was 10 thousand but then we managed to get more emails
than what we originally thought about. So, basically, we had the set
of emails for them to train. (1C1)

Looking back, the client admitted that exploring data
earlier would have improved the project. The problem was
not just the size, but also data format, which Watson could not
process, despite manual review suggesting otherwise:

Well, the data collection part was much harder than what we thought
for several reasons. Because the data was not ready to be addressed
with such a technology. Like a simple problem was all the emails and
answers to them were saved in a database, but there was no key relat-
ing a question to an answer because there was never a need to try to
link the two. [As a human] you could learn from it anyways. But then
we had to develop some heuristics to recreate that link afterward.
(1C1)

The nature of the data also created issues, for instance a
skewed data distribution, discovered mid-project, created
problems for model training, though not for routine use.
Further, the interviewee found the data’s inaccessibility
problematic, causing project delays. He reiterated the im-
portance of early, thorough data pre-processing.

Additionally, these databases didn’t have an interface to retrieve a lot
of data in one go, because there was no need for that before. (...) So, in
retrospect, 1 would have spent more time earlier to get the data, famil-
iarize ourselves first with the data, because sometimes we had to dis-
cover the data at the same time as the vendor. And that was not so
comfortable I would say. (...) I think, the big majority of emails we
have are questions about invoicing. The distribution is probably
something like this. So, it would have been also interesting to see.
Perhaps, I would have taken cases where we have lots of emails, cases
where we don’t have so many emails, and see whether the perfor-
mances are different or not. That would have been another dimension
we could have introduced in the project. (1C1)

Besides issues with data handling and access, break-
downs were triggered by the system’s output based on cli-
ent-provided data. This was evident in a project between
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IBM and a large pharmaceutical firm. The project aimed to
expedite identifying potential partners, such as startups or
hardware providers, crucial in the R&D-dependent phar-
maceutical industry. The IBM project leader shared how
presenting Watson’s outputs to the client highlighted the
importance of data for their solution:

They did the initial mapping of the companies, for all the 3000. This

is where we could have brought some more capabilities in. Their data

was 3000 rows of spreadsheet. This was also not as complete as we

expected. They had a lot of issues in their data. For instance, there

were some companies that kept popping up and they were like: “Why

is it showing up?! That doesn’t make any sense. Your application

doesn’t work”. Then we all went back to the source data and that out-

put was sitting directly in their spreadsheet. They were like: “Abh...

Okay.” There were some quality issues on their side. (20V1)

Interviewees determined that data issues were not spe-
cific to a use case but tied to an organization’s culture or an
entire industry. In a project where IBM and a large Swiss
bank aimed to automate contract analysis for risk identifi-
cation, the subject matter expert shared insights on project
progress, data quality, and data management practices.

So basically, we learned it as a three-step curve. It basically went in

three waves. The first part is using cognitive intelligence to improve

your data. The second component is then using cognitive intelligence

in the data itself to improve it. The third part is true cognitive com-

puting. I think that’s the value chain. (...) There’s a lack of under-

standing within the banking world, or within [The Bank] especially.

Everyone thinks you can achieve the gold at the end of the chain.

Whereas your data is not capable of doing that. (...) With Watson, we

needed a certain level of structured data plus IBM's instruction. Then

you build your algorithms on top of that. [The Bank] is not at the
point where we have completely good data quality and I think most
banks will say the same. (3C1)

Overall, vendor employees were often ready for data
challenges, while clients were regularly taken aback by
their company’s data quality. Many assumed they had am-
ple relevant, accessible data. However, using this data with
Watson revealed issues: either the data were unusable, or
the output was incorrect. Recognizing these shortcomings,
clients started to address data quality both reactively and
systematically. Table 4 outlines this process.

Sensemaking of the system deployment context
Project members considered the wider context of system
deployment. They ensured the solution’s relevance to its
specific use context, but the broader context became signif-
icant later. Initially, teams aimed to enhance the work of
certain client employees or customers. However, these
stakeholders often had mixed or negative reactions to the
system. This led to the recognition that greater stakeholder
integration in the development process is necessary, not just
during conception but throughout. Also, it is necessary to
address their Al-related fears.

Interviews suggest clients believe their current pro-
cesses are sufficient to use Watson, and their employees
will accept it. However, as noted by IBM employees, there
might be interest from the to-be-supported personnel

TABLE 4
DEVELOPMENT OF MEANING CONCERNING TRAINING AND TESTING DATA.

Initial meanings | Sources of breakdown New provisional meanings

- Watson cannot deal with
the data as provided.

- Application outputs are
not comprehensible or as-
sessed as clearly wrong.

- Manual review | _ Data is not easily accessi-
of available data. | pe.

- Notion of pos-
sessing much
data or aware-
ness of data col-
lection efforts.

- Preprocessing, structuring, and
re-integrating the data is a prereq-
uisite and a necessary part of the
project.

- Output needs to be checked
against the data.

- Data quality is a matter of (or-
ganizational) culture.

might be lower than expected. A project with a large phar-
maceutical company highlighted this mismatch between
client expectations and user reactions, as described by an
IBM representative:

I put together 70 people on their list of pilot users, which was a bit
extreme. They wanted to make sure they hit many different areas
within the [Company] space. (...) Then people were asked to really
start to use the tool. The reality was again somewhere between 10 and
20 people used the tool. Of which probably only 5 really used the tool.
Many people that had access never logged in. (...) These people were
supposed to really use the functionality to see if this does help their
job. It was a very difficult area to put an ROI to, return on invest-
ment. (20V1)

IBM team members highlight the need for an extensive
change management strategy due to Watson's potential to
alter key work aspects and introduce new tasks. Further,
AT has the capability to support or automate not just rou-
tine tasks but also complex tasks that require intellectual
capabilities, such as the assessment of the risk associated
with a contract. This expanded scope of application might
create new expectations for the users and disappoint them
more if those expectations cannot be met. In a project, a
Watson-based solution was developed to aid service desk
employees. The IBM project leader discusses the risks of
inadequate change management:

This brings us back to the topic of communication and change man-
agement. You can’t just take an old process and put cognitive com-
puting under it, that doesn’t work. (...) People just don’t go and say,
Yes, now I'm going to rebuild my process,” based on an application I
don’t know, a tool I don’t trust anyway, and a technology that is pri-
marily marketing.” (...) We now have an Assistant View where one
can go to Watson and then go back to the old process. If you do it that
way, you don’t use the full power of Watson. (...) If then the first 4-5
times it’s not so good, then you just go back to your old, main branch
of the process and think ‘This is too stupid for me’. It takes a lot of
change management to somehow force people to take the sub-branch
of the process with gamification or whatever. (17V1)

This IBM member concludes that a big-bang launch
could lead to effective software and processes. However,
she also acknowledges the risks associated with her rollout
strategy assumption:

If you can manage, “bang” old process out, here’s your new interface

that we designed with you and you have to go through this Watson

thing, then you'll have a solid function within 3-4 months. But this

was theory. The current practice is very much rooted in the human
nature, now I get it. (17V1)

Aside from low adoption, another trigger to question
initial assumptions was the client’s staff fearing the new tech-
nology. This is particularly striking for Al, as people have
strong preconceptions induced by popular media or cul-
ture. For example, a representative from a Swiss manufac-
turer, responsible for internal stakeholder relations, shared
her experience with a project for a research department to
identify potential industry partners. This project resulted
in a more precise search engine than previously used.
However, the stakeholders reacted emotionally due to in-
formation from culture and popular media:

People are always scared and think of ‘I, Robot’, ‘“Terminator’, or

whatever. These films suggest that machines are taking over the

world, that can happen—1'm not sure either. But at the moment it's
different. Instead of taking the machine as an adviser and we [hu-
mans] making the final decision, it gives them fear that the machine
will make all the decisions. And that’s not true! (...), I can see it in
people’s eyes and body language, and then we have to take a step back.

We're still too early in the game for that. (...) I think that’s a trend
right now: everyone does that, so they do that too. (14C1)

The same interviewee, however, indicates that provid-
ing tangible prototypes helped with those fear:
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The learning is that visualization is very important, so that you can
show people a thing in a short time. Otherwise, they don’t believe you,
because it’s all very, very abstract for them. (14C1)

The interviewees reported that the fears were often ab-
stract and not grounded in reality but still problematic.
They adjusted their approach to address these fears, mak-
ing things more tangible and implementing a gradual rollout
process. The Swiss division of a large material science firm
aimed to create an app to serve as a central hub for search-
ing and interpreting company data across various plat-
forms. The project leader from IBM discussed the rollout
strategy used:

I don’t think users see what we’re introducing now as a threat, but

rather as a useful addition or support for their work. (...) it helps us

now, or it suits us, that we were not taking such a big-bang imple-
mentation approach, but rather approaching it relatively slowly. The
users slowly get used to it and gain confidence in the application, so-
lution, or technology. We encountered more skepticism at the begin-
ning when we were still discussing it at a high level. Now we are in
the implementation. Now it's tangible, they can see it, they can ap-

proach it and they can see that it’s not threatening at the moment.
(13V1)

The clients and the IBM expected that they will need to
make sense of the context of use. However, the societal
context’s impact was unexpected for clients. Fears often
surfaced through references to popular culture and were
amplified by media coverage. IBM representatives were
more cognizant of these concerns and aimed to address
them. To understand these fears, the team sought to en-
gage more frequently with users and stakeholders who
might be affected by the solution. The process is outlined
in Table 5.

General patterns across sensemaking targets

Table 6 outlines shared aspects of sensemaking targets, de-
spite their distinct characteristics. Project participants
drew from various sources, leading to inconsistent expec-
tations. Some referred to standards, others to prior project
experiences, which varied across and within organiza-
tions. Understandings of Al's nature and potential also dif-
fered. Initial expectations were often based on public data
or personal experiences. The absence of a shared reference
point could cause misunderstandings and necessitate
meaning negotiation among individuals.

Breakdowns are triggered in various ways. Some are re-
lated to the desired product, with partners questioning ex-
pectations if the product does not meet them. Actions of
team members might contribute to breakdowns if their be-
havior is inconsistent with the perceptions of their abilities.
These breakdowns may even lead to questioning the capa-
bilities of one’s own company, e.g., when it turns out that
it lacks the necessary resources. Finally, Watson can dis-
turb existing meanings too.

Interviewees acknowledge the complexity of the pro-
jects, with numerous known and unknown factors needing

TABLE 5
DEVELOPMENT OF MEANING CONCERNING THE CONTEXT OF USE.

Initial meanings

Sources of breakdown

New provisional meanings

- Employees will accept
Watson and are willing to
include it in their work
processes.

- Existing work processes
and employee training
are sufficient; system
should support the pro-

cess.

- Little interest from
employees who should
be supported with the
intended application in
the future.

- Fears fueled by public
discourse or individual
situation without direct
relevance to the partic-

ular solution or project.

- Making things tangible
helps communicate with
stakeholders and reduce
their fears.

- Slow, step-by-step rollout
as a way to accommodate
for concerns of the stake-
holders.
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TABLE 6
SUMMARY: DEVELOPMENT OF MEANINGS IN AIDP PROJECTS.

Sources of initial Sources of breakdown

meanings

New provisional meanings

Public:

- Depictions of Wat-

son or IBM from me-
dia and sales events.

Product-related:

- Low, inconsistent, or
random performance.

- Incomprehensible, un-
explainable output.

- Non-transparent rela-
tion between invested
resources and outcome.

- Learning as the main activity:
based on the application of the
preprocessing, training, and
testing machines learn to com-
plete a task and humans learn
about the data, the machine,
and the task.

- Performance depends on the
quality of data and fit between
data and algorithm.

- Performance is not directly re-
lated to developers’ skills or
time spent developing.

- Making things tangible could
help but is extremely difficult
because reasoning is an abstract
process and improvements in
reasoning hard to represent.

- Al development involves un-
known unknowns leading to a
need for spontaneous reconfig-
urations of the projects.

- General depictions
of Alin media and
public discourse.

- Examples of earlier
applications.
Team-related:

- IBM'’s lack of adequate
human resources.

- Obscure actions of IBM
concerning Watson.

Individual | Personal:
- One’s perception of
the own organization.
- One’s perception of
existing work pro-
cesses or practices.

- Perception of the
partner organization.
- Own experience
from previous pro-
jects.

- Obscure actions of cli-
ents concerning data.
Platform-related:

- Frequent changes to
the platform and lack of
knowledge about those
upgrades.

attention. They find the effort-outcome relationship un-
clear, complicating resource management. The project’s
opaque nature can confuse decision makers, making re-
source acquisition challenging. Generally, the interviews
emphasized the projects’ explorative and learning nature.

DiSCUSSION

The object of this study was to describe the process and
targets of sensemaking in AIDP-based projects, using evi-
dence from IBM’s efforts with their Watson AIDP. The
analysis of respondents’ experiences with Watson projects
shows that the AI components increased the complexity of
the projects, which exceeded project members’ expecta-
tions. This complexity caused frequent breakdowns of
meaning that left the participants temporarily without
frames they could act on or use to assess the project. When
new frames were established, new meanings propagate
through all areas of the project. This process requires time
and resources, causing delays and increases in costs. It also
makes the client companies conclude that much more
learning is necessary before they can purposefully or pro-
ductively participate in AIDP-based projects. Our findings
have implications in three domains: the areas of sensemak-
ing, the process of sensemaking, and the implications of
project complexity on sensemaking.

Targets of sensemaking in AIDP-based projects
We identified four targets of sensemaking in AIDP-based
projects: data, technology, context of use, and the project
itself. All four contribute to the complexity of the endeavor
and become subject to reflection throughout projects.
AIDP-based projects emerged to be about making sense
of data and about what technology, as opposed to a human,
can derive from this data. Whereas systems projects have
always involved decisions about data storage, manage-
ment, or access, AIDP-based projects bring a new perspec-
tive to this topic: are the data sufficient and adequate for
training, to what extent are they structured or dynamic,
what are the quality attributes of the data? Providing ade-
quate data is the primary possibility to improve the perfor-
mance of the desired application. This concern moves the
initial focus of development away from choosing the right
algorithm or creating bug-free code to data selection, struc-
turing, and generation. The need for sensemaking around
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data results to a large degree from inherent characteristics of
current Al technologies, many of which rely on (large)
amounts of data to learn from. Further, sensemaking of
data is only possible in combination with Al capabilities.
Only through combination with an algorithm or a model,
users can learn something about their data that makes sense
within the context of AIDP-based development.

We also observed that sensemaking around technology
in AIDP-based projects follows its own path. For instance,
project members found that it was not possible to assume
the transferability of Watson’s abilities from one applica-
tion (e.g., question answering in a general-knowledge quiz
show) to another application (e.g., question answering re-
lated to a particular railway station) even if the tasks might
seem very similar on the surface. Instead, sensemaking
about capabilities needs to occur anew with each change of
the data set, the context, or the task.

The technology provided as an AIDP generates an en-
hanced necessity for continuous sensemaking. The Watson
AIDP was undergoing steady development such that
learnings one made even only a few weeks ago might no
longer be applicable. This rapid pace of change—which
seems to characterize the current state of Al technology
more generally—affects clients, developers, and IBM con-
sultants who need to adapt to the changes on the go. A pro-
ject might need to develop a chatbot from scratch, while
couple of months later the AIDP might be extended to
cover this capability out of the box. This possibility leaves
clients concerned about the necessity of some investments.

The need for sensemaking around the technology also
results from the hype that surrounds IBM Watson as well
as the inherent characteristics of Al as a paradigm. The par-
ticipants entered projects with assumptions about Al and,
specifically, Watson based on how it was portrayed in the
news or in IBM’s presentations. Those beliefs were then in-
validated by, e.g., lack of capabilities attributed to Watson.
Hype was amplifying the initial expectations even more
creating the expectation that Watson might essentially
transform the organizations, which was invalidated dur-
ing the specification of use cases.

Because of the difference in the role of data and the na-
ture of the technology, the traditional notions of what SE
projects are about did not seem to apply entirely to AIDP-
based development. Sensemaking about the project and
the partners intensified. While one might tend to assess a
partner based on the performance of their output, applying
this strategy to Al-based projects can be misleading. The
client might be tempted to attribute bad performance to the
application and the developer team, though the provided
data might be the reason. Accordingly, a clear-cut respon-
sibility structure and performance-based evaluation is
problematic as a guide for the partners’ interaction. In the
observed projects, the participants settled on collective
learning as a frame for collaboration, but this view might
not be applicable in all commercial settings. The sensemak-
ing about projects was primarily driven by the novelty of
the technology and, thus, the novelty of the project type.
IBM and clients both lacked sufficient experience and ade-
quate expertise because there were not enough people who
had to deal with this technology before. People instead re-
sorted to other frames to inform their sensemaking [18].

Ultimately, sensemaking is crucial in comprehending a
client’s context of use, particularly for providers [61]. This
process becomes even more vital with Al technologies,
given increased media coverage and metaphors like ‘robot’
or ‘terminator’, requiring project members to understand

Expected need for sense- 1BM
making Yes No
Yes Context Technology
Client
No Data Project

Fig. 1. Expectations on the need for sensemaking in different areas.

them and strategize accordingly for AI deployment. Fur-
ther, Al-based systems can be applied to jobs that previ-
ously have been less affected by automation. The probabil-
istic nature of Al requires substantial shifts in employees’
work approach compared to business process automation.
Hence, sensemaking encompasses not only analyzing em-
ployees” work, potential changes in their practice, and im-
plementation strategies, but also envisioning the future of
work more generally. The need for sensemaking of the
context was complicated by the hype around Al in general.
Since virtually everyone has heard about it before, affected
individuals would frequently have made up their mind be-
fore even interacting with Al Revising those beliefs
needed additional sensemaking from participants.
Interestingly, the interviews reveal waves of sensemaking
initiated by cues starting from data or technology but then
spreading through the other areas of sensemaking. For in-
stance, in one of the projects, the data initially provided in-
cluded 70 questions for a chatbot to handle but these were
revealed as insulfficient in the first round of testing with
Watson. The client’s initial understanding of data and tech-
nology broke down. They recognized that more data
would be necessary and, because of the need for subject
matter expertise, that new data would need to come from
the client. However, this new meaning was incompatible
with the client’s understanding of the project and the dis-
tribution of responsibilities: they initially did not consider
manual work with data their responsibility. The under-
standing about project roles broke down and the client
started enacting a new, more engaged role in an overall
learning project. However, when IBM did not involve
them in training the model—as would be appropriate
given the newly-established learning character of the pro-
ject—this meaning broke again. This example shows how
a breakdown of meaning in one area, technology (incapa-
ble of learning from too few data points), propagates to a
breakdown of the meaning attached to data (existing data
insufficient, new data must be generated), which in turn
propagates to other targets, in this case, the project (client
responsible for data generation). The interviews point to
multiple cases of such interdependencies, which suggest
that sensemaking in each of the four areas is tightly related
to others. The sensemaking of a complex project is itself a
complex phenomenon and requires a careful approach.
The study uncovers socio-cognitive processes involved
in building up and overcoming the complexity of Al-based
applications. Specifically, it shows that uncertainty and
breakdown in one area might transfer to other areas, and
that the areas are tightly interconnected. This connection
implies that the challenges outlined in previous literature
[4], [9] need to be addressed as a whole rather than one-by-
one. For instance, extending the project team to include a
new category of specialist, a data consultant [18] to bridge
the business context and data, will have positive and neg-
ative implications for other areas that need to be assessed.
A data consultant might care for increasing the fit between
the available data and business needs through selection
and pre-processing, but this processing might
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simultaneously make the data even more opaque to the re-
maining project members. This observation adds to SE lit-
erature on sensemaking as a necessary step to interpret the
application context of the software product [80], [81], or as
a prerequisite for mutual understanding in dispersed or in-
ter-organizational teams [61], [82], [83]. This study ad-
vances this research by applying sensemaking to the con-
text of Al application development.

Process of sensemaking in AIDP-based projects
Turning to the processes of sensemaking, we found simi-
larities across the identified areas concerning the source of
the initial meanings and how the declared character of the
projects (i.e., innovation, exploration, research) impacted
the process of sensemaking. The client’s initial understand-
ing of the abilities of Watson, capabilities of IBM, or the
notion of unstructured data frequently referred to IBM’s
marketing and sales materials. The IBM-side informants
reported that they were often overwhelmed by the expec-
tations generated by this positioning and tried to set more
realistic expectations upon starting the project. However,
the clients only fully realized the limitations when con-
fronted with sometimes unsatisfactory outputs, the
amount of manual work involved in producing those out-
puts or the realization that the Watson offering was still
emerging. Participants on both sides faced innovative tech-
nology, novel perspectives on data, new project structures,
and new concerns from the future users. Thus, when their
initial meanings failed, they embraced the explorative
character of the projects and became more open to itera-
tively establishing new meanings.

However, this shift in perspective was not equally easy
for each of the sensemaking targets. Clients were prepared
for the novelty of technology but frequently did not expect
that their understanding of their own data would be in-
complete. Similarly, they were prepared and looked for
relevant cues concerning the vision and the context of the
application. However, their understanding of how the pro-
ject should be run was initially settled. In other words, they
were prepared for sensemaking about the technology or
the context, but the need for intense sensemaking concern-
ing the project and the data surprised them. This surprise
is reflected in their reactions, such as the initial reluctance
to accept that there might be mistakes in the data or the
concern about taking a role that was incompatible with
their predefined identity. Similarly, the IBM representa-
tives frequently expressed that they were unprepared for
difficulties concerning the project management conse-
quences of the availability of personnel or financial issues
and the restructurings of the AIDP technology itself. Yet,
they knew they would need to make sense of the context
and the data. Figure 1 summarizes those expectations.

To interpret this finding, we draw on the concept of
mindful organizing by Weick and Sutcliffe [13]. Our anal-
ysis suggests that mindfulness was not a general attitude
but differed in terms of focus: clients were mindful con-
cerning technology and context, whereas the vendor was
mindful concerning the data and context, and neither was
mindful about project organization. The results point to-
wards a phenomenon of selective mindfulness: Project mem-
bers were prepared for intense sensemaking for some tar-
gets and thus more flexible and more receptive to novel
meanings in those areas. However, for other targets, they
relied on predefined meanings. Only when it was inescap-
able to change the course of action because of the incoming
cues did they establish and enact the new meanings.
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This finding adds to the notion of mindfulness for SE
projects [13], [84]. Individuals and organizations fre-
quently focus on what is explicitly new, like technology or
application context, and are mindful about those aspects,
while staying mindless about what they think is known.
We propose instead a notion of balanced mindfulness: In SE
involving novel technologies, project members need to at-
tend to all aspects mindfully. They should look out for cues
from all sides of the projects and incorporate them early
rather than relying on predefined meanings. Taking any
aspect for granted or indisputable could negatively impact
a mindful reaction in other areas. Being aware that there
are multiple targets for sensemaking is the first step.

A second observation is that sensemaking in AIDP-
based projects involves multiple actors beyond just the cli-
ent and provider. The current study indicates that sense-
making in Al-based projects is a multilateral and collective
phenomenon: the cues essential for sensemaking occur not
only on the line between IBM and the clients but are pro-
duced by various stakeholders on both sides, including
marketing and sales department, future users of the devel-
oped application, or AIDP contributors who are not part of
the project. Even the technology or data themselves pro-
duce important cues, thus entering the communication be-
tween the actors. Furthermore, as signaled by the inter-
viewees, sensemaking about one’s own organization and
its contributions is equally crucial and influences an indi-
vidual’s actions. This outcome calls for a collective per-
spective on sensemaking in SE projects [84]. Sensemaking
is a multilateral phenomenon with various individual
stakeholders taking various roles from all organizations.

Project participants also cannot rely on cues coming
from a partner being consistent. We observed attempts to
establish a distance from cues produced by other members
of the same company, like the IBM representatives who
contradict messages produced by marketing and sales or
who openly criticize how Watson AIDP was managed.
Those instances of collective mindfulness observed in the
data ignore organizational boundaries and loyalty. We
conclude that an analysis along the lines of provider-client
or developer-client configuration [37], [61] might depict
the interaction too simply. We call for more attention to the
multilateral characteristics of collective sensemaking in SE.

In summary, the current study provides a differentiated
picture of sensemaking in provider-client relationships.
First, it shows how a mindful approach helps the partici-
pants accept new meanings more easily. Second, it sug-
gests that mindfulness is not a general attitude but is rather
target-dependent. Third, it indicates that sensemaking in
inter-organizational projects goes beyond the client-ven-
dor divide and happens between various actors within and
across the organizations. Finally, sensemaking crosses var-
ious dimensions of the past and the future.

The complexity of Al-based development raises hew
problems for sensemaking

Our study addresses the complexity of AIDP-based devel-
opment and its impact on sensemaking. AIDP-based pro-
jects face common challenges such as vague requirements
or budget issues [67]. However, they also introduce new
complexities that demand and complicate sensemaking.
The dependencies between various elements of the project
become increasingly difficult to predict. As Al can yield
unpredictable and complex results, traditional project
methodologies and meanings established in those projects
are often inadequate. We indicate that project members
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frequently started with assumptions modeled after the
conventional software despite their awareness that Al is
different. During the project, however, they had to update
their believes about the implications Al has on SE.

Our study confirms the unique challenges of Al-based
development previously noted [9], particularly in software
testing and quality. The interdependency of system com-
ponents complicates accountability for poor performance.
Often, clients felt IBM overpromised, while at the same
time, limitations of their data contributed to subpar results,
both affecting mutual trust. Due to the lack of test data and
high costs of systematic tests [35], [36], ad hoc assessments
were frequently used, shaping perceptions about the tech-
nology and project. Al-related challenges in software test-
ing and quality lead to mutual blame for project failure,
potentially manifesting as criticism of the AIDP or pro-
vider, or highlighting the client’s lack of preparedness.

Our interviews confirmed the challenges of Require-
ments Engineering in Al, often due to employees” miscon-
ceptions about Al, influenced by media and public dis-
course. IBM’s sales events, demonstrating high-perform-
ing Watson applications, often led clients to form unrealis-
tic expectations, similar to what was reported in earlier
studies [9], [40]. IBM project leaders attempted to moderate
these expectations, causing potential confusion between
management and project-level expectations. This mis-
match often resulted in requirements being discarded in
favor of a learning approach. This outcome highlights the
complexity of requirements management in Al projects
[41], [42], necessitating consideration of public Al dis-
course and the need for ongoing reassessment of Al capa-
bilities in the projects.

The analysis reveals that the technical complexity of Al-
based solutions presents challenges in Software Design,
Construction, and Maintenance [44], [45], [53], which—in
turn—necessitate increased sensemaking. Rapid changes
in Watson as an AIDP also caused confusion. The lack of
knowledge about the system’s capabilities among IBM
members negatively impacted client perceptions. How-
ever, this issue is not unique to IBM. As Al models and
tools offered by major providers like IBM, Google, and Mi-
crosoft continue to evolve, developers must stay updated
with these changes. The growing ecosystem of tools and
APIs may overwhelm developers, who must constantly
learn new capabilities. The dynamic nature of Al the ina-
bility to predict a tool’s performance, and the CACE prin-
ciple will transform the developer’s role and client expec-
tations. A developer’s willingness to learn may be more
valuable than thorough knowledge of an AIDP. We con-
clude that Al's inherent nature and its delivery via AIDP
require constant sensemaking and reassessment of devel-
opers’ skills.

Finally, the analysis highlights new challenges related
to sensemaking in SE Management, Configuration Man-
agement, and Professional Practice. Developers often face
a complex ecosystem of models and components that re-
quire continuous sensemaking, similar to understanding
the usage context [16], [28]. Our study confirms this, em-
phasizing that AI system development demands more in-
tense and frequent sensemaking than conventional sys-
tems. This sensemaking extends beyond users’ context,
model ecosystems, or Al development environments [16].
It includes project and data sensemaking and understand-
ing Al’s inherent nature. This process occurs throughout
the project, triggered by various difficulties or observa-
tions. From the perspective of the interviewed project

leaders and experts, sensemaking is not just necessary but
also a significant source of progress, generating learnings
and informing future steps. This result has implications for
managers who need to consider sensemaking activities in
project planning and execution, and who engage in the
process themselves to adjust their own understanding of
success and progress measures. Appropriate SE Models,
Methods, and Processes can aid management in this re-
gard. Consequently, we urge the SE community to engage
in providing adequate support for project leaders.

Towards sensemaking as the Al
development process

The inherent complexity of modern Al [7], [8] demands
sensemaking from all AIDP project members. This com-
plexity impacts the deployment of Al capabilities. Due to
the recent surge in Al popularity and lack of specific para-
digms for development, deployment, and maintenance of
Al systems, we reference MLOps [46], [47], [48], [50] and
pipeline architectures [50], [51]. While these models recog-
nize the iterative nature of improvement and need for sys-
tem optimization over time, they overlook the requirement
for multi-directional sensemaking throughout the process.
Our data shows that the cycles between activities were
tightly linked. For example, participants used incoming
data to gain an initial understanding of a model’s capabil-
ities. The complex process of data collection, selection, and
pre-processing is tightly linked and often involves multi-
ple instances of interpretation. Many companies have his-
torical data collected without specific application or con-
sistent strategy in mind. This data may change with new
employees or the introduction of Al into the data-produc-
ing processes. Some MLOps models suggest data explora-
tion but provide limited guidance on how it should be con-
ducted, often treating data as a measurable artefact [49].
They also overlook the necessary infrastructure for appro-
priate data access [52]. We argue that an iterative interpre-
tation process around data and its infrastructure is crucial
for subsequent value generation, ensuring the system is
used correctly to produce relevant insights.

Our study further supports the critique of MLOps in an
interorganizational context [52]. Interviews revealed dif-
fering practices, experiences, and expectations among or-
ganizations. Notably, interpretations of “development”
varied. Clients assumed it included data-related activities
managed by IBM, while IBM's development services were
more narrowly focused on data analysis, model training,
and application construction. This discrepancy caused sig-
nificant issues. Similarly, interpretations of concepts like
data, product, Watson expert, training, testing, and project
were negotiated mid-project, highlighting the importance
of clear communication and shared understanding in
MLOps projects. Our study revealed that spontaneous dis-
tribution of responsibilities, such as ad hoc data creation,
often led to project disruptions. This shifting of roles and
responsibilities was often due to unforeseen demands
from technology, data, or context. Previous SE4AI research
often discussed the roles of developers [4], [16] or data sci-
entists [23], [28], but we found that clients, even in roles
like product owner, are significantly affected by these Al-
related challenges. MLOps could potentially address these
issues as it outlines various roles and responsibilities [48].
However, it is unclear how these roles should be divided
between partners in an interorganizational setting and
how role interfaces should be defined across organizations.

part of
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SE4Al literature often isolates model training as the cen-
tral development step, separating it from production and
delivery [9], [44], [45], [48], [49], [53]. However, modern
AIDPs provide pre-set pipelines and configurations that
bridge this gap. A prime example is Q&A chatbot applica-
tions, where the tools automatically generate a chatbot in-
stance based on data sets or question-answer pairs. While
this technology responds to users’ or clients’ desire for a
quick, tangible systems over statistical accuracy assess-
ments, it can complicate the evaluation of individual com-
ponents. For instance, it may be hard to discern if quality
issues stem from the data or the Q&A model. This opaque-
ness is increasing with the use of general-purpose pre-
trained LLMs. Developers need specific guidance to bal-
ance the need for interpretability and the desire for early
tangible results. We also advocate for research acknowl-
edging AIDPs and pre-trained models’” potential role in Al
delivery, e.g., guidance on assessing ways to achieve func-
tionality, such as deciding whether to use out-of-the-box
functionality, fine-tuning, or training a new model.

Considering these insights, we propose that a compre-
hensive approach to deployment and operation of Al ca-
pabilities must account for the following activities:

1. Continuous sensemaking of AIDPs and models, and how
they can be used in the projected use case. This outcome can be
achieved by benchmarking similar cases, testing models
with sample data, comparing costs and runtimes, and lev-
eraging the expertise of other users or providers. All team
members should participate in tests with real or test data
to collectively comprehend the technology.

2. Continuous sensemaking of available data and data infra-
structure, e.g., investigating data sources and data creation
processes, tracking dataset changes, and understanding its
current usage. Further, one can test data samples with var-
ious Al tools, models, and AIDPs to gain Al-driven in-
sights and uncover unknown unknowns.

3. Regular sensemaking of context, requirements, and expec-
tations using, when possible, tangible prototypes. Rather
than using best-case solutions or demos, one should allow
domain experts and users to understand the technology
through prototype interaction. These prototypes, based on
simple models, can be updated or fine-tuned later. As in-
terviews suggest, people are adept at evaluating interfaces
from visual cues but struggle with non-visual systems.

4. Regular sensemaking of the project structure, roles, pro-
gress, and goals. Initially, prior experiences or standard de-
velopment models should be made explicit to make expec-
tations about the partner’s role obvious. Later, teams
should revisit these initial statements to discuss any
changes or shifts. Project members should value learning
as a success metric and reward sensemaking and learning
processes that contribute to the studied use case. They
need to document key learnings, especially those high-
lighting technology and data limitations. As Al technology
evolves rapidly, current challenges may become easier to
solve based on documented learnings, providing organiza-
tions with an advantage in making progress. Accordingly,
project managers need to allocate resources to sensemak-
ing. They should reconsider roles and responsibilities
based on specific knowledge and sensemaking capabili-
ties, e.g., by assigning some tasks related to data to persons
who can best make sense of them, rather than following an
outsourcing schema. Finally, they need to embrace plan-
ning uncertainty as element in AIDP.

We propose heedful interrelating as the vision for an ade-
quate project collaboration. Heedful interrelating
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characterizes the nature of social relationships that support
collectives at achieving their goals [85]. A potential opera-
tionalization of heedful interrelating involves contributing
and taking actions to support others, subordinating one’s
own actions to fit with the actions of others, and, most im-
portantly, “envisioning the system of collective work being
realized by the team as a whole” [86, p. 2]. This perspective
implies that project members consider what interpreta-
tions and meanings might emerge based on their own ac-
tions, and how those actions as well as resulting meanings
will impact the project structure, roles, or goals. This con-
sideration demands a mindful approach towards one’s
own and other’s actions.

To enable mindfulness, we suggest that project mem-
bers and managers embrace exploration and learning as a
way to make progress. Participants should engage early in
identifying potential targets for sensemaking and watch-
ing out for breakdowns, which implies asking oneself and
others if actions or events occurred in an unexpected man-
ner. This heedfulness demands a culture in which admit-
ting that something goes against plan is rewarded rather
than considered a sign of ineffectiveness. Finally, project
members should plan for interactions between sensemak-
ing targets as denoted by the concept of waves of sensemak-
ing. If breakdown occurred in one area, it is possible that it
will necessitate sensemaking in another area as well.

Overall, software engineers and project managers will
benefit from adopting mindfulness as an approach to lead-
ing and conducting AIDP projects. We claim that equipped
with the above guidance, they will be able to spot upcom-
ing problems and challenges with greater ease. While this
is likely to hold for all SE projects, we see it as particularly
important in projects involving Al, as it produces unex-
plainable, contradictory results more often than legacy
technologies, which then might impact on projects struc-
ture. Also, careful sensemaking about the larger context is
necessary to adequately react to themes appearing in pub-
lic discourse. Al has become a major topic among general
public, which might introduce preconceptions that need to
be addressed during design and development, as well as
when deploying the solution. Finally, the inherent com-
plexity of Al related to its non-deterministic nature will ne-
cessitate more frequent sensemaking. Awareness of it
might be necessary to assess the (lack of) progress in the
project accordingly.

Threats to validity

This study has several limitations due to its scope, time
frame, location, methodology, and theoretical perspective.
This study, focused on IBM Watson projects, may have
limitations concerning external validity due to rapid Al ad-
vancements and the rise of LLMs. The acquisition of ex-
perts may now extend beyond the provider’s direct work-
force. For instance, OpenAl fosters an independent devel-
oper community, unlike IBM, which primarily profits from
consulting and expertise. However, the general challenge
of expert access persists, potentially increasing need for
sensemaking as clients decide on expertise sources (IT con-
sultancy, freelancer agencies, own resources) and skill as-
sessments. Given this study’s limited scope, further re-
search on sensemaking in projects using other AIDPs and
recent Al paradigms is recommended.

Our study focused on collaborations between Swiss
companies and the local IBM branch in 2017. This specific
temporal and geographical context, as well as potential lo-
cal sales strategies, may have shaped client expectations.
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To ensure external validity, it's recommended to replicate
the results in different contexts, perhaps through a wider
survey. The limited number of cases and our decision to
interview both company and IBM representatives per case
may introduce bias, as some companies with confidential
projects may have opted out. Additional incentives could
encourage such companies to participate. Long-term study
or ethnography could also provide more comprehensive
insights into ongoing sensemaking processes. Further, we
have focused on sensemaking in the software construction
phase. Important sensemaking occur in the post-deploy-
ment phase, which require dedicated research efforts. For
instance, prior work has described problems due to data
drift during use, which our snapshot did not encounter.

Our study’s reliance on qualitative data, specifically in-
terviews, carries inherent risks. It is based on retrospective
analysis, which may be subject to availability bias and re-
flect an individual’s perception of past events. However,
this approach did enable participants to share their in-
sights and reflections, revealing their sensemaking efforts.
Ethnographic studies could further validate these findings.
A survey could provide quantified results, e.g., about the
frequency of specific challenges or episodes.

Our study’s theoretical lens, focusing on sensemaking,
may have highlighted certain elements while downplay-
ing others. This choice was guided by initial data findings,
not pre-determined. Future studies could benefit from a
multi-theory approach using theories about education,
outsourcing, or collaboration. This would provide a more
comprehensive view and multidimensional interpretation
of relevant incidents. Despite its limitations, our study can
stimulate further research in SE and other fields.

CONCLUSION AND IMPLICATIONS FOR PRACTICE

The collected data indicates that the complexity of AIDP-
based development is increased compared to traditional
systems development. Uncertainty about what is possible
now or what will be possible in the future and the depend-
ence of technology capabilities on the specific data and in-
put make the situation harder to grasp and enact.

Our study underscores the importance of embracing
learning in SE practice. Recognizing data limitations and
algorithm constraints is crucial for successful Al-based de-
velopment projects. Traditional quantitative accuracy met-
rics may inadequately gauge progress, potentially leading
to premature project termination.

Developers and clients should be vigilant for break-
downs of meanings in Al-based projects, given their nov-
elty and rapid technological advancements. They should
assume their understandings tentative, more so than in
other situations. AI’s probabilistic output may occasionally
surprise project members, necessitating more sensemaking
around technology and data than in deterministic projects.
This, combined with the waves of sensemaking, suggests that
Al projects may face more disruptions and recoveries, re-
quiring balanced mindfulness. Project members should
carefully identify potential sensemaking targets and antic-
ipate breakdowns. They should also plan for interferences
in sensemaking across all areas, managing it as a learning
opportunity rather than a hindrance.

Informants who observed the heightened need for
sensemaking responded by enhancing collaboration and
communication. This interaction resulted in continuous in-
put and feedback loops between partners, intensifying ef-
forts regardless of the participants’ organizational identity.

The study uses data collected in Switzerland and de-
scribes projects between Swiss companies and an interna-
tional AIDP provider. This adds to previous studies which
were conducted in Asia [4] or North America [16], [23], the-
orized based on literature review [9], [24], or attended to a
single group of professionals like developers or data scien-
tists [16], [23], [28]. The results offer a socio-cognitive view-
point to complement other SE4AI studies, aligning with
the qualitative research ideals of concatenation and cumu-
lation [87], [88]. The employed method provides a deep
and multi-sided perspective on the AIDP-based develop-
ment allowing for exploration of sensemaking processes.
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