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ABSTRACT Resilience to sensor and actuator attacks is a major concern in the supervisory control
of discrete events in cyber-physical systems (CPS). In this work, we propose a new framework to
design supervisors for CPS under attacks using finite-state transducers (FSTs) to model the effects of
the discrete events. FSTs can capture a general class of regular-rewriting attacks in which an attacker can
nondeterministically rewrite sensing/actuation events according to a given regular relation. These include
common insertion, deletion, event-wise replacement, and finite-memory replay attacks. We propose new
theorems and algorithms with polynomial complexity to design resilient supervisors against these attacks.
We also develop an open-source tool in Python based on the results and illustrate its applicability through

a case study.

INDEX TERMS cyber-physical systems, formal methods, control system security

l. Introduction

Supervisory control is a widely-used high-level control tech-
nique to deal with discrete events (e.g., turning on/off one
of many switches) in cyber-physical systems (CPS) that
work for various applications including transportation [1, 2],
smart infrastructure [3], and healthcare [4]. The goal of the
supervisor, typically implemented by cyber controllers, is
to ensure that the possible discrete events happen in the
correct sequences to prevent system failure. Mathematically,
the discrete events are captured by a set of symbols that are
implemented by sensors and actuators, their effect on the
controlled physical plant is captured by finite-state machines
whose transitions are driven by these symbols, and the goal
is to apply feedback control to restrict the plant’s execution,
as shown in Fig. 1.

With increasing applications in contested scenarios, such
as autonomous driving [5, 2] and distributed manufactur-
ing [6, 7], there is a growing interest in ensuring the
resilience of supervisors against sensor/actuator attacks [8, 9,
10]. In supervisory control, the possible attacks are illustrated
in Fig. 1. The sensor attacks aim to corrupt the true sensing

symbols from the plant to the supervisor by either hacking
into the plant’s sensor [11, 12, 13] or the communication
network [14, 15, 16, 17]. Similarly, the actuator attacks aim
to corrupt the true actuating symbols from the supervisor to
the plant by either hacking into the plant’s actuator or the
communication network. This setup captures simultaneous
(including coordinated) attacks on sensors and actuators and
is more general than [18, 19] for either sensor or actuator
attacks.

The block diagram for supervisory control under sen-
sor/actuator attacks is shown in Fig. 2. In a real system,
multiple sensor attacks can happen via different vectors (e.g.,
network or sensor). In Fig. 2, the overall effect is represented
by a single attacker A,. The input-output relation of A,
captures how a sequence of true sensing symbols may be
nondeterministically rewritten into a sequence of corrupted
sensing symbols. Similarly, the overall effect of multiple
possible actuator attacks is represented by a single attacker
A, whose input-output relation captures how a sequence of
true actuator symbols may be nondeterministically rewritten
into a sequence of corrupted actuator symbols.
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FIGURE 1: Supervisory control of cyber-physical systems.
At each time, the plant sends a sensing symbol, which will
be corrupted by op to the supervisor. Then, the supervisor
replies to the plant with an actuating symbol i». A plant
transition can only happen if the pair (ip,0p) matches the
transition’s label. In practice, the symbols op and ip may
be revised by malicious attackers, causing the plant to make
transitions not allowed by the supervisor.

The common presence of attackers in CPS has motivated
recent works on developing new theories and algorithms
for attack-resilient supervisory control. However, many of
them only deal with simple and history-independent attack
strategies, e.g., symbol insertion, deletion, or replacement
attacks (e.g., [18]), while many attackers in CPS can use
complex and history-dependent attack strategies. Among the
works involving history dependent attacks (e.g., [20]), the
attacks are typically modeled by a function: the attack is
determined by the plant’s transition history. Our attacker
model is described by an FST giving an intuitive visual
representations of the attackers.

Take the replay attack [21, 22] as an example, which is
a common strategy for launching cyber-attacks. It works by
first recording a fragment of symbols and then replaying
it repeatedly to trap the system. Implementing this attack
requires the attacker to decide when to continue recording or
start replaying. This requires the attackers to possess internal
states to make such decisions based on previous actions.
The idea of using states to model attack behaviors has been
proposed in [20]. However, in that work, the state space is
shared between the attack and the system. In practice, the
attacker and the system are typically implemented separately.
Thus, it is more appropriate to model the attacker individu-
ally with its own state space. This will help study the impact
of different attacks on the same plant and study the impact
of multiple combined attacks.

This work proposes to use finite-state transducers
(FSTs) [23, 24], which generalize finite-state automata, to
model the complex and history-dependent strategies of the
attackers. These FST models can be viewed as abstractions of
cyber/network attacks implemented by embedded programs
(e.g., malware). FST transitions are driven by an input sym-
bol and also produce a different output. This feature allows
FSTs to capture general complex attack strategies, including
previously-studied attacks (e.g., symbol insertion, deletion,
or replacement) and new history-dependent attacks (e.g.,

replay attacks). In addition, one can easily compose multiple
attack strategies to form new attack strategies via FST
model compositions [25, 26, 27, 28], which have polynomial
complexity and are well supported by existing C++/Python
libraries (e.g., [29]). Finally, one can implement constraints
on unconstrained attack strategies and facilitate problem
analysis with common security measures (e.g., intrusion
detectors [30], intermittently authentication [16, 31, 32]).

Our main contribution is the development of a new theory
to synthesize resilient supervisors against sensor and actuator
attacks. The supervisory control diagram is shown in Fig. 2.
We assume the FST models for attackers are known a
priori and capture all the possible attack behaviors (e.g.,
nondeterministic symbol deletion or insertion). The super-
visor is resilient in the sense that it can restrict the plant’s
execution to an allowed set under the attacks. Our theory
gives a constructive algorithm with polynomial complexity
to synthesize the supervisor, if feasible. It also shows that
the feasible supervisor is realizable by an FST.

This work improves our previous work [33] in two aspects.
First, we generalize it to plants modeled by FSTs (instead
of automata) to handle CPS equipped with sensors and
actuators that yield different input and output symbols. Our
plant model is similar to [34, 35], although no attacks were
considered in those works. Second, we develop an open-
source tool in Python based on the new results and illustrate
its applicability through a case study. The rest of the paper is
organized as follows. We provide preliminaries on FSTs and
regular relations in Section II and formalize the problem in
Section III. Then, we demonstrate the advantages of using
FSTs to model attacks in Section IV and provide resiliency
conditions and algorithms to design resilient supervisors for
FST-based sensor and actuator attacks in Section I'V. Finally,
case studies are presented in Section VI, before concluding
in Section VII.

Related work

Supervisory control under attacks has been studied exten-
sively in the literature, so we provide a detailed compar-
ison with previous work as follows. This work considers
simultaneous actuator and sensor attacks, while only sensor
attacks are considered in [36]. Furthermore, our attack model
allows symbol revision of unbounded length, while [36] only
studied bounded attacks. We notice that [37, 38] consider
simultaneous actuator and sensor attacks. Our work can
handle regular desired languages while [37] only focuses on
reachability. In addition, we provide an explicit attack model
via FST, while the attack model is only given implicitly
in [37] through the attacked plant model. Our attack model
can be history-dependent and thus more complex than the
history-independent attack model in [38]. In addition, we
deal with the regular desired languages instead of liveness
in [38]. The problem of synthesizing complex attackers has
been studied in [39, 40, 41, 20, 42, 43], while our work
focuses on the supervisor synthesis problem. Our work can
synthesize supervisors to counter the attacks, while [44]
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only focuses on synthesizing estimators to detect the attacks.
Our work can handle attackers that tamper with the system
dynamics, while [45] can only handle eavesdroppers. Com-
pared to [10] that deals with supervisor design under attacks,
we focus on restricting the plant to a desired language .7,
while the supervisor in [10] prevents the plant from reach-
ing unsafe states. Consequently, their supervisor synthesis
problem is converted to an equivalent game theoretic dual
problem. Lastly, our framework handles both sensor and
actuator attackers simultaneously while [10] is restricted to
only sensor attackers.

Il. Preliminaries on FSTs

To start with, we introduce the following common notations
for arithmetic over symbols. Specifically, we denote the set
of natural numbers including zero by N, set cardinality by
|S|, power set by 2°, and set subtraction by S;\Ss = {s €
S1 | s ¢ Sa}. We write “iff” for “if and only if”. For n € N,
let [n] = {1,..,n}. We follow the common notations for
sequences. For a given finite set of symbols, a finite-length
sequence of symbols is called a word. A set of words is
called a language. A word can be viewed as a singleton
language. The empty symbol/word is denoted by e. The
concatenation of two languages (or words) is defined by

LiLy ={LiI | Iy € L1, 15 € Ly}.

The Kleene star (i.e., finite repetition) of a language (or
word) is defined by L* = {Iy...I, | I1,...,I, € L,n €
N}; by convention, € € L*. For singleton sets, the notation
convention is I{ = {I;}*. The union of two languages (or
words) is the same as the union of sets, denoted by L1 ULs. A
language is regular if it can be represented only using union,
concatenation, and Kleene star [46]. In addition, a word I;
is a prefix of another word [ if there exists I such that
I = I, I,. The prefix closure L of a language L is derived
by including all prefixes of all I € L in L. A language L is
prefix-closed if L = L.

Now, we provide a mathematical introduction to FSTs.
FSTs can be seen as automata with input and output symbols
on their transitions. Similarly, automata can be viewed as
FSTs with identical input and output.

Definition 1. A finite-state transducer (FST) is a tuple A =
(S, Sinit, I, O, Trans, Sapnal) where

S is a finite set of states;

Sinit € S is the initial state;

I is a finite set of non-empty input symbols;

O is a finite set of non-empty output symbols;

Trans C Sx (IUE) X (OUE) xS is a transition relation,
where ¢ is the empty symbol;

(s,e,¢,8) € Trans for all s € S;

Stinal € S is a finite set of final states.

In Definition 1, the symbol ¢ stands for the empty symbol.
An FST transition with € as the input symbol can self-trigger.
An FST transition with € as the output symbol yields no
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output symbol. The self-loop (s, €, &, s) means the FST can
stay in the same state without receiving an input symbol and
generating an output symbol.

Languages of an FST

For the FST A, we define an execution by a sequence of tran-
sitions (sg, i1,01,51)---(Sn—1, in, On, Sn) Where sy = Si,it and
(si—1,1i,04,5;) € Trans for ¢ € [n]. The execution defines an
allowed word of input/output pairs (i1,01) ... (in,0n). The
set of such allowed words (i.e., sequences of input/output
symbol pairs) is called the language of the FST A, denoted
by L(A). In addition, we call [ =1ij...i, an allowed input
word and O = o;...0, an allowed output word. The set
of allowed input words is the input language of A, denoted
by Lin(A). Similarly, the output language is defined and
denoted by Loyt (A).

FSTs and Relations

The FST A defines a relation between I* and O* by
Ra={(i1...in,01...0,) | 3 an execution (Sinit,i1,01,51)
wo(Sp=1,in,0n,5,) and s, € Sapa1} C I* x OF

In this case, we say the FST A realizes the relation R 4.
More specifically, R 4 can be seen as a relation between the
input language Li,(A) and the output language Loui(A),
since Lin(A) = R, (0*) and Loy (A) = Ra(I*). Here,
‘R 4 is not necessarily a function since an input word can be
mapped nondeterministically to multiple output words.

To facilitate further discussion on relations, we introduce
the following common notations. For a relation R C S X Sa,
we define (with a slight abuse of notation) the image of a
subset 77 C 57 (an element is viewed as a singleton set)
over the relation R by

R(Tl) = {82 S SQ | 81 € Tl, (81,82) S R}
The relation R is a partial function if |R(s1)| < 1 for any
s1 € S1. The inverse of the relation R is defined by

R = {(s2,51) | (s1,52) € R},

whereas the composition of two relations is defined by
Rl ORQ = {(81,83) ‘ 382. (81,82) S Rlv (82,83) S RQ}
Here, the relation composition is read from left to right.
FSTs and Automata

Like finite automata define regular languages, FSTs define
regular relations as described below.

Definition 2. For two finite sets I and O, the relation R C
I* x O* is a regular relation iff

{(il,Ol) (In,On) | (I1 ve.ip, 01 On) S R}
is a regular language over I x O. Here, i1,01,...i,,0, can
be the empty symbol ¢.

Since FSTs can be seen as automata with input and
output symbols on their transitions, we have the following
lemma [47].

Lemma 1. The relation defined by an FST is regular. Any
regular relation is realizable by an FST.
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lll. Problem Formulation

This section introduces our problem formulation for attack-
resilient supervisory control. Section III-A discusses how to
properly use FST models in supervisory control. Section III-
B presents the fundamentals of the supervisory control
of plants modeled by FSTs without attacks. Section III-
C discusses the supervisory control with attackers modeled
by FSTs.

A. Using FST models in supervisory control

We use the FSTs from Definition 1 to model the plant
in Figure 2. Since the FSTs are placed in a control loop,
the transitions are implicitly timed. The FSTs are executed
iteratively, and each iteration requires a unit of time.

Definition 3. An FST A is observable if 1) it has no
transition labeled by (g, ¢) other than self-loops and 2) only
one execution exists for an allowed word in L(A).

The observability from Definition 3 ensures that the execu-
tions of the FSTs, and thus their current states, are uniquely
determined by both the previous input/output words. It can
facilitate the hardware and software implementation of the
plant and attackers. In addition, the observable FSTs from
Definition 3 allow empty input or output symbols. In the
supervisory control setup, an empty symbol means the plant
or attackers give no input or output for the current time.

The observability described in Definition 3 strict the
transition in the FST Definition 1 from a relation to a (partial)
function Trans : S x I x O — S. An observable FST is
different from a Mealy automaton whose transition is defined
as the (partial) function Trans: S x I — S x O [48]. Thus,
observable FSTs can still capture nondeterministic attack
behaviors that rewrite an input symbol into different output
symbols. We will discuss these issues in detail in Section I'V.

Two words (i1,01) ... (in,0,) and (if,0)...(i,,0,)
of the plant or attackers are viewed as different even if
iy...ip, = i}...i,, and o1...0, = o0}...0), after ig-
noring the empty symbols. More specifically, for a plant,
(i1,€)(eg,01) and (i1,01)(g, &) are different words. The for-
mer means the plant inputs i; and outputs nothing at Time 1
and inputs nothing and outputs iy at Time 2; the latter means
the plant inputs i; and outputs iy at Time 1 and inputs and
outputs nothing at Time 2.

An FST transition labeled with input/output symbols (e, )
is similar to the e-transitions in automata. They can happen
spontaneously without receiving and generating any input
and output. In addition, observing the FST’s input and output
cannot determine whether they have happened or not. Such
unobservability is unrealistic and undesirable in modeling
plants and attackers in the control loop. Thus, we focus on
using observable FSTs in this work.

B. Supervisory control of FST plants

The plant modeled by FSTs can generate output symbols that
are different from the input symbols. Thus, unlike classic
supervisory control [49] using automata as supervisors, we

Supervisor S

FIGURE 2: Block diagram for supervisory control of plants
modeled by FSTs.

ip =0s

use FSTs as supervisors to control such plants, as shown in
Figure 2. Accordingly, the control loop executes iteratively
as follows. Both the supervisor and the plant start from their
initial states.

1) The supervisor (modeled by an FST) chooses an output
symbol os, which will be sent to the plant, based on
an eligible transition that has this symbol as its output.

2) The plant receives ip = os and makes a transition
non-deterministically whose input symbol matches it.
This transition will generate an output symbol op.

3) Upon receiving is = op, the supervisor completes
this iteration by executing the transition labeled by
(is,05) = (op,ip). Otherwise, when there is no such
transition, the supervisor will stop the control loop and
raise an alarm.

In this setup, the supervisor has the freedom to choose
the symbol os in each iteration. Upon receiving ip = og,
the plant has the freedom to choose one of many transitions
whose input symbol matches it. The set of all possible plant
executions in the supervisory control loop can be captured
by an FST derived from the loop composition defined below.

Definition 4. The loop composition of the plant
P = (Sp7 Si, P, Ip,O0p, Transp, Sf’p) with  the
supervisor S = (Ss,5i,5:1s,0s, Transs, Sy.s)
in Figure 2 is an FST given by P|S = (Sp x
Ss, (sip,Si,.s), Ip, Op, Transioep, Sy p X Sps)  where
the transition ((s1,p,51,8),1p,0p, (S2,p,S2,5)) € Transeep
if the following two conditions are met;

1) (si,p,ip,0p,s2,p) € Transp

2) (s1,s,0p,ip,s2.s8) € Transs.

Accordingly, the plant’s executions in the supervisory
control loop in Figure 2 is given by L(P|S), i.e., the
language of the loop composition P|S.

Definition S. Let P be an observable FST plant and
A C L(P) be the prefix-closed regular language capturing
its desired executions. The supervisor S controls the plant P
to the language ¢ if and only if the set of plant executions
under the supervisor’s regulation satisfies

L(P|S) = %

Example 1. Figure 3 shows an example of the supervisory
control of FST plants. Suppose the plant is modeled by
the FST shown by Figure 3a. It has one state 0 and two

VOLUME 00 2021



transitions t1 and to with input/output symbols (a1, ag) and
(a2, a0), respectively. The goal is to restrict the plant exe-
cution to (t1t2)*, or equivalently restrict the plant language

to X = ((ozl,ag)(ozg,ag))*. For this goal, consider a
supervisor realized by an FST shown by Figure 3b, which
has two states 0 and 1 and two transitions 71 and To. At
Time 1, only the transition 1 labeled by (a, a) is allowed
by the supervisor whose current state is 0. Thus, only the
input/input pair (a1, s) is allowed on the plant, and only
the transition t1 can happen. The symbols are flipped since
the plant’s input is the supervisor’s output and the plant’s
output is the supervisor’s input. At Time 2, the supervisor
state jumps to 1 following the transition T1. Now, only the
transition T labeled by (aa, a2) is allowed by the supervisor.
Thus, only the input/output pair (e, ) is allowed on the
plant, and only the transition to can happen. If the plant tries
to execute the other transition ty, the supervisor will stop the
control loop and raise the alarm. Repeating the process, the
supervisor restricts the plant’s execution to (tita)* before

stopping.

T1 - (ag,al)

T2 @ (042, Oég)

tg : (O[Q, 052)

ﬁ@:} tl : (0417042)

(a) Plant P. (b) Supervisor S.

FIGURE 3: Example of supervisory control of FST plants.

Based on the loop composition, we introduce the following
theorem on the supervisory control of FST plants without
attacks.

Theorem 1. The observable FST S that has the language

L(S) = {(017 Il) .. (On, |n) | (il,Ol) . (in,On) S e%/}
controls the P to the desired language J¢ .

Proof:

The FSTs S and P can be viewed as automata that take
input/output symbol pairs. Thus, the theorem follows the
classic supervisor control theory for automata [49]. Specif-
ically, the FST realization S of the supervisor exists since
A is regular. Because % is prefix-closed, any state of S is
a final state, i.e., the executions of S can stop at any time.
Finally, the symbols are flipped since the plant’s input is the
supervisor’s output and the plant’s output is the supervisor’s
input. ]

C. Including attacks in supervisory control

Now we consider simultaneous sensor and actuator attacks
between the supervisor S and the plant P as shown in
Figure 4.
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FIGURE 4: Block diagram for supervisory control under
sensor and actuator attacks. The serial composition of Ay,
‘P, and A, in the dashed box form the corrupted supervisor.
The executions of the plant P in this control loop is derived
by its loop composition with the corrupted supervisor.

Attack Model

In practice, there can be many attacks (e.g., via hacking
into sensors or communications) that corrupt the symbols
sent between the plant to the supervisor. In this work, we
propose to capture their overall effect by two FSTs, the
actuator attacker A, and the sensor attacker .A;. The input-
output relation of the FSTs A, and A, captures how a
sequence of true sensing/actuating symbols can be revised
nondeterministically into another sequence of corrupted sym-
bols. Mathematically, these relations fall into the category of
regular relations [47], according to Lemma 1. For simplicity,
we assume A, and A, are observable so their internal
executions can be captured by their languages.

The regular-rewriting attacks provide a general frame-
work to model various attack behaviors. They generalize
previous history-independent attacks (e.g., insert, delete,
and replace) studied in [18, 50, 39, 19] and can capture
new history-dependent attacks such as finite-memory replay
attacks [21, 22]. Finally, we clarify that attackers modeled by
observable FSTs can still rewrite input symbols in different
ways to capture nondeterministic attack behaviors, according
to Definition 3. We will discuss these issues in detail in
Section IV.

Control Loop under Attacks

With the attackers A and A,, the supervisory control loop
of Figure 4 works as follows. At each time, consider a state
transition of the plant with the input and output symbols
ip and op. Due to the attacks, the plant’s true input and
output symbols may be revised to corrupted symbols ip
and ig, respectively, before the output symbol is sent to
the supervisor. The supervisor has no access to the true
output symbol from the plant and can only see the corrupted
symbol. The plant’s transition is allowed if and only if the
corrupted symbol pair (is,o0s) is allowed by the supervisor.
Otherwise, the supervisor will stop the control loop and
raises the alarm. This procedure is formalized with the
following steps:
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1) The supervisor (modeled by an FST) chooses an output
symbol os, which will be sent to the plant, based on
an eligible transition that has this symbol as its output.

2) The actuator attacker 4, receives os and makes a
transition whose input symbol matches ogs. There
may be many such transitions and the attacker can
choose anyone non-deterministically. This transition
will generate an output symbol i» which will be sent
to the plant.

3) The plant receives ip and non-deterministically makes
a transition whose input symbol matches it. This
transition will generate an output symbol op.

4) The sensor attacker A, receives op and non-
deterministically makes a transition whose input sym-
bol matches it. This transition will generate an output
symbol is, which will be sent to the supervisor.

5) Upon receiving is., the supervisor completes this iter-
ation by executing the transition labeled by (is, 0s) =
(op,ip). Otherwise, when there is no such transition,
the supervisor will stop the control loop and raise an
alarm.

Mathematically, the attacker FSTs are joined into the
control loop with serial composition. Each attacker is se-
rially composed with the supervisor to create the corrupted
supervisor S.. We now describe how serial composition can
be done.

Definition 6. Let A = (S,sinit, I, O, Trans, Spnal) and
A = (9,8, 1,0, Trans', S, .,) be two FSTs. The se-
rial composition A" = Ao A’ is derived by connect-
ing the FSTs A and A’ in series as shown in Fig. 7a,
where the input word sequentially passes A and A
The composition is defined as the FST given by A" =
(SxS', (Sinit, Syt )> I, O, Trans”, Sgnal X Sh, ). A transition
((s1,8}),1,0', (s2,85)) if there exists an o« € ONT' with the
following properties:

1) (s1,4, @, s2) is a valid transition in Trans.

. . .. . /
2) (s},a,0',8%) is a valid transition in Trans'.

Lemma 2. For any two FSTs A; and As, it holds that
Ra,0R A, = Ra,oa, where R denotes the regular relation
defined by an FST.

The model derived from the series composition is still an
observable FST. Since FSTs define regular relations, Defini-
tion 6 also provides an FST realization for the composition
of regular relations in Lemma 2 [47]. We can now explicitly
define the corrupted supervisor as S, = As; o P o A,.

Example 2. Consider two FSTs Ay and Ay shown in Fig. 5a
and 5b, where one replaces oy with oo and the other injects
as. The overall FST attack model, captured with the serial
composition of the two FSTs is derived using Definition 6
and shown in Fig 5c. Also, it holds that R o,04, = R, ©
R,

(E, 043)

s 00
R0 0T o
(a) FST Ay (b) FST A

(c) Serial composition Aj o Ao

FIGURE 5: Example for serial composition of FSTs.

Control Goal

Let 2 be a desired prefix-closed regular sub-language .7~ C
L(P) for the plant. The attackers aim to “stealthily” incur
an undesired plant execution that yields a word outside #°
without triggering the supervisor’s alarm.

We assume that the attackers have some knowledge about
the plant. We will now describe why this assumption is
made with several simple scenarios where the supervisor can
detect an attack, stop the control loop, and raise the alarm.
If the actuator attacker sends ip to the plant while the plant
currently has no possible transition defined by ip as an input
symbol, then the plant will be at a standstill. The supervisor
will recognize this abnormality and raise the alarm. This
would occur when Loys(Ag) € Lin(P).

Similarly, if the sensor attacker intercepts a message op
and has no valid transitions with op as an input symbol in
its current state then the supervisor will notice the delay
and raise the alarm. In other words, if the supervisor is
expecting a response from the plant and it does not receive
one then it will raise the alarm and stop the control loop.
This failed attack occurs if Lout(P) € Lin(As). For the
rest of the analysis, we will assume that the attackers have
enough knowledge of the plant so that Loyt (As) € Lin (P)
and Loyt (P) C Lin(As).

For the sensor attacker A, at some time, its input symbol
op may be disallowed by the supervisor in its current state,
or its output symbol os (as the supervisor’s input symbol)
may be disallowed in the supervisor’s current state. Similarly,
for the actuator attacker A,, at some time, its input symbol
os may be disallowed in its current state, or its output
symbol ip (as the plant’s input symbol) may be disallowed in
the plant’s current state. In all these cases, the attackers are
viewed as failed since the supervisor or plant can detect the
abnormality, immediately stop the supervisory control loop,
and raise the alarm.

Given the discussion above, the supervisor S aims to
restrict the executions of the plant P to ones that only yield
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words in the desired language .2~ C L(P). We denote by
L(P|S.) the language of the plant and corrupted supervisor’s
loop composition. This is the set of possible executions of
the plant in the supervisory control loop with the attackers.
Formally, the control goal is given below.

Definition 7. Let P, A,, and A, be observable FSTs
modeling the plant, sensor attacker, and actuator attacker,
respectively, and & C L(P) be the prefix-closed regular
language capturing its desired executions. The supervisor S
controls the plant P to the language ¥ iff the set of plant
executions under the supervisor’s regulation satisfies

L(P|S,) = A .

This ensures that 1) the plant execution is restricted by
the desired set # under the attacks and 2) each word in
2 corresponds to a possible plant execution under certain
behavior of the supervisor and attackers.

IV. Advantages of FSTs to Model Attacks

This section introduces the advantages of using FSTs to
model attack behaviors in supervisory control, following the
discussions in Section III-C. Since the attack behaviors are
mathematical by regular relations, we refer to the class of
attacks modeled by FSTs as regular-rewriting attacks. The
regular relations can mathematically capture the attackers’
nondeterministic behaviors. These include previously studied
history-independent attacks (e.g., insert, delete, and replace)
[18, 50, 39, 19] and more sophisticated history-dependent
attacks such as finite-memory replay attacks [21, 22], which
can potentially bypass existing intrusion detectors by record-
ing and replaying previous system executions. The work
in [20] also implements history-dependent attacks. However,
they use sensor attackers modeled by a function: the attack is
determined by the plant’s transition history. Comparatively,
our attacker model is described by an FST allowing relatively
straightforward analysis and intuitive visual representations
of the attackers.

A. Modeling common attacks by FSTs

FSTs can model a diverse range of nondeterministic attacks
in supervisory control. FST models can be derived from the
regular relations that the attacks obey, e.g., by analyzing the
security services and (possible) attack surfaces from the sys-
tem’s architecture and deployment. In return, the resilience
analysis given later in this paper can guide improving the
security services in the deployed system. Below, we give a
few examples of modeling common attacks with FSTs.

Example 3. Let I’ C 1. The projection attack

) i if iel
Projecty (i) = {5’ iherwise
b i

ey

captures the attack that results in removing all symbols that
belong to I\ I'. On the other hand, the nondeterministic
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deletion attack is defined as

i, if el
€ ori, otherwise.

Deleter (i) = { 2)
It extends the Projecty, attack as it captures that the attacker
may (or may not) remove symbols from 1\ 1'; eg., if
I' =1 this model can be used to capture Denial-of-Service
attacks [51] over the communication network. Finally, the
nondeterministic injection attack is defined as

3

In it, a finite number of symbols from I' can be added before
and/or after the symbols. These attacks can be represented by
FSTs as shown in Fig. 6a, Fig. 6b and Fig. 6¢, respectively.

Injecty (¢) =i where i € T'.

Example 4. A replacement-removal attack defined by the
rule ¢ : I — 21Y¢ s represented by an FST as shown in
Fig. 6d.

Example 5. Let I C 1. An injection-removal attack nonde-
terministically injects or removes symbols in I’ from a word.
This is modeled by the FST in Fig. Ge.

Beyond the simple attackers in Example 3-5, FSTs can
also model complex history-dependent attacks, motivated by
cyber/network attacks implemented by embedded programs
(e.g., malware). Since the attackers modeled by FSTs have
(internal) states, they can perform different attack actions
depending on their current state, which is affected by their
previous attack actions. Take the replay attack as an example,
which is a common strategy for launching cyber attacks [52,
53]. It works by first recording a fragment of symbols and
then replaying it repeatedly to trap the system. Implementing
this attack requires the attacker to know when to continue
recording or start replaying.

Example 6. A replay attack records a prefix of a word and
replaces the rest with the repetitions of the recorded prefix,
with the prefix size being bounded by the finite-memory
capacity (i.e., size) N. This relation is regular, so can be
modeled by FSTs. For example, a replay attack recording a
prefix of length up to N = 2 for any word I = {iy,ia} can
be modeled by an FST as shown in Fig. 6f. Note that the
FST can be viewed as the parallel composition of two replay
attacks recording prefixes of length 1 and 2, respectively.

In [20], the attackers are also modeled with states. How-
ever, these states are shared with the plant (referred to as
the environment). For different plant models, this approach
requires building a new combined model to capture the
same replay attack. On the other hand, our approach allows
modeling a replay attack separately and then composing it
with the plant model to study its impact. Our compositional
approach can help the users to 1) model each component
separately, 2) study the impact of different attacks on the
same plant, 3) study the impact of multiple combined attacks.
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(i,hforiel (i,e) fori e I\I

(i,e) for i e I\l (i,i) foriel

(a) Projection (b) Deletion

(e,i) foriel
(i,e) foriel

(i,i) for i € I\I

(e) Injection-Removal

(e,i") fori’' e T

s
(i, (1)) for i € I

(d) Replacement-Removal

(o (i1 Uiz, iy)

(i,i) foriel

(c) Injection

(iy Uiz, ia) () (iy Uia, i1)

(o (i Uiy, ia)

(f) Replay Attack

FIGURE 6: FST models for common attacks.

B. Composition of multiple attacks
Multiple attacks modeled by FSTs can be combined into
an overall FST model. This justifies our modeling from
the general system architecture in Fig. 1 to the control
diagram in Fig. 2. Specifically, in Fig. 1, there may be
coordinated attacks from multiple deployed attack vectors
with different “point-of-entries” from the sensors, actuators,
and communication networks. For example, on the sensor
side, there may be false data injection via sensor spoof-
ing [54, 1] together with denial-of-service (DoS) attacks on
network transmissions. The overall effect of those attacks is
equivalent to their serial composition as illustrated in Fig. 7a,
which is represented by a single FST A; in Fig. 2.
Similarly, if there is one of several possible attacks that
may be deployed at the same “point-of-entry” as studied
in [18], the overall effect, and the corresponding FST model,
is equivalent to the parallel composition of the two FSTs cap-
turing the basic attacks, as shown in Fig. 7b. Algorithmically,
the parallel composition is computed as follows.

1) Compute the union of the states, final states, and
transitions.

2) Add a new starting state with transitions /¢ to the
initial states sin;, and s/ ;.
C. Imposing constraints on attacks
FSTs also facilitate imposing (operational) constraints and
transform history-independent attacks (e.g., injection attacks
from (3)) to history-dependent attacks. For example, in some
networked control systems, cryptographic primitives (e.g.,
Message Authentication Codes) can only be intermittently
used due to resource constraints, and thus can only inter-
mittently prevent injection attacks [16, 17, 55]. FSTs can

—{Af (A

(a) When n attacks happen simul- (b) When (only) one of n possible

taneously (e.g., false data injection attacks may occur at a “point-of-
attack on sensors A7, denial-of- entry” (i.e., attack point), the over-
service attack on network As, ...), all effect can be captured by the
the overall effect can be captured parallel composition of the attack

by the serial composition. models.

(i,1)

(i)

(c) Modeling frequency constraints; e.g., the operational
constraint that an FST-based projection attacker A happens
once every three steps can be captured by augmenting the
FST model

FIGURE 7: Modeling attack composition and attack con-
straints.

facilitate modeling such constraints as frequency constraints
on the attacker as studied in [50].

To illustrate this, we take the simple FST in Figure 6a and
show how to impose a frequency constraint.
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Example 7. The FST in Figure 6a can remove the input
symbol i non-deterministically. The removal can happen for
all symbols in the worst case. Suppose we want to constrain
the frequency to at most once every three symbols. Then,
we can model it by the FST model in Figure 7c which is
modified from the former FST.

V. Attack-Resilient Supervisor Design

This section presents theories and algorithms to synthesize
resilient supervisors for the formulation in Definition 7.
Since the plants are modeled by FSTs and can generate
different input and output symbols, we consider supervisors
that can monitor a pair of different input and output symbols
each time, as discussed in Section III-A. Synthesizing the
resilient supervisor that satisfies Definition 7 is not always
feasible. Thus, we consider a related problem of designing a
candidate resilient supervisor that can restrict L(P|S.) where
Se = Az 0 S o A, to the minimal feasible super-language
of J, i.e., finding a S such that L(P|S,.) is the smallest
possible language that contains % .

Definition 8. The FST S is a candidate resilient supervisor
for a desired language % iff

1) & CL(P|AsoS o Ay), and

2) for any S’ that satisfies # C L(P|Ag 0S8 o Ay), it
holds that L(P| A, oS o As) C L(P| Ay 0 S o Aj).

If L(P|A, oS o A,) is equal to ., then the candidate
resilient supervisor is the resilient supervisor that satisfies
Definition 7. In the following, we study attacks on sensors
in Section V-A, on actuators in Section V-B, and on both
sensors and actuators in Section V-C.

A. Design resilient supervisors to sensor attacks
To synthesize the candidate resilient supervisor in Definition
8 with only the sensor attacker A, we use the FST inverse

A ! as the countermeasure.

Definition 9. Given an FST, A = (S, siit, I, O, Trans,
Sfinal), the FST inverse is also an FST denoted by
At = (S,Sinit,O,I7Tran571,5ﬁna1), where the transition
(s,0,i,s') € Trans™ ' if and only if (s,i,0,s") € Trans.

The inverse of an FST is derived by flipping the in-
put/output symbols on each transition, as given in defini-
tion 9. By inverting an FST, the regular relation it defines
is also reverted, as stated by the following lemma [47], and
definition 9 provides an FST realization for the inverse of
regular relations.

Lemma 3. For an FST A, it holds that R 4—1 = R;‘l, where
R 4 denotes the regular relation defined by A.

The composition of a relation and its inverse includes the
identity map. Thus, we have the following lemma on the
composition of an FST and its inverse.
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Lemma 4. For any FST A, it holds that
VI € Lin(A). I € Ryon— (1),
VI € Lout(A). T € Rg-1o4(1).
Equivalently, it holds that

Rmia) & Raoa-1,

Here, Li,(A) and Lou(A) are the input and output lan-
guages of A, and My is the automaton realization (thus
also an FST) of the regular language L.

Recall Theorem 1. For the desired language ¥ C L(P)
of the plant P, the FST S can supervise the plant’s language
in the closed loop without attacks, i.e., let L(P|S) = #,
if § = /\/l;g1 where M 5 is a deterministic FST realizing
. The supervisor should be the inverse of M 5 since the
plant and supervisor have flipped input and output. Now,
after introducing the sensor attacker 4, we show that the
composition of the inverse of A, and /\/l;gl can potentially
serve as a resilient supervisor, as stated below. Intuitively,
in the supervisor S = A;! o M7}, the part A partially
reverts the attacks of A, by finding out the possible true
words before the attacks, and then the part ./\/l;g1 filters out
undesirable words. Thus, the natural choice of the candidate
supervisor is (M o As)~! = A7 o M7} The theorem
below formally explains this approach.

RMpgoity © Ra-toa:

Theorem 2. With only the sensor attacker A, for any FST
plant P and desired prefix-closed regular language % C
L(P), the deterministic FST satisfying

RSmin = RA;%M;;
is a candidate resilient supervisor. It is a resilient supervisor
ir
LMy oA 0 A;HNL(P) = 7.

Proof:
We defer the proof until Theorem 4. ]

B. Design resilient supervisors to actuator attacks
Similar to V-A, when there is only the actuator attacker Ay,
we use the FST inverse A, ! as the countermeasure. The
theorem below formally explains this approach.

Theorem 3. With only the actuator attacker A,, for any
plant P and desired prefix-closed regular language ¥ C
L('P), the deterministic FST satisfying

Rmin = Rpponst
is a candidate resilient supervisor. It is a resilient supervisor
iff
LAY o Ago My ) NL(P) = X .

Proof:

We defer the proof until Theorem 4. [ |
Intuitively, the supervisor is corrupted by the composition

with A,, thus the natural choice of the candidate supervisor

is M}l o A;!, according to Theorem 1.
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C. Design resilient supervisors to both sensor and
actuator attacks

When both the sensor and actuator attackers A, and A,
exist, we combine the approaches from Section V-A and V-B
and use the FST inverse A; ! and A ! as the countermea-
sure. Again, we can think of the composition 4, 0P o A, as
the corrupted plant, and L(A, o M ¢ o A;), thus the natural
choice of the candidate supervisor is (A, o M o Ay) "1 =
A7t o M} o A7 Y, according to Theorem 1. The theorem

below formally explains this approach.

Theorem 4. For any plant ‘P and desired prefix-closed reg-
ular language ¢ C L(P), the deterministic FST satisfying

Rs :RAZIOM;OAEI 4)

is a candidate resilient supervisor. It is a resilient supervisor
iff
LA 0 Aso Moy 0 Ay o AT NL(P) = . (5)

Proof:

We start with proving the deterministic FST Sy, satisfying
(4) is a candidate resilient supervisor. The existence of Sy,
results from Lemma 1 and that R 41 MloArt is a regular
relation.

First, we prove the supervisor S;,;;, satisfies Condition 2)
of Definition 8. Consider another supervisor S that satisfies
Condition 1) of Definition 8. Thus, it should allow any word
in % for the plant under the attackers. Namely, any pair of
input and output words Ip = iy...i, and Op = 01...0y,
satisfying (i1,01) ... (in,0,) € H, ie.,

(IPaOP) € RM,{/) (6)

should be allowed for the plant. Here, iy, 01, .. . iy, 0, may be
the empty symbol e. Similarly, the pair of input and output
words Og and Ip, should be allowed by the attacker A, if

(Os,Ip) € Ra,. 7

And the pair of input and output words Op and Ig, should
be allowed by the attacker A, if

(Op,Is) € Ra,. (8

Since the plant P and attackers A; and A, are de-
terministic, their executions corresponding determined by
Ip,0p,Is,Os. Combining (6)(7)(8) gives

(OS;IS> € R_Aa ORM%, o RAS~
That is, by Lemma 2 and 3,
(Is;05) € R g-1opqtoust ©)

By construction, any such pair of Is and Og should be
accepted by S, thus

RA_:loM;{loA;l =Rs... CRs.

Therefore, Sy, is the “minimal” supervisor.

Second, we prove the supervisor Sy, satisfy Condition 1)
of Definition 8. Again, consider a pair of words I» and Op
satisfying (6) generated from the plant P. Let Is and Os be

Algorithm 1 Resilient supervisor for both sensor and actu-

ator attacks

Require: Desired language #° C L(P), and attackers Aj
and A,.

1: Build an FST M realizing JZ .

2: Compute inverse A7 %, M7} and A

3: Compute composition S = Ao M}l o AL
4: if L((As0S 0 A,)" )N L(P) = ¢ then

5: return S

6: else

7: return Infeasible

8: end if

the corresponding corrupted words sent to the supervisor.
Then, the pair (Os,Ip) should satisfies (7) and the pair
(Op,Is) should satisfies (8). Since the supervisor Spin
and attackers A, and A, are deterministic, their executions
corresponding determined by Ip,Op,Is,Os. Combining
the above conditions, we have that any such pair of Is and
Os should satisfy (9), and thus allowed by the supervisor
Smin-

Finally, we show that the left-hand side of (5) gives the
language L(P | A, oS o A,) of the plant in the closed loop
with supervisor and attackers. Following the formulation
in Section III-C, the set of plant words (i.e., sequences
of input/output symbol pairs of the plant) allowed by the
supervisor Sy, and attackers Ag and A, is

L((As 0 Smin 0 Aa) 1) = LA 0 Ay 0 My 0 A 0 ATY).
(10)

This result can be derived by viewing A; o Spin © A, as a
corrupted supervisor and applying Theorem 1. The inverse
is because the plant’s input is the supervisor’s output and the
plant’s output is the supervisor’s input. Therefore, the plant
language L(P | Ay oS0 Ay) is the intersection of (10) with
L(S). When (5) holds, we have L(P | A,0S o A,) =7,
thus Sy is a resilient supervisor. [ |

Theorem 4 gives Algorithm 1 for resilient supervisors to
the actuator and sensor attacks. This algorithm computes a
minimal superlanguage of .#". If the aforementioned super
language equates to %, then the designed supervisor is
resilient. The algorithm only involves FST inverse and com-
position and thus has polynomial complexity in time. Our
previous work [32] develops a method to compute the largest
subset of # that the plant can follow with supervisory
control under the influence of attackers. The latter is known
as a maximal sublanguage. However, this approach is much
more computationally expensive than the former since it
relies on fixed point operations. Below is an illustrative
example. A more complex example is given in Section VI.

Example 8. As shown in Fig. 8, consider

o set of input and output symbols 1 = {i1,ia,is3,14,i5}
and O = {01,09,03,04,05},
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e a plant P with language {t1to,t3ty,t5}* as shown and
defined in Fig. 8a,

o adesired language # = {t1to}* realized by FST M
in Fig. 8b,

e two actuator attackers: A1 from Fig. 8c rewrites o1 to
o3 and vice versa while A,o from Fig. 8d rewrites o3
to o1 only,

e 1wo sensor attackers: Agy from Fig. 8e rewrites is to iy
and vice versa while Ao from Fig. 8f rewrites iy to i
only.

In this example, we have shown two different types of
attacks and supervisors for the same plant FST and desired
language, ¢ . The supervisor shown in Fig. 8g was designed
to counter Ayy and Agy. Similarly, the supervisor in Fig. 8h
was designed to counter Ago and Asgs.

Both supervisors were designed using Algorithm 3. The
supervisor language L(A;! o M}l o A;Y) was computed
to determine if the plant can be restricted to & . The choice
of Auo and Ago does not allow for a feasible resilient
supervisor design because the Aso forces is to be the only
symbol sent to the plant. The supervisor will then receive o5
and raise the alarm. Thus, no transitions will ever occur.

In practice, it is unrealistic to assume a design engineer
has complete knowledge of the attackers on a CPS. However,
this algorithm is still very useful because it can quickly test
for resilient supervisor existence based on a wide variety
of nondeterministic attacks. In practice, our proposed FST
attack model would act as a conservative overestimate of the
true attacker.

D. Relationship to Previous Work

Due to its generality, the presented FST-based framework de-
scribed in Section III and IV can emulate several previously-
studied setups of supervisory control. For example, we
can emulate the classical supervisory control [49] with
uncontrollable symbols I, in our framework by adopting
the following setups in Fig. 2 by letting P be the plant
(an automaton) of interest and the actuator attacker be
AE).S) = Injecty, and Injecty o P be the serial compo-
sition of the injection attack from (3) and the plant. This
attacker injects uncontrollable symbols in I,,. whenever they
are acceptable by the plant. The supervisory control under
sensor/actuator enablement and disablement attacks [19] can
be emulated in our framework by letting the sensor/actuator
attacks be ALY o AP where A% is defined above and
A,(fd) is the injection-removal attack on a set of vulnerable
control symbols from Example 5. Finally, the supervisory
control under replacement-removal sensor attacks [18] can
be emulated in our framework by letting the sensor attacks
be AS'” .A , where AS’ is defined above and AS'"’ is
the replacement-removal attack from Example 4.

VI. Case Studies: ARSC Tool and Synthesis Scalability
Based on the proposed algorithms, we developed an open-
source tool ARSC [56] based on the OpenFst library [29]
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FIGURE 8: Example supervisors for both sensor and actuator
attacks.

and illustrated its efficiency on problems on different scales.
For all evaluations, the tool was executed on an Intel Core
i7-7700K CPU, and the execution time and memory usage
were measured.

To illustrate the effectiveness of our approach, we consider
a scheduling problem from [49], where n players indepen-
dently require service for m sequential tasks t,;, i € [n],j €
[m] on a central server. The tasks of each player have to
be served in the index order. The sensors are corrupted by
an attacker that removes the tasks performed by the first
player, and the actuator attacks nondeterministically rotating
the input sequence t1jtaj .. - t(n_1)jtnj tO tajts;...tn;t1;
for any task index j € [m]. For n = 2,m = 2, the
desired language % for the system, as well as the attacks are

11
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TABLE 1: Execution time and memory usage of the supervi-
sory synthesizing algorithm for different values of n and m.

m | n | |Sm, | | Time (ms) | Memory (MB)
9 |2 102 15.566 0.20944
9 |3 10° 16.309 2.1642
99 | 2 107 20.852 47563
9 |5 10° 99.535 340.26
99 | 3 10° 721.68 7106.7

modeled as shown in Fig. 9. From Theorem 4, the language
¢ is controllable and the attacks can be countered by the
supervisor constructed by Algorithm 1. The supervisor for
the case n = 2, m = 2 is displayed in Fig. 9e.

The complexity of the supervisor synthesis algorithms is
determined by the composition operation. The composition
A 0 Ag requires O(|S 4, ||S.a,| DA, log(Da,)+Ma,)) time
and O(|S,|/S4,|D.a, M4,) space where |S.|, D. and M.
denote the number of states, the maximum out-degree and
the maximum multiplicity for the FST, respectively [29].
The order in which the composition operations are per-
formed can also change the overall complexity. For sim-
plicity, the term P~! is dropped and the supervisor is
computed as (A;! o M3}) o A;! in our implementa-
tion. Therefore, the overall time complexity is reduced to
O(S iy |[S4, 1 D.a.10g(D.a,)) where Spq, ~ O((m+1)")
and Sa,=D 4 =D, ~ O(mn) for this problem.

Table 1 shows the running times of the algorithm averaged
over 100 synthesis and the maximum amount of memory
used during the tool execution for different values of n and
m. We can observe that a tenfold increase in the number of
states in M 5 increases the execution time and the memory
usage by at most 100 times. This sub-quadratic increase is
a consequence of the composition operations performed by
the algorithm.

VII. Conclusions

We studied the supervisory control of discrete-event systems
under sensor and actuator attacks. Both the system and the
attacks are mathematically modeled by finite-state transduc-
ers (FST). We discussed the advantage of using FSTs to
model attacks in capturing history dependency, composing
multiple attacks, and imposing constraints on attacks. Then
we proposed theorems and algorithms to design resilient
supervisors for given attacks in three cases: only sensor
attacks, only actuator attacks, and both sensor and actu-
ator attacks. Finally, we implemented the algorithms with
computer programs and demonstrated their applicability in
case studies. Our work extended previous studies on attack-
resilient supervisory control and provided a new framework
based on FSTs.
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FIGURE 9: Example supervisors resilient to sensor and actuator attacks
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