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Abstract—As emerging networks such as Open Radio Access
Networks (O-RAN) and 5G continue to grow, the demand for
various services with different requirements is increasing. Net-
work slicing has emerged as a potential solution to address the
different service requirements. However, managing network slices
while maintaining quality of services (QoS) in dynamic environ-
ments is a challenging task. Utilizing machine learning (ML)
approaches for optimal control of dynamic networks can enhance
network performance by preventing Service Level Agreement
(SLA) violations. This is critical for dependable decision-making
and satisfying the needs of emerging networks. Although RL-
based control methods are effective for real-time monitoring and
controlling network QoS, generalization is necessary to improve
decision-making reliability. This paper introduces an innovative
attention-based deep RL (ADRL) technique that leverages the O-
RAN disaggregated modules and distributed agent cooperation
to achieve better performance through effective information ex-
traction and implementing generalization. The proposed method
introduces a value-attention network between distributed agents to
enable reliable and optimal decision-making. Simulation results
demonstrate significant improvements in network performance
compared to other DRL baseline methods.

[. INTRODUCTION

With emerging new applications such as augmented and
virtual reality (AR/VR), the Internet of Everything, drone-
based surveillance, and package delivery, the demand for
heterogeneous services is growing every day [1]. These diverse
use cases need a wide range of service requirements that
vary in terms of throughput, coverage, traffic capacity, user
density, latency, reliability, and availability. To meet these
rigorous requirements, the development of network slicing
is being explored as a solution to maintain the network’s
quality of service (QoS) in the face of dynamic changes and
heterogeneous requirements [2], [3].

Network slicing allows users to specify their service require-
ments in a service level agreement (SLA), and the network
operator creates customized network slices to meet those
needs while maintaining isolation. This concept is essential
for both core network (CN) and radio access network (RAN),
where Software-Defined Network (SDN) and Network Func-
tion Virtualization (NFV) enables slicing in the CN, and radio
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resource management (RRM) manages physical radio resources
for SLA compliance [4]. However, resource allocation in 5G
RAN slicing remains challenging due to varying traffic de-
mands, leading to underutilization or overload of certain slices,
compromising QoS. To address this, a new open RAN (O-
RAN) architecture has been introduced, disaggregating RAN
functions into different units and leveraging machine learning
(ML) for improved performance. O-RAN includes open central
units (O-CU), open distributed units (O-DU), and open radio
units (O-RU) connected to RAN’s intelligent controllers (RIC)
for real-time and non-real-time network management [5]-[7].

Network slicing can benefit from the application of artificial
intelligence (AI) and ML approaches. However, some of these
methods encounter challenges such as the need for a large vol-
ume of diverse data and extensive exploration to expedite con-
vergence and train an ML model that can generalize to various
situations without affecting actual RAN performance [8]-[13].
Literature has recently studied O-RAN control and managing
challenges [7]-[12]. To prevent SLA violation, [8] introduced
a closed-loop resource allocation for network slicing in the O-
RAN framework. In [8], a regression-based learning approach
with an LSTM model is used to predict network traffic for
the next hour, allowing for resource allocation optimizations.
However, this offline model lacks real-time monitoring capabil-
ity, leading to SLA violations. To address this, RL techniques
have shown great potential in achieving optimal control of real-
time dynamic network slicing. In [9], authors introduce an RL-
based algorithm that dynamically allocates resources to a target
network slice without affecting others. They utilize Q-learning
with a shared Q-table between O-DU and O-CU modules for
resource allocation optimization in a topology with a single
O-CU and multiple O-DUs.

In dynamic and heterogeneous networks, a single RL agent
may not be sufficient for effectively managing the network. To
address this, researchers have explored methods for enhancing
network controllers” performance. In [10], authors propose a
cooperative approach between two separate network controllers
to maximize system throughput. Actions of each controller
agent are defined as states of the other agent to ensure coop-
eration and prevent conflicts. In [11], a federated RL method
is presented that coordinates multiple network controllers and
enhances their learning efficiency. Deep Q-learning is used for
each controller, and the federated learning process combines
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all Q-tables to create a global model for action selection.
Additionally, in [12], authors propose a hybrid network slicing
strategy that combines evolutionary algorithms (EA) and off-
policy deep RL (DRL) to create an EDRL algorithm for O-
RAN architecture. Multi-actor modules are used for the EA
component and an actor-critic module for the DRL component,
enabling resource allocation decisions across multiple slices.

Despite the studies conducted in [9]-[12] to address real-
time closed-loop dynamic network slicing, many of these
methods lack consideration of generalization during training,
which may lead to sub-optimal results in unforeseen scenarios.
Additionally, these approaches often utilize all available infor-
mation from collaborators without accounting for their relative
importance in conveying information for agent training. As a
result, there is a need for novel solutions that can effectively
handle the challenge of exploring dynamic wireless networks
using DRL approaches in the O-RAN slicing scenario, ensuring
broad applicability and efficacy. The main contribution of this
paper is to exploit the opportunity provided by the O-RAN
architecture to generate new experiences using disaggregated
modules. To achieve this goal, the study adopts a distributed
DRL approach where the distributed agents are located in O-
DU locations and are exposed to diverse network conditions.
Different exploration policies of each disaggregated module
improve robustness and stabilize the learning process. However,
not all of the information collected from different locations
is equally important. To address this issue, in this paper, we
formulate a problem aimed at minimizing the SLA violation in
a wireless communication network while taking into account
resource constraints. To solve this problem, we propose a novel
attention-based DRL (ADRL) strategy for cooperation between
distributed agents. The proposed ADRL algorithm models the
O-RAN slicing management problem as a Markov decision
process (MDP) and introduces a value attention network that
is applied to distributed agents embedding samples. By using
this network, a global critic network can identify which part of
the network requires more attention to have reliable decision-
making. The proposed ADRL algorithm is evaluated through
simulations, and the results demonstrate a 32.8% improvement
in the final return value of the intelligent network management
compared to the distributed-DRL baseline method. To the best
of our knowledge, this is the first work that utilizes an attention-
based DRL method for network slicing in O-RANs.

The rest of this paper is organized as follows. Section II
presents the system model and the problem formulation for the
O-RAN slicing. Section III presents the proposed attention-
based DRL method and the ADRL algorithm to solve the
MDP problem. Simulation results are presented in Sec. IV and
conclusions are drawn in Sec. V.

II. SYSTEM MODEL

Consider an O-RAN based network structure with L = 3
types of slides in a set £ for downlink transmission. O-RAN
system is composed of multiple CUs, DUs, and two RICs as a
non-real time RIC and a near-real time RIC. In this network,
N heterogeneous users in a set A served by different network
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Fig. 1: System model topology for intelligent O-RAN slice
management.

slices with specific QoS demands as ;[ € L. Eachsslice € £
serves IV; user equipment (UE) with similar QoS. Additionally,
to ensure that the QoS requirements for each assigned UE are
met, the slices must have access to a common set of limited
resources, with a total amount of K. The network goal is to
satisfy these diverse QoS demands of slices by intelligently
controlling resources between slices in the RIC module. Then,
the medium access control (MAC) layer must assign resources
to UE devices based on the resource allocation strategy outlined
by the slice management. To tackle this, we will introduce a
wireless model and formulate the slice management problem
with consideration to wireless resource constraints.

A. Wireless communication model

The O-RAN architecture shown in Fig. 1, employs different
network slices with varying QoS criteria to serve different UEs.
The RIC module manages these slices and their resources,
utilizing dynamic resource management to adapt to changing
wireless channels. However, this dynamic approach also com-
plicates resource assignment due to its stochastic nature.

The QoS criteria @Q; for L slices can be defined in terms of
throughput, capacity, and latency. The achievable QoS for slice
[ is defined based on orthogonal frequency-division multiple
access (OFDMA) schemes. The data rate for slice [ can be

expressed as:
T N

B K
c = r]ﬂ%o - Z Z Z en.kbik

t=1 n=1k=1
dn ()" hn i (t)|?
Tok(®) + 02 ) o

where e, ; € {0,1} is a binary variable indicating RB alloca-
tion for user n in RB k, and b, € {0,1} is the RB allocation
indicator for slice [ in RB k. B represents RB bandwidth, K
represents total available RBs, p, denotes transmit power per
RB of O-RU, and d,(t) represents the distance between user
n and its assigned O-RU. i shows the path loss exponent, and
|hnk(t)|? indicates the time-varying Rayleigh fading channel
gain. In equation (1), I x(¢) denotes downlink interference
from neighboring O-RUs on RB k, and o? represents the
variance of additive white Gaussian noise (AWGN).

x log (1+pu

B. Problem formulation

Our goal is to minimize SLA violations across the network.
To achieve this, we define a probability function that quantifies
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SLA violation using a threshold value A; and a marginal value
€, denoted as ]P(|Q;(e,b) — )\;| > ¢) for all slices [ in L.
Here, e and b represent resource allocation indicator vectors for
each UE and each slice, respectively, denoted as en_ x and by k.
Accordingly, we have formulated an optimization problem that
aims to identify an optimal resource allocation policy, taking
into account the constraints on the total required resources.

arg;:gax ]PdQ;(e, b) — /\g| <€), (2a)
st., VYleLl, VneN, (2b)
L N K
Z Z sz,ken,k <K, (20)
=1 n=1k=1
D bk <1, (2d)
1

where [P shows a probability function. The QoS requirements
of slice [ are described by the values A; and ¢, which

respectively represent the desired threshold and margin. Con-
straint (2¢) and (2d) represent the RB availability limitation
on allocated resources to slices and UEs. Problem (2a) aims
to achieve the demanded QoS for L slices by minimizing
the probability of SLA violation. However, this problem is
known to be NP-hard and involves mixed-integer stochastic
optimization, making it challenging to solve. In this context,
the Markov decision process (MDP) framework provides a
mathematical approach for decision-making and optimization
in situations involving partial randomness. Therefore, modeling
(2a) as an MDP and employing dynamic methods such as
DRL approaches can be advantageous for solving this complex
problem.

C. MDP-based optimization problem

We consider an intelligent agent containing the x App located
in the near-RT RIC module that makes decisions about the
related environment to manage the O-RAN slicing, as shown
in Fig 1. Thus, the problem can be represented as an MDP
with tuples (S, .A,T,,r), where S, A, and T represent the
state space, action space, and transition probability from the
current state to the next state as P(s;y1|s:), respectively. The
MDP tuples are described as follows:

1) State: In each time step, s; € S indicates the current
status of O-RAN. This status includes information such as the
QoS that each slice can achieve, @y, the density of UEs in each
slice, N;(t), and the previous action taken for resource alloca-
tion, a;—y. Thus, at time ¢, the intelligent agent’s observation
can be expressed as s; = {Q, Nj,a;_1 | VIl € L}.

2) Action: The vector a; € A represents the number of
resources required for the O-RAN slices and UEs. Therefore,
in each time step ¢, the agent uses its policy to determine the
appropriate action to take as a; = {e, b}.

3) Reward: The value of r; is determined by summation of
the probability of SLA violation as described in equation (2a).
This probability is influenced by the incoming traffic for each
slice and the radio conditions of the UEs that are connected to

the network. The desired reward value is defined as:
|£]

Ty = Z (IP(]Q:(E, b) — A\ < E:))- (3)

Therefore, the procedure aims to optimize the utilization of the
available bandwidth to satisfy the QoS requirements of all the
network slices. After this, the MDP model that has been defined
can be explored through the use of a DRL approach. In a DRL
framework, the key objective of the agent is to determine the
best policy 7*(a¢|ss;0p). which is a mapping from the state
space to the action space. This optimal policy aims to maxi-
mize the expected average discounted reward Ex[R(t)], where
R(t) =372 7'ri 4 is the sum of the discounted rewards 7 ,,
and ~ is the discount factor used for future rewards. Given a
policy m, the state-value and action-value functions are defined
as V(Sg) = E?T[R(t) | St] and Q(Sg,ﬂ.t) = ]Eﬂ'[R(t) | st,at],
respectively.

A single DRL agent in the near-RT RIC monitors and
controls an O-RAN network with disaggregated modules.
However, training a single DRL agent while considering the
heterogeneity of UEs’ services, as discussed in [14], [15], can
be time-consuming and may result in a suboptimal solution due
to a potential lack of exploration scenarios. To address this,
leveraging the opportunities provided by O-RAN, employing
multiple DRL agents located in O-DU locations and distributed
across the network can expedite and stabilize the training
process by utilizing the collective experience and different
exploration policies of all the disaggregated modules. This
approach takes advantage of the rich source of knowledge
and diversity available across the network components to
stabilize training. For instance, since various O-DUs in an
O-RAN system are deployed in different locations across the
network, they experience diverse network conditions, including
network traffic and QoS requirements. Sharing experiences
among the distributed DRL agents enables the exploration of a
wider range of scenarios, enhancing the generality of resource
allocation. Despite potential communication costs, the benefits
of utilizing distributed DRL agents in training outweigh these
costs. Moreover, an actor-critic approach offers advantages in
efficient exploration-exploitation, sample efficiency, flexibility,
adaptability, and online learning, making it a popular choice
for solving complex RL problems. Hence, utilizing multiple
actors across the O-RAN network with a single global critic
provides advantages such as optimality of solutions, access to
diverse experiences of DUs, generalizability, and scalability.

To learn from experiences generated by different exploration
policies, off-policy methods are required. Since the states in
this paper are continuous, a Soft Actor-critic (SAC) algorithm
has been used. SAC is known to be more effective in high-
dimensional or continuous environments due to its entropy
regularization term that prevents the policy from converging too
quickly to a suboptimal solution [16]. Compared to other off-
policy methods, SAC strikes a balance between exploration and
exploitation and achieves better sample efficiency, requiring
fewer environmental interactions. This off-policy nature of
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Fig. 2: The proposed attention-based DRL in Open RAN network.

SAC also makes it sample-efficient while maintaining a stable
learning process. Here, distributed intelligent actors are located
in the O-DU modules across the network and utilize the actor-
critic technique to train an ideal policy that assigns resources in
a way that maximizes the long-term reward. To do that, a global
critic is considered in the O-CU module location, in the RIC
module according to Fig. 1. The policy network parameterized
by 8 is updated using the gradient defined as follows with x
random samples transitions:

Ve, J(mg) = Exx [Vap log('rrgp (a|s))( — B log(:rr‘gp (als))
+Q(s,a;6,))], @

where (3 is a temperature parameter that determines the balance
between maximizing entropy and reward. Also, the value
network parameterized by 6, will be updated by minimizing
the following loss as: \

rﬂe-in En,ﬁr (yt' - Qﬂ"-(sh A GU)) s (3)
where y; = 7i+9Qr, ., (si+1, ais1; 6) B log(ws, (als). While
leveraging collective experience information from different
locations can be beneficial for training, a challenge of such
a model is that not all information may be useful. Actually,
treating all agents uniformly at all times can overwhelm the
critic with unnecessary updates from less informative scenarios,
potentially decreasing the convergence speed of training. For
instance, certain locations may experience simple scenarios
most of the time, providing limited useful information for the
critic. Therefore, equal treatment of all experience informa-
tion may result in the critic spending more time on trivial
information, and less time on useful information, impacting
training efficiency. Hence, inspired by [17], [18], we employ
an attention-based strategy for cooperation between distributed
agents to solve the problem (2a). This attention-based strategy
assumes the role of an intelligent leader, guiding the critic net-
work to acquire valuable insights from challenging locations.

ITI. ATTENTION-BASED DISTRIBUTED DRL STRATEGY

Treating all experience information equally may potentially
decrease the performance of the training process, despite the
fact that not all information may be useful. To address this
challenge, we propose an attention-based distributed DRL
(ADRL) strategy for cooperation between distributed agents
for O-RAN slicing issues. This approach allows the critic

network to selectively focus on the most relevant and valu-
able information from challenging network situations during
training, leading to improved learning and performance. By
leveraging the attention mechanism, our proposed solution
aims to enhance the training process and address the issue of
potentially sub-optimal solutions due to irrelevant or limited
information. Our proposed multi-agent learning approach aims
to stabilize the training of individual agents by selectively
attending to information from other agents. This methodology
closely follows the established paradigm of centrally training
agents in order to address challenges arising from dynamic
environments, while simultaneously implementing distributed
policy execution.

A. The proposed ADRL approach

The proposed approach employs a value-based attention
mechanism to enable the critic to assign varying levels of
importance to different observation data according to Fig. 2.
Specifically, each agent requests information from other agents
regarding their observations and actions, which is subsequently
incorporated into the value function estimate. Through the use
of an attention network inspired by [18], the @ value of each
agent leverages both its own information as well as relevant
information from other agents, as formulated by the following
equation.

Qi (51 G.) = C(eia :L'i)': (6)

where C' is a neural network that calculates the @; value and
will be trained through the system training process. Also, e;
represents an embedding value of agent 7 that is calculated with
an encoder neural network g; as an embedding function over
s; and a; as e; = g;(s;, a;)- The z; represents the information
of other agents which is a weighted sum of other agents’ value
according to the following equation.

T =Y ayiy, (7
j#i

U; shows a variant of v;, where leaky ReLU is utilized as an
element-wise nonlinearity. In addition, c;; shows an attention
weight that compares embedding values e; with e; using a
bilinear mapping as the query-key system. Then, the attention
weight oy; will be measured by passing the similarity value into

a softmax as follows:

aj = softmax(e?Wquei), ®)

where Wy, transforms e; into a "key" value, and W, transforms
e; into a "query" value.

Algorithm 1 summarizes the ADRL strategy to solve the
optimization problem in (2a)-(2d). The input variables of the
algorithm are the number of iterations N, the number of
distributed actors N,,. the number of evaluations V., and the
distributed actors’ network weights as 8, ; which are initialized
with random weights. Also, the critic network and attention net-
work weights as 6, and 84 are initialized randomly. The algo-
rithm proceeds to output the trained policy of each distributed
DRL agent. In each iteration loop ¢, the distributed actors have
N, number of evaluations to have enough interactions with

6331
Authorized licensed use limited to: CLEMSON UNIVERSITY. Downloaded on July 14,2024 at 01:09:58 UTC from IEEE Xplore. Restrictions apply.



2023 IEEE Global Communications Conference: Selected Areas in Communications: Machine Learning for Communications

Algorithm 1 The ADRL algorithm
Input: Ni, Np,, Ne 054,V € [0, Np], 4. 6.
for iteration t =1 : N, do
for actor i =1: N,, do
for evaluation e =1 : N, do
r; = evaluate(mp ;).
B — (.St,ag., St_;,_]_, Tt)-
end
end
Update the 64 of the attention network by calculating @Q;
using (6), (7), (8) and batch of B.
Update 6, using (5) and all the @Q; values.
Update 8, using (4).
if 8, by (4) is converged then
| Break.
end
end
Output: 0y, ;,Vi € [0, Ny, 0,.

TABLE I: Simulation parameters

Parameter Value Parameter Value
Subcarrier spacing 15 kHz h fa df?g];:g: nel
Total bandwidth/DU {10, 20]MHz o’ —173 dBm
RB bandwidth/DU 200 kHz N 100
Pu 56 dBm Nm 6
K per DU {50, 200} Ne 10
N per DU 50 batch size 128

their environment. Then, each distributed actor’s experience is
stored in the replay buffer B. Next, by considering part of
the replay buffer data, in the attention network, the attention
weights and other agents’ information are calculated using (8)
and (7), respectively. Then, the @ value can be measured using
(6) to update the critic network 6, using (5). In this step, the
global critic network updates all the distributed actor networks
by using (4). The algorithm terminates once the distributed
DRL actors’ policy network is converged or after N; maximum
iteration time.
IV. SIMULATION RESULTS

The simulation involves an O-RAN design with three slices
(eMBB, MTC, URLLC) serving 50 users per DUs, which are
uniformly distributed and randomly located across the network.
We consider the fact that the distribution of demand services
across the network is not uniform, resulting in each DU being
exposed to varying levels of UE traffic and prioritizing different
services for each DU. Here, similar to [9] we model the traffic
based on the UEs density and UEs have mobility into the
cell range. To implement the DRL approach, we consider an
actor-critic approach using the Pytorch library with three fully-
connected layers with 128, 256, and 256 neurons for actor
and critic networks and a tanh activation function. For all
the models, the learning rate 10~* and Adam optimizer are
considered. For the attention network, we implement one fully-
connected layer with 128 neurons for the encoder network, and
two fully-connected layers with 256,256 neurons to measure
the @ value. Table I summarizes other simulation parameters.
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Fig. 3: Performance comparison of attention-DRL and
distributed-DRL algorithm.
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Fig. 4: CDF of achieved throughput per users through
attention-DRL and distributed-DRL training process in a low BW
scenario.

In this simulation, we consider a distributed-DRL approach in
which the actors are distributed across the network, and a global
critic is located in the RIC module as a baseline to compare
with our proposed ADRL method.

Figure 3 compares the performance of the proposed
attention-DRL algorithm with the distributed-DRL algorithm as
a baseline method in a wireless environment. The cumulative
rewards were measured with v+ = 0.99 and the results were
averaged over a sufficient number of runs. Figure 3 displays the
results in each episode for comparison. The results reveal that
the attention-DRL approach can provide up to a 32.8% greater
final return value than the other DRL method, demonstrating
the efficacy of the proposed ADRL algorithm in the wireless
environment. At the early episodes, the proposed method has
almost equal return value with the distributed-DRL method
as the attention network requires a couple of episodes to be
trained. Then, the attention network shows its effect on the final
return value of the attention-DRL method, and the proposed
method, which utilizes useful information, outperforms the
distributed-DRL approach.

Figures 4 and 5 display the Cumulative Distribution Func-
tions (CDFs) of the per-user throughput in each slice of the
simulation O-RAN environment during the attention-DRL and
distributed-DRL training processes in a low BW (K = 50 RBs)
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and high BW (K = 200 RBs) regime scenarios, respectively.
The three slices considered are eMBB, MTC, and URLLC, in
that order. Each slice meets the service demands by considering
a distinct QoS for specific services. For example, the eMBB
slice uses the average data rate as a QoS metric to guarantee
a stable service for connected UEs. Similarly, the MTC slice
uses capacity as a QoS parameter to ensure high connection
density. In addition, the URLLC slice considers an exponential
random variable with an average size of 10 Kb as packet length
and selects maximum delay as a QoS criterion to ensure the
lowest possible value for maximum latency in these delay-
sensitive services. The results displayed were obtained during
training iterations by distributing users to the slices in each DU
non-uniformly. As observed in Figures 4 and 5, the network
users adhere to the QoS demand of each slice. Additionally, the
results demonstrate that the proposed Algorithm 1 was effective
in network users’ throughput compared to the baseline in both
low BW and high BW scenarios.

Figure 6 illustrates a comparison of the standard deviation
(std) values for each slice’s QoS violation in attention-DRL
and distributed-DRL methods for low and high BW scenarios.
As mentioned previously, the objective of this study was to
manage and prevent QoS violations of various services in the
network. This figure demonstrates that the proposed attention-

DRL method can effectively reduce SLA violations in the
system and outperforms the baseline in both low and high
BW situations. The results presented in Figure 6 indicate
that the incorporation of attention networks and the utilization
of distributed actors’ valuable information are beneficial for

network management.
V. CONCLUSION

We propose a novel attention-DRL framework for the ef-
ficient allocation of shared radio resources among O-RAN
slices. Our approach utilizes distributed experiences to develop
a robust and general policy that performs well in various
traffic situations. The attention-based strategy differentiates
crucial information, leading to better results and preventing
misleading data. Our simulation results demonstrate up to a
32.8% improvement in maximum rewards compared to the
baseline distributed-DRL method, highlighting the importance
of relevant experiences and generalization in policy training
in dynamic wireless networks. The proposed algorithm is also
efficient in the presence of wireless bandwidth constraints.
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