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Abstract. Current.gravitational wave observatories rely on photon calibrators that
use laser radiation/ pressureérto generate displacement fiducials used to calibrate
detector output signals. Reducing calibration uncertainty enables optimal extraction
of astrophysical“information such as source distance and sky position from detected
signals. For (thé ongoing O4 observing run that started on May 24, 2023, the
global gravitational-wave detector network is employing a new calibration scheme
with transfer,standards calibrated at both the National Institute of Standards and
Technolegy (NIST) and the Physikalisch-Technische Bundesanstalt (PTB). These
transfer standards will circulate between the observatories and the metrology institutes
to provide laser power calibration traceable to the International System of Units (SI)
and,enablerassessment and reduction of relative calibration errors for the observatory
network. Thefaser Interferometer Gravitational-Wave Observatory (LIGO) project
and the Virgo' project are currently participating in the new calibration scheme. The
Large-scale Cryogenic Gravitational-wave Telescope project (KAGRA) is expected to
join in 2024, with the LIGO Aundha Observatory (LAO) in India joining later. Before
implementing this new scheme, a NIST-PTB bilateral comparison was conducted. It
validated the scale representation by both laboratories, with a degree of equivalence of
-0.2% and an associated expanded uncertainty of 0.32% (k=2) which is significantly
lower than previous studies. We describe the transfer of power sensor calibration,
including detailed uncertainty estimates, from the transfer standards calibrated by
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NIST and PTB to the sensors operating continuously at the interferometer end stations.
Finally, we discuss the ongoing calibration of Pcal-induced displacement fiducials for
the O4 observing run. Achieved combined standard uncertainty levels as low as 0
facilitate calibrating the interferometer output signals with sub-percent accuracy:
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1. Introduction

Gravitational wave (GW) observatories use kilometer-scale variants of Michelson
interferometers with modifications such as optical resonators that increase their
sensitivity to differential arm length variations to the 1072 m level. Since the first direct
detection of GWs from a coalescing binary black hole system in 2015 [k], the network
of GW observatories has detected nearly one hundred GW signals from eoalescing
compact binary sources[2], yielding insight into source properties[3, 4], formation
processes [5, 6, 7], populations [8], and cosmological parameters [9, 10, 11}y Eventually,
for optimal extraction of this astrophysical information calibration ofthe interferometer
output signals with sub-percent accuracy will be required [12, 13].

Calibrating the data from GW detectors involves converting the interferometer
output signals into meters of differential arm (DARM) length yariation. Maintaining
suspended interferometer optics in their optimal positions“and orientations requires
multiple feedback control loops, including the so-called ADARM loop that suppresses
variations in the differential arm length degree of freedom. Fhuis, reconstructing the
differential length variations induced by GWs requires aceurately characterizing the
DARM control loop. This is achieved using calibratedyperiodic fiducial displacements
of the mirrors or end test masses (ETMs) located/@tithe ends of the perpendicular arms
of the interferometer. These periodic displacements are induced by systems referred
to as photon calibrators (Pcals) that use thexadiation pressure from power-modulated
auxiliary laser beams reflecting from the mirror surfaces to periodically displace the
ETMs [14]. Periodically modulatingsthe Pcal laser' by 30 mW at 300 Hz modulates the
position of the 40 kg ETM by about 105!® m. The amplitude of the Pcal-induced length
variations is proportional to the amplitude,of the modulated Pcal laser power. Thus,
the accuracy of the periodic fidueial displacements is directly dependent on the accuracy
of the calibration of the Pcal laser poewer sensors.

To date, the calibration of Pcal laser power sensor responsivity, in volts per watt, has
been provided by the nationalimetrology institute (NMI) in the USA, NIST, in Boulder,
Colorado. The methods deyveloped and employed to transfer the NIST calibration of
Pcal power sensors tovPcal power sensors continuously operating at the observatory
end stations enabled Pcal-induced fiducial displacements with sub-percent accuracy for
previous observing runs {15, 16].

For the ongoing O4) observing run, the two LIGO detectors[17], at the LIGO
Hanford Observatory (LHO) and the LIGO Livingston Observatory (LLO), the Virgo
detector [18, 119], and the KAGRA detector [20] are either already participating or
planning .to join'in the near future. To further reduce uncertainties, to increase
confidence in our calibration accuracy, and to reduce relative calibration errors between
observatoriesin the GW network, a new calibration scheme with two transfer standards
traveling around a loop that includes both NIST and PTB and the participating GW
observatories has been developed for the O4 observing run. Before implementing the
new global calibration scheme, a second NIST-PTB bilateral comparison with Pcal-
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style laser power sensors was conducted. The first NIST-PTB bilateral comparison was
carried out in 2020.

The results of the new comparison are presented in section 2 together withha
description of the new global calibration scheme. In section 3 we present the formalism
for the test mass displacement induced by power-modulated Pcal beams, including
the impact of unintended induced rotation of the ETM. In section 4 we describe, the
process of propagating Pcal power sensor calibration at NIST and PTB to the Pcal
sensors operating at the interferometer end stations, including uncertainty estimates.
In section 5 we describe the calibration of the Pcal-induced displacement fiducials and
the reduction in uncertainty achieved by using the interferometer signals to make low-
uncertainty measurements of the ratio of the Pcal calibrations at the two_end stations
of the interferometer. Conclusions are presented in section 6.

2. New global calibration scheme and recent NIST-PTB bilateral
comparison

The GW community is striving to achieve interferometer, displacement calibration
with uncertainties below 1% across the sensitive detection frequency band from
approximately 10-20 Hz to 2 kHz [21, 22, 23]. Achieving this level of calibration accuracy
requires displacement fiducials with sub-petcent accuracy. All of the detectors in the GW
network use Pcal systems to generate these calibratedfiducial displacements [24, 25, 26].
Historically, Pcal laser power sensor calibration has been achieved using Pcal transfer
standards calibrated by NIST, evenitually achieving combined standard displacement
uncertainty as small as 0.41% at LHO, during the O3 observing run in 2019-20 [16].
Calibrated Pcal power sensors based on the NIST calibrations were also used to calibrate
Virgo and KAGRA Pcal power standards during the O3 observing run. This enabled
identifying and eliminating a gignificant relative calibration discrepancy between the
LIGO and Virgo detectors [27]s, However, coupling the Pcal sensors for all detectors
to a single standard calibrated at one NMI risks introducing a systematic error for the
whole GW network.

To increase confidénce in ealibration accuracy a first bilateral comparison between
NIST and PTB using a single LIGO Pcal power standard at 100 mW and 300 mW
power levels and at the 1047 nm Pcal laser wavelength used by all detectors was
conducted in 2020.3The results are reported in[28] and summarized in table 1. For
that comparison the NIST and PTB calibrations had relative combined standard
uncertaintiestof 0.42% and 0.10 %, respectively. The composite bilateral degree of
equivalenee(DoE){29], of -0.15 % with expanded uncertainty of 0.87 % (k =2) indicated
that the scale representations realized by both NMIs were consistent with each other [28].

Peal power standards similar to those used for this comparison and to those used
by all observatories are shown in figure 1. They consist of 10-cm-diameter integrating
spherésswith diffuse-scattering Spectralon® interior shells (Labsphere model 3P-LPM-
040-SL), unbiased InGaAs photodetectors, and custom-built, integrated transimpedance
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Table 1. Key results - consensus responsivity (CR), degree of equivalence (DoE),
relative combined standard uncertainties (i), and expanded relative uncertainty
(Urer) - for NIST-PTB bilateral comparisons using Pcal-style power sensors: WSS in
2020 and O4 transfer standards TSA and TSB in 2023. All measurements were made
with approximately 300 mW of 1047 nm laser radiation.

oNOYTULT D WN =

12 Year Sensor CR/(V/W) ucpi/% DOE/% Upa/% (k=2)

2020 WSS -8.189 0.10 -0.15 0.87

15 TSA -4.3594 0.08
16 2023 -0.20 0.32
TSB -4.2743 0.08

42 Figure 1. Twoe'upgraded Pcal laser power sensors, similar to those used for transfer
43 standards, TSA and TSB. The red-anodized components are spacers with an internal
44 aperture, that were added after the O3 observing run to reduce the temperature
45 dependence of the responsivity.

49 amplifiers. These sensors were upgraded after the first bilateral comparison, between
50 the O3 and O4 observing runs, to add spacers with internal apertures between the
photodetectors'and the integrating spheres and to simplify the transimpedance amplifier
53 electroni¢s. Temperature sensors (Analog Devices AD590) were also added to the circuit
54 boards. The spacers reduced the temperature dependence of the responsivity by about
33 a fagtor of four to 0.02-0.03 % per kelvin.

57 For the O4 observing run we developed a new global calibration scheme [30] that
58 is shown schematically in figure 2. Two transfer standards, referred to as TSA and
TSB,. of the same design as those shown in figure 1 circulate around a loop that
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LIGO

KAGRA

Figure 2. Schematic diagram of global calibration scheme with transfer standards
TSA and TSB traveling around a loop between LIGO, PTB, Virgo, and NIST once
per year. KAGRA is expected to join the scheme in 2024 with LAO joining later.

includes participating observatories, NIST, and PTB, once per. year, TSA and TSB are
delayed by six months with respect to each other such that eachyebservatory receives
a recently-calibrated transfer standard every six months andieach transfer standard is
calibrated twice per year, once at PTB and once at NIST. Currently only Virgo and
LIGO are participating in this scheme, but KAGRA \is planning to join in 2024 and
LAO, under construction in Maharashtra, Indiagwill likely join in the future. This
scheme is designed to reduce relative uncertainties between participating observatories,
continue the NIST-PTB bilateral comparison, and identify potential changes in transfer
standard responsivities that might occur duringsshipment or during measurements at
the observatories or NMIs.

In 2023, before the beginning of the O4 observing run and before implementing the
global calibration scheme, a second NIST-PTB, bilateral comparison was carried out. For
this comparison, transfer standards, TSA and TSB, were used. Also, a new-generation
primary calibration standard I at'NIST, referred to as a PARRoT detector [31], was used
for these calibrations. The reference standard detector used by PTB is a cavity-based
thermal detector with traceabilityito’a cryogenic radiometer [32, 33| primary standard
established via a Si-trap detector transfer standard [34]. The relative combined standard
calibration uncertainty/of the.PARRoT detector is 0.07 %, significantly smaller than
NIST’s previous calibrations (0.31 % - 0.42 %), and comparable to the PTB calibration
uncertainty [28]. For the more recent bilateral comparison TSA and TSB were first
sent for calibration to NIST, then to PTB, and finally back to NIST. The measured
responsivities ofsthe transfer standards, pr, normalized to their respective consensus
responsivity (CR) for this’second bilateral comparison are shown in figure 3. The
key results.arepincluded intable 1. The DoE between the NIST and PTB results
was calculated ‘using the formalism outlined in Appendix B of [29] as for the previous
comparison,[28]. It is - 0.20 % with expanded relative uncertainty of 0.32 % (k =2). This

1 By primary calibration standard, we mean a calibration standard that is directly traceable to SI
withoutyusing an additional reference standard. This is typically accomplished by electrical substitution
methods relying on the ampere and the ohm.
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uncertainty is more than a factor of two smaller than for the first bilateral comparison,
mostly due to the new PARROT primary standard at NIST. The observed DoE is still
less than its expanded relative uncertainty, i.e. within the 95% confidence interval.

After completing this comparison, TSA was delivered to LIGO and TSB to_Virgo
where they were used to calibrate the gold standard power sensors as described in
section 4. Now, in February 2024, they are at PTB and NIST for calibration, continuing
with the O4 global calibration scheme.

1002 ¥ NIST: TSA
TSA: CR = 4.3504 V/W ; ;IITS;:ESSE
TSB: CR = 4.2743 V/W ¢ '
1001 [ . _® »PTB: TSB
S
O 1
~ A4
& 1.000 & "
\
0.999 A Y
\
Nov 22 Dec 22 Jan 123 Feb 23 Mar 23 Apr 23

Measurement. date

Figure 3. Responsivities of transfer standards TSA and TSB measured at NIST
and PTB, each normalized toythe respective consensus responsivity CR. All data are
propagated to 300.15 K using measured responsivity temperature coefficients. This is
a typical temperature reported by the on-board temperature sensor that operates at
about 6 K above ambient, temperature. The error bars represent the relative standard
uncertainties of the measuréménts.

3. Fiducial displacements;induced by photon calibrators

A schematic diagramwef a typical Pcal system is shown in figure 4. The output of an
auxiliary laser ispdivided in a transmitter (Tx) module into two beams that impinge
on a suspended mirrer_at locations equally spaced and diametrically opposed about
the center of imass of the mirror. This two-beam configuration is designed to minimize
elastic deformation.of the surface of the mirror in the region sensed by the interferometer
beam, ngminally the center of the surface [35]. They are located close to the nodal circle
of the natural drumhead vibrational mode of the mirror to minimize sensing of induced
bulk“elastic deformation of the ETM by the interferometer [24]. Both the LIGO and
the KAGRA interferometers use two beams [15, 36]; the Virgo interferometer currently
uses one beam centered on the ETM surface and compensates for the impact of local
deformation of the ETM surface by modeling [25, 27]. The laser light reflected from the
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Figure 4. Schematic diagram of a typical /fwo-beam Pcal system. The power
modulated Pcal laser is divided in a transmitter (Tx) moedule and directed toward the
mirror surface. The reflected light is directed tora Pcal power sensor in the receiver
(Rx) module. The mirror diameter is 32/mpand the optical path length between the
Tx and Rx power sensors is about 12 m.

ETM is directed toward a receiver (Rx) module and captured by the Pcal Rx power
sensor. A Pcal Tx power sensor captures a small fraction of the input Pcal light and is
used for calibrating the optical efficiency*which must be taken into account to estimate
the laser power reflecting fromithe ETM surface. It is also used for measurements made
to calibrate the Rx sensor.

The periodic force exerted by power-modulated Pcal laser beam(s) reflecting from
the surface of a suspended ETM is.given by

P(w). (1)

Here 6 is the angle of incidence of the Pcal beam(s) on the ETM surface, ¢ is the speed
of light, P(w) is theramplitude of the modulated laser power reflected from the ETM
surface, and w =27 f is the angular frequency of the power modulation.

B 2cosf

F(w)

The Pcal forces ean.also induce unintended and unwanted rotation of the ETM [24]
due to either power\imbalahce between the two Pcal beams or due to beam position
offsets from their_ideal locations. If the interferometer beam is offset from its nominal
centered/location, rotations of the ETM will be sensed as length variations by the
interferometer,resulting in mis-calibration of Pcal-induced displacement fiducials when
assuming simple pendulum motion of the ETM.

The Peal-induced ETM displacement sensed by the interferometer is given by

2(w) = 20 py) {1 + B)} , )

Mcw?

Page 8 of 23
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where M is the mass of the suspended optic, I is the moment of inertia for rotation
of the ETM about an axis through its center of mass and parallel to the face of the
optic, @ is the displacement vector from the center of the surface of the optic to the
position of the center of force of the Pcal beams and b the displacement vectox. for
the interferometer beam. The first term within the square brackets (unity) is for the
longitudinal displacement of the ETM and the second term is for the sensed longitudinal
displacement due to unintended rotation of the ETM. The negative sign indicates that
the ETM motion is 180° out of phase with the exerted force for modulation frequencies
well above the pendulum and rotation resonance frequencies, both near 1 Hz.

In practice, although the magnitude and direction of b can be estimated from
angle-to-length coupling measurements performed with the interferometer and the ETM
suspension actuators, neither the magnitude nor the direction of a are known. Only its
maximum expected magnitude can be estimated, after having carefully located the Pcal
beams on the ETM surface when the vacuum system was wented“and subsequently
monitoring the positions of the reflected Pcal beams at the input aperture of the Rx
sensor [15]. Therefore the second term in the square bragkets is tréated as an uncertainty
in the displacement amplitude introduced by potential unintended rotation of the ETM.
Thus accurate calibration of the Pcal laser power sensorsthat, receive the beams reflected
from the ETM, compensated for optical losses after reflection, is the primary challenge
for estimating Pcal induced displacement/amplitudes.

4. Propagation of calibration from transfer standards to Pcal power sensors
at interferometer end stations

The procedure for propagating the calibration of the responsivity of the transfer
standards to the Pcal Rx sensors,operating ‘at the interferometer end stations is shown
schematically infigure 5. Responsivity ;ratio measurements performed in a dedicated
laboratory at the observatory ‘are used to propagate the calibration from a transfer
standard (TS) that was calibrated by either NIST or PTB to a gold standard (GS) that
is maintained in the laboratery. The measurements are made using a 1047 nm laser that
is power-stabilized with'its output divided into two beams of roughly equal powers [15] of
close to 300 mW. The two power standards are mounted on actuated slides that enable
swapping the positions of the sensors between the two beams. Time series of the power
sensor outputs are recorded simultaneously (within 100 ms), minimizing the impact of
laser power variations om the ratio of the two signals. A second set of time series are
recorded with,the sensor position swapped. The square root of the product of the ratios
of each pair of time series gives the GS/TS responsivity ratio, «,, minimizing the
impact of potential variations in the beamsplitter ratio during the measurements. One
set ofmmeasurements requires about 20 s: 5 s of data, swapping positions, 5 s of data,
swapping positions. The measurements are repeated approximately 100-300 times, so
the whole process takes about 20 minutes to one hour. Multiplying this responsivity

ratio by the responsivity of the TS provides responsivity of the GS, an Sl-traceable



oNOYTULT D WN =

AUTHOR SUBMITTED MANUSCRIPT - MET-102579.R3

10

X End =

P

H Y End Interferometer ‘: Laﬁ!

A

Figure 5. Schematic diagram of the steps involved intransferring calibration from
a transfer standard (TS) to Rx sensors at thefinterferometer end stations via a gold
standard (GS) and a working standard (WS),

representation of scale for optical radiant(flux (i.e. eptical power).

A similar procedure is used to transfer the.GS responsivity to an identical power
sensor, a working standard (WS), that is taken fo the observatory end stations to
calibrate the Pcal Rx sensors in the receiver,modules. Calibration of the Rx sensors
involves placing the WS inside the Tx module, intercepting one beam at a time, and
recording time series of both,the WS and "Tx power sensor outputs. The working
standard is then moved to the Rx.module, replacing the Rx sensor, and time series of
the WS and Tx sensors are again recorded, one beam at a time. Finally the Rx sensor
is returned to the Rx module ‘and Rx and Tx sensor time series are simultaneously
recorded, one beam at a time. Detector backgrounds are measured by closing the laser
shutter in the Tx module. YA calibrated voltage source is used to calibrate the signal
chain, primarily the conversion of the analog to digital converter (ADC) in counts per
volt, of the data aequisition’system [37] and to verify the calibration of a dedicated
digital voltmeter, in the responsivity ratio measurement laboratory. The temperature
sensor on the WS transimpedance amplifier board is used to correct for temperature
differences between the endsstation and the measurement laboratory.

The analysis of'these measured time series yields the responsivity of the Rx sensor
and the optical losses on the beam paths between the Tx and Rx sensors due to relay
mirrors and the vacuum windows. Measurements made inside the vacuum envelope
when the system is vented enable apportioning the optical losses between the beam
paths on the ETM incidence and reflection sides. We assume that the ratio remains
constant though the overall optical losses might vary slightly. Thus we are able to
calibrate the Rx sensor in terms of the power reflecting from the ETM, rather than

Page 10 of 23
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the power incident on the Rx sensor, which is the relevant quantity for Pcal-induced
displacement of the ETM. This is discussed in more detail in section 5.

The top panels in figure 6 show a typical suite of WS/GS responsivity ratio, de,
measurements made in the Pcal laboratory at LHO [16] and at the Laboratoire d’ Annecy
de Physique des Particules (LAPP) in Annecy, France[38]. The means and, relative
standard deviations of the data are shown in the legends. The ranges‘of the vertical
scales are the same for the LHO and LAPP plots to highlight that the variations in the
LAPP data are much smaller than those in the LHO data, though they are similar to

previous measurements made during the O3 observing run at LHO [16]. This seems to

1.002 1.002
e ayg = 09164, rel.std.dev = 0.0004 e ayg =.1.0085melstd.dev = 0.00006
1.001 e 1.001 £ S
o 00 . . “ .. o.. A o 00 |
§ oo ® g o2 o ’B
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Figure 6. Top/ A typical suite of measured aw¢g values in (V/W)/(V/W) at LHO
(Left) anddL.APP(Right). Bottom: aw¢ values measured at LHO (Left) and LAPP
(Right) between Oct. 2022 and Jan. 2024. The error bars represent the relative
standard uncertainties. They have been magnified for visibility: by a factor of 5 for
the LHO data and by a factor of 50 for the LAPP data. The colored bands represent
the'relative standard deviations about the normalized weighted means.

indicate an issue with the LHO measurement setup and underscores one advantage of
comparing similar measurements made in different facilities. The bottom panels in the
figure 6 show ag ¢ measured over spans that include the beginning of the O4 observing
rungeach corrected to the reference temperature of 300.15 K. Again, the vertical axis
spans are the same. The error bars, relative standard uncertainties, have been magnified
to increase visibility: by a factor of 5 for the LIGO data and by a factor of 50 for the
LAPP,data. The variations in the data are larger than what would be expected based
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on standard uncertainties of the repeated measurements, indicating that there is a time-
varying factor in the measurement process and the associated uncertainty has not been
identified and taken into account. The LHO data also show an unexpected decrease of
0.10 - 0.15% in the ratio after May 2023. The cause of this decrease has not yet-been
identified. The colored bands indicate the relative standard deviation of the combined
data set for both end stations, each normalized to their respective mean values. They
are used to estimate the uncertainty in a single measurement of the WS/GS responsivity
ratio. Because the TS sensors are identical by design and the measurement of agr follows
the same procedure as the ay ¢ measurements, we use these uncertainty estimates for
agr as well.

Both LHO and LLO measure Rx/WS responsivity ratios, agy, using the procedures
described earlier in this section. As an example, the LHO ratios_measured at both

LHC
LHO

1002 ¢  Xeend; amy =-1.3883 ¢  Yeend apy <-13815 |

agrw /[ Orw

b, ONY
++ + )
0.999 +¥ + +

0.998 +
Jan '23 Mar,'23 May '23 Jul 23 Sep '23 Dec 23

Measurement date

Figure 7. Measured gy values in (count/watt)/(count/watt) for the LHO Rx
sensors at thelend stations. The data for each end station are normalized to their
respective mean/values. The error bars are combined standard uncertainties derived
from the various time series involved in the end station measurements. The colored
band denotes the telative standard deviation of all of the measurements normalized to
their respective means.

measured Rx/WS responsivity ratios dip by ~0.15% between April and Nov. 2023.
The source ofthese unexpected dips is unknown and actively being investigated. It
appears t0 be associated with outside temperature variations. As in figure 6, the colored
band represents the relative standard deviation about the relative mean for all of the
measurements and is used to estimate the uncertainty in a single measurement of agyy .

At Virgo, ary was measured at both end stations in Nov. 2022 and again in
June 2023. The measured ratio increased by about 0.2 % at the north end station and
decreased by about 0.2 % at the west end station. Small alignment changes in the Pcal
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modules were made in June 2023, but they were not expected to impact the responsivity
of the Rx sensors.

The relative standard uncertainties in the Rx sensor responsivities and their
contributing parameters for the LHO and Virgo end stations are shown in table 2.
The uncertainties in the contributing factors are estimated following the formalism

Table 2. Relative standard uncertainties (%) for the measured responsivities of
the LHO and Virgo Pcal Rx sensors at the end stations and their contributing
uncertainties. Asterisks denote parameters that are NOT common to'bothiend stations.

Parameter Units LHO Virgo Type
or Source X-end Y-end

*Rx resp., Pre count/W 0.14 0.17 0.15 U, rel

Contributing Uncertainties

TS resp., pr V/W 0.08 0.08 0.08 U, rel
Resp. ratio, agr (V/W)/(V/W) 0:07 0.07 0.03  Upel, TypeB
Resp. ratio, awg (V/W)/(V/W) 0.07 0.07 0.03  Upel, TypeB
*Resp. ratio, agw  (count/W)/(count/W) "0.07 0.07 0.10  Upel, TypeB
pws temp. dep. (V/W)/K 0.02 0.02 0.04  Upes, TypeB
*ADC conversion count/V 0.004 0.007 0.05  Upel, TypeB

described in [39] with the type of uncertainty estimate noted in the table. For the
responsivity ratios, the Type B uncertainties are derived from the colored bands in
figure 6 and figure 7, as described above; approximately two thirds of the data are within
the colored bands. The combined standard uncertainties for the TSA and TSB consensus
responsivities, pr, from the recent NIST-PTB bilateral comparison were calculated using
the formalism detailed in [29].

5. LHO and Virgo Pcal-induced displacement fiducials and estimated
uncertainties for the/O4 ebseérving run

The Rx sensors at thesend stations are located outside the vacuum envelope as shown in
figure 4 and receive the Pcal beams reflected from the ETM after reflection from relay
mirrors and transmission/through the vacuum window. The optical losses between the
ETM and the Rx sensor must be taken into account to estimate the Pcal laser power
reflecting from the /ETM; as stated in section 4. As mentioned earlier, in-chamber
measurements made in LIGO when the vacuum chamber is vented allow apportioning
the total'eptical loss between the input and output sides of the ETM with the assumption
that/their ratio remains constant and any measured increase or decrease in overall loss
can'be similarly apportioned. As for LIGO, the Virgo Rx sensors are placed outside
vacuum and their calibration must be compensated for the optical losses of the vacuum
windows and one relay mirror in the in-air receiver module. Unlike LIGO, no relay optics
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are present in the vacuum envelope; the beam reflected by the ETM goes directly out
through the window. However, in-situ measurement at the end station of the optical
losses were not feasible because of the lack of space to accommodate the WS in' the
transmitter module and in-chamber measurements have not been made. Hencey,the
optical losses were estimated by characterizing the losses (predominantly reflection) of
the relay mirrors before they were installed at the end stations and of a‘spare vaguum
window assumed to be a representative sample for the installed windows.

The induced periodic displacement in (2) can be rewritten in terms of the digitized
output of the Rx sensor recorded by the data acquisition system at the'endistation as

2cos 0 dp(w) X dr(w), (3)

- Mcw’nrpr WP

z(w) >~

where dg(w) is the digital output of the sensor in counts, ng fis thesoptical efficiency
correction factor for the output side and pg is the responsivity,of the Rxsensor discussed
in section 4. The frequency independent displacement calibration factor, X, is defined

as

XZQCOSH 1 ‘ (4)
Mc g pr

Uncertainty in this displacement calibration factornincludes contributions from

uncertainties in the angle of incidence, the mass/of the.EXI'M, and the optical efficiency.
Because the magnitude and direction of anymunintended misplacement of the Pcal beams
on the ETM surface are unknown (see section 8), the rotational term in (2) is treated
as a Type B uncertainty contribution for X and hence doesn’t appear in (3). For
Virgo, where single-beam Pcal systems arerused, there is an additional contribution
from the deformation modeling requiredsto compensate for ETM deformations sensed
by the interferometer. The gstimated uncertainty in this contribution is valid up to
~ 1 kHz, but increases significantlypat higher frequencies. These contributions are listed
in table 3.

GW interferometers are optimized to sense differential length variations, i.e.
variations in the differencé between the lengths of the two arms of the interferometer.
However, except for the sign'of the relative displacement, they are exquisitely insensitive
to which arm length ig,varying. For the LIGO interferometers, calculations and
modeling indicate thatithe deviations from this ideal due to observed variations in optical
parameters are well below the 0.0001% level [40]. Thus, the interferometer signals enable
very precise measurement of the ratio of the calibrations of the Rx sensor outputs at
the two end stations, in terms of the power reflecting from the ETMs.

For the O4 observing run at LHO, the X/Y Pcal calibration comparison has been
calculated continuously in the on-line front-end code of the control and data acquisition
system. Following the method detailed in [16], ETM displacements with signal-to-noise
(SNR) ratios of ~ 1000 were induced by the Pcal systems at 283.91 Hz (X-end) and
284101 Hz (Y-end). These induced periodic displacements appear in the interferometer
output signal and in the Rx power sensor signals. The X/Y ratio of the amplitudes
of peaks in spectra of the calibrated X-end and Y-end Pcal Rx sensor signals, divided
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Table 3. Relative standard uncertainties (%) in displacement factors and contributing
parameters for the LHO and Virgo end station Rx sensors. All parameters are NOT
common to both end stations.

Parameter Units LHO Virgo Type

or Source X-End Y-End

X, and X7 zm/(s?count) 0.29 0.29 — Uehrel
Contributing Uncertainties

C, and C, — 0.26 0.26 — Ue, el

X, and X, zm/(s%count) 0.44 0.37 0.56 Ucrel
Contributing Uncertainties

Deform. model. — — — 0.30 Upel, Type B

Inc. angle, cos @ — 0.03 0.03 0.16 Upel, Type B

ETM mass, M kg 0.01 0.01 0.05 Upel, Type B

Sens. ETM rot. m 0.41 0.31 0.09 Urel, Type B

Opt. eff., ng W/W 0.03 0.10 0.40 Urel, Type B

Rx resp., pre count/W 0.14 0.17 0.15 Ue,rel

by their amplitudes in spectra of the interferometer output signal, yields the Pcal X/Y
calibration comparison factor, xxy. Ideally, ¥xy = 1."However, due to errors in factors
that are not common to both end stations, e.g. thesOptical efficiency correction factors
Mg, errors due to unintended rotation of the ETMs caused by Pcal beam positions offsets,
or other calibration errors, it can deviate from unity. In May, 2023, x xy was measured
to be 1.0027.

The measured value of Yxy together with estimates of the uncertainties in
contributions to displacement factorsthat are not common to both end stations allows us
to calculate combined displacement factors, X§ and Xy.. These factors take into account
the independent calibrations of both Rx sensors and the measured Pcal calibration ratio,
Xxy- They are given by

S(ZX)(/CX and X;ZXyCy, (5)

where C'xCy = Kxy-» The correction factors are calculated using the weighted
geometrical mean of 1 and x yy [16]. For LHO at the start of the O4 observing run, with
Xxy = 1.0027gthey are C'y = 1.0012 and Cy = 1.0015. After applying the combined
calibration corréction factors in the front-end code, the Pcal X/Y combined calibration
comparisonsfactor; x5, , now expected to be unity, is being calculated continuously
during the observing run.

Figure:8shows x%y calculated during the O4 observing run. The analysis looks at
periods of\at least 10 hours duration when the interferometer is in the most sensitive
observing=mode configuration. Contiguous, 1000-sec-long fast Fourier transforms (FFTs)
are used to calculate the calibration comparison factors. The top panel shows the FFT
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results from a typical observing-mode segment with a relative standard uncertainty of
0.01%. The mean values of y%, measured each 1000 s during observing segments are
plotted in the bottom panel with error bars given by the standard uncertainties. | For
the first two months the calibration ratio is close to 1.0000, as expected; it dips.to
about 0.999 between August and November. The cause of this drift is currently under
investigation along with variations observed in other Pcal signals during the O4, run
(see, for example, figure 7).

1000 N ‘ - .e...e.' Y . .;.. o o ...-o N ..o \ ’ .. A
> L C o e . Wt e o e
o™ - - - '.. M:...
<0998 LT &N

0.0961— - = L 745

Time/hour

Lot 4 '§ HH{

| ROV T H
S ?? *; % | é Mf}ﬁ* “hi%; ;
< 0.999 Lig ii% 3 i égf* tis g :H

HI
0.998 \ W

Jun 23 Jul 23 Aug 23 Sep 23 Oct.'23 Nov 23 Dec 23 Jan 24 Feb '24
Measurement date

Figure 8. Calculated values of X%y in (zm/count)/(zm/count) for the LHO detector
during the O4 observing run. 7Top: Typical 1000-sec-long, contiguous FFT results
during a 45-hour obgervation interval. Bottom: Mean X%y values during observation
intervals for the first eight months of the O4 observing run. The error bars are the
relative standard uneertainties during the segments that vary in duration from 10 to
73 hours.

Measuring xxy alse, enables reducing the uncertainties in the induced fiducial
displacements that are,due to factors that are not common to both ends. The largest
factors at LHO agxe those due to unintended rotation of the ETM. These uncertainties
are proportional to the dot product of the Pcal and interferometer beam offset vectors
in (2). The LIGO Pcal'beams are carefully positioned when the vacuum envelope is
vented using targets that are bolted to the suspension structures surrounding the ETMs
and their positions at the entrance apertures of the Rx sensors are monitored during
operations, Thus the magnitude of their position offset vector is estimated to be less
than"2'mm. However, though by design the interferometer beam should be centered on
the ETM surface within a few millimeters, point absorbers in the ETM coating [41] have
required operating the interferometer with beam offsets as large as 29 mm, increasing
theuneértainty due to rotation by a factor of ~10 over what was expected. The Virgo
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Pcal beam is positioned at the center of the ETM surface within 10 mm relying on the
mechanical positions of the input and output vacuum windows and the location of the
ETM with respect to the vacuum envelope. The interferometer beam is centered on the
ETM to within 1 mm, so the uncertainty due to unintended rotation is smaller than. for
LHO.

The uncertainties in C'xy and Cy listed in table 3 are given by the weighted relative
standard uncertainty on the geometric mean of 1 and y xy. It is significantly smaller than

100501 @ X% = 1.56237zm/(s? count) | )

C
X
—_
o
j=}
[N}
ot

Xe/Xe

Jan 23 Mar 23 May '23 Jul 23 Sep '23 Nov//23 Jan 24

1.0050 — N
¢ Xy =1.5783 zm/ (s? count)

1.0025

s

1.0000 ) 4

0.9975 o D | g

\
0.9950
? Jan 23 Mar '23 May 23 Jul 23 Sep '23 Nov 23 Jan 24

Measurement date

Figure 9. Calculated combined displacement factors in zm/(s*count): X% (7op)
and X¢ (Bottom), for,the LHO Pcal systems based on measurements performed
between Dec. 2022(and Jan., 2024. The data are normalized to the mean of all
the measurements, shown in|the legends.

the quadrature sums,of theirelative uncertainties in the parameters contributing to Xx
and Xy that are not common to both end stations. The relative standard uncertainty in
the combined displacement factors is calculated by summing in quadrature the relative
uncertainty in C'y, and Cy with the uncertainties in the parameters that are common to
both end stations (see.table 2). For LHO during O4 the relative standard uncertainties
in X% and X¢ are\0.29%.- Based on end stations measurements performed between
Dec. 2022 and‘Jan./2024,/calculated Pcal combined displacement factors for the LHO
Rx sensor output signals are plotted in figure 9. The error bars are the relative combined
standard uncertainty of 0.29 %.

The Pcal X/Y calibration comparison has not yet been implemented in Virgo. The
uncertainties in the fiducial displacement calibration estimates given in table 3, at the
level of 0.40 %, are not combined to reduce the effect of the non-common uncertainties
in'the calibrations of the Pcal systems at the two end stations.
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6. Conclusions

We have described a new scheme for calibrating the global network of gravitational
wave observatories that involves laser power calibration transfer standards calibrated
at both NIST and PTB. It is being implemented during the ongoing O4 observing
run by the LIGO and Virgo projects, with the KAGRA project expegted to jein in
2024 and the LAO observatory to join later. A new NIST-PTB bilateral comparison
using two upgraded transfer standards dedicated to this calibration scheme was cartied
out before the O4 observing run began in May 2023. The uncertainty in the DoE,
0.32% (k=2), was a factor of 2.5 smaller than for the previous NIST-PTB, bilateral
comparison, mostly attributed to NIST implementing a new primary standard with
significantly lower calibration uncertainty.

We have described how the calibrations of the transfer standards used in the global
calibration scheme were propagated to Pcal power sensors operating-at observatory end
stations and used to calibrate the Pcal-induced displacement fiducials. We have also
described the calibration of the Pcal-induced displacement fidueials for the O4 observing
run with estimated relative combined standard uncertaimsies, of 0.29% at LHO and
0.40 % at Virgo.

Currently at LHO, the Pcal-induced unintendedirotation of the ETM that is sensed
as longitudinal displacement by the interferometer is the dominant source of uncertainty.
The impact of rotation is increased due to peint absorbers in the ETM coatings that
necessitate operating with interferometer beams displaced from the center of the optics
by as much as 29 mm. A significantgeduction in the impact of this source of uncertainty
was realized by correcting for the measured ratio the Pcal calibrations at the two
interferometer end stations, the Pcal X/¥. calibration comparison factor. The end
station mirrors at LLO have been replaced with optics with improved coatings that
have less point defects, allowing“operation with the interferometer beams located much
closer to the center of the opties. This significantly reduces the impact of unintended
Pcal-induced rotation. Replacement of the LHO ETMs is planned for after the O4
observing run.

At Virgo, the main sourées of uncertainty come from the deformation modeling
required by the use of a single-beam Pcal configuration and from uncertainties in the
optical efficiency. These eontributions will be reduced in future upgrades of the systems
which are planned for after the O4 observing run. The setup will be switched to
a two-beam configuration, incident through the rear anti-reflection coated surface of
the ETM. The/systems will be capable of switching to a one-beam configuration to
maintain the ability to generate larger sensed displacements at high frequencies by
exciting the internal vibrational modes of the ETM. The optical design and choice of
vacuum windows will reduce optical losses and associated uncertainties.

Due to KAGRA being constructed much later than LIGO and Virgo, the Pcal
systems.are still being commissioned. Improvements are being made as issues are
addressed. Efforts to realize more reliable calibration and reduce uncertainty have
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focused on revising calibration procedures for the Pcal power sensors and developing
methods to better estimate beam positions on the ETM surface [36]. The angles and
positions of the beams incident on the power sensors, which use a different integrating
sphere design than the other observatories, are expected to be the primary sourees. of
uncertainty [42].

During the last observing run and in the interferometer’s most sensitive frequency
band near 150 Hz, at LIGO the estimated standard uncertainty in the calibration of the
interferometer output signals was approximately 2 % [21]. Currently, this does not limit
the extraction of intrinsic source parameters from detected GW signals [43]."However, as
the number and signal-to-noise ratios of detected signals increase, lgwer interferometer
calibration uncertainty will be required [13]. Eventually, relative calibration errors
between observatories in the GW network could also limit GW science. The global
Pcal calibration scheme and the methods for propagating NIST and PTB power sensor
calibrations to the end station Pcal power sensors being developed and described here
are intended to ensure that the uncertainty in the displacement fidueials used to calibrate
the interferometer signals is not the limiting factor.

Other methods for assessing interferometer calibrations are being developed within
the GW community. Because Einstein’s theory ‘of ‘general relativity predicts the
waveforms of coalescing binary systems of compagt objects such as black holes or neutron
stars, comparison of detected GW signals with predicted waveform can eventually
provide astrophysical calibration [44, 45]. A method developed for investigating relative
calibration errors between observatories in the network using coalescing binary black
hole GW signals was implemented during.the O3 observing run that ended in April
2020 [46]. The LHO and LLO detectomcalibrations agreed within 3.5% and those of
the Virgo and LLO detectors agreed within %0 %. With improved sensitivities and more
detected events [47] this method should provide an accurate and independent assessment
of the global relative calibration being,implemented as described in this paper.

There is another significant engoing effort within the GW community to implement
a method that has been/discussed for a long time that is analogous to Pcals for
providing absolute displacement galibration [48, 49]. It involves installing rotating mass
quadrupoles, referred to.as Newtonian (NCal) or Gravity (Geal) calibrators, outside the
vacuum envelopes near thesdETMs at the observatory end stations [50, 51, 52] These
devices modulate the ETM position via variations of the Newtonian gravitational field
as they rotate at/rates as'high as 100 Hz.

A systemt of multiple NCal actuators designed to reach sub-percent accuracy and
precision [50, 53] wag installed and commissioned at the Virgo observatory in preparation
for the O4 observing run. Comparing the fiducial displacements of an ETM induced by
both Pcal and NCal systems could help to identify systematic errors in these systems
and ghus reduce overall displacement calibration uncertainty. Long-term comparisons
should also enable precise monitoring of the stability of the two calibration methods
and thuspave the way for future upgrades of hardware and methods.
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